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Apprentissage de Noyaux à Valeurs Opérateurs

Multiples

Résumé : Dans cet article, nous proposons une méthode d’apprentissage
de noyaux multiples à valeurs opérateurs dans le cas d’une régression ridge
à réponse fonctionnelle. Notre méthode est basée sur la résolution d’un système
d’équations linéaires d’opérateurs en utilisant une procédure de type Iterative
Coordinate Descent. Nous validons expérimentalement notre approche sur un
problème de prédiction de mouvement de doigt dans un contexte d’Interface
Cerveau-Machine.

Mots-clés : noyaux à valeurs opérateurs, apprentissage de noyaux multiples,
analyse des données fonctionnelles, espace de Hilbert à noyau reproduisant
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1 Introduction

During the past decades, a large number of algorithms have been proposed to
deal with learning problems in the case of single-valued functions (e.g., binary-
output function for classification or a real number output for regression). Re-
cently, there has been considerable interest in estimating vector-valued func-
tions (Micchelli and Pontil, 2005b). Much of this interest has arisen from the
need to learn tasks where the target is a complex entity, not a scalar variable as
usual. Typical learning situations include multitask learning (Evgeniou et al.,
2005), structured output learning (Brouard et al., 2011; Tsochantaridis et al.,
2005), manifold-valued regression (Hein, 2009) and object localization for image
understanding (Blaschko and Lampert, 2008).

In this paper, we are interested in the problem of structured output classifi-
cation and regression in the context of Brain-Computer Interface (BCI) design.
More precisely, we are interested in finger movement prediction from electrocor-
ticographic signals (Schalk et al., 2007). Indeed, from a set of signals measuring
brain surface electrical activity on d channels during a given period of time, we
want to predict, for any instant of that period whether a finger is moving or not
and the amplitude of the finger flexion. Formally, the problem consists in learn-
ing a functional dependency between a set of d signals and a vector of labels and
between the same set of signals and vector of real values (the amplitude). While,
it is clear that this problem can be formalized as functional regression problem,
from our point of view, such problem can benefit from multiple operator-valued
kernel learning framework. Indeed, for these problems, one of the difficulties
arises from the unknown latency between the signal set-on related to the fin-
ger movement and the actual movement (Pistohl et al., 2008). Hence, instead
of fixing in advances some value of this latency in the regression model, our
framework allows to learn it from the data by means of several operator-valued
kernels.

Data streams are more and more commonly encountered in data mining and
machine learning; for instance, data streams are very common in Brain Com-
puter Interface research. A data stream may be either of discrete nature, or of
continuous nature; in any case, it comes as a discrete series of objects (scalars,
or more complex entities). In the case of continuous streams, the stream is really
a function rather than a vector. If we wish to address such data in the sound
framework of reproducing kernel Hilbert spaces (RKHS), we have to consider
RKHS which elements are operators that map a function to an other function
space, possibly source and target function spaces being different. Working in
such RKHS, we are able to draw on the important core of work that have been
performed on real RKHS, and multi-valued real RKHS. Such a functional RKHS
framework and associated operator-valued kernels has been introduced very re-
cently (Kadri et al., 2010, 2011); the present paper aims at building on these
early works, and addresses in particular the problem of learning simultaneously
a function-valued function and the operator-valued kernel.

Reproducing kernels play an important role in statistical learning theory
and functional estimation. Scalar-valued kernels are widely used to design
nonlinear learning methods which have been successfully applied in several
machine learning applications (Schölkopf and Smola, 2002). Moreover, their
extension to matrix-valued kernels has helped to bring about additional im-
provements in learning vector-valued functions (Micchelli and Pontil, 2005b;
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4 Kadri, Rakotomamonjy, Bach & Preux

Reisert and Burkhardt, 2007). The most common and most successful applica-
tions of matrix-valued kernel methods are in multi-task learning (Evgeniou et al.,
2005), even though some successful applications in other areas, for example im-
age processing (Ha Quang et al., 2010; Reisert and Burkhardt, 2007), also exist.
A basic question always present with reproducing kernels is how to build these
kernels and what is the optimal kernel choice.

In order to overcome the need of choosing a kernel before the learning pro-
cess, several works have tried to address the problem of learning the kernel
jointly with the decision function (Lanckriet et al., 2004; Bach et al., 2004).
Since these seminal works, many efforts have been carried out in order to theo-
retically analyze the kernel learning framework (Cortes et al., 2010) or in order
to provide efficient algorithms (Kloft et al., 2011; Aflalo et al., 2011). While a
lot of works have been devoted to multiple scalar kernel learning, this prob-
lem of kernel learning have been barely investigated for operator-valued kernels.
Thus, in this paper, we bridge the gap between multiple kernel learning and
operator-valued kernels by proposing a framework and an algorithm for learn-
ing a finite linear combination of operator-valued kernels. The MKL framework
can be extended without major difficulties to operator-valued kernels, however
the resulting optimization problem is very challenging as it involves linear sys-
tems with sum of operators which are hardly invertible. For coping with this
issue, we propose an elegant algorithm based on a variational reformulation of
the problem and block-coordinate descent.

It should be pointed out that in a recent work (Dinuzzo et al., 2011), the
authors formulated the problem of learning the output kernel as an optimization
problem over the cone of positive semidefinite matrices, and proposed a block-
coordinate descent method to solve it. However, they did not focus on learning
the input kernel. In contrast, our Multiple operator-valued Kernel Learning
(MovKL) formulation can be seen as a way of learning simultaneously input
and output kernels, although we consider a linear combination of kernels fixed
in advance.

The paper is organized as follows. In Section 2, we begin by a brief review of
reproducing kernel Hilbert spaces with operator-valued kernels, and derive the
Multiple operator-valued Kernel Learning (MovKL) problem. Section 3 shows
how to solve this problem using a block coordinate descent algorithm. The
proposed algorithm is experimentally evaluated in Section 4 on a functional re-
gression task in the context of Brain-Computer Interface (BCI) design. Finally,
Section 5 presents some conclusions and future work directions.

2 Problem Setting

First, we briefly review notions and properties of reproducing kernel Hilbert
spaces with operator-valued kernels and show their connection to learning from
multiple response data (multiple outputs ; see Micchelli and Pontil (2005b) for
discrete data and Kadri et al. (2010) for continuous data). We first consider
the problem of estimating a function f such that f(xi) = yi when observed
data (xi, yi)i=1,...,n are assumed to be elements of infinite dimensional Hilbert
spaces. In the following we denote by Gx and Gy the domains of xi and yi
respectively. X = {x1, . . . , xn} denotes the training set with corresponding
targets Y = {y1, . . . , yn}. Since Gx and Gy are spaces of functions, the problem

INRIA



Multiple Operator-valued Kernel Learning 5

can be thought of as an operator estimation problem, where the desired operator
maps a Hilbert space of factors to a Hilbert space of targets. We can define the
regularized operator estimate of f ∈ F

fλ , argmin
f∈F

n∑

i=1

‖yi − f(xi)‖
2
Gy

+ λ‖f‖2F (1)

In this work, we are looking for a solution to this minimization problem in a
reproducing kernel Hilbert space F of function-valued functions on some infinite-
dimensional input space Gx. We start by introducing function-valued reproduc-
ing kernel Hilbert spaces and showing the correspondence between such spaces
and positive operator-valued kernels. Bijection between scalar-valued kernel
and RKHS was first established by Aronszajn (1950). Then Schwartz (1964)
shows that this was a particular case of a more general situation. More re-
cently, interest has grown in exploring Hilbert spaces of vector random functions
for learning vector-valued functions (Micchelli and Pontil, 2005b; Carmeli et al.,
2006). The function-valued RKHS approach extends the vector-valued case to
infinite-dimensional output data (Wahba, 1992; Kadri et al., 2010).

Let Gx and Gy be infinite-dimensional Hilbert spaces and F a linear space
of operators on Gx with values in Gy . We assume that F is a Hilbert space with
inner product 〈·, ·〉F . Let L(Gy) be the set of bounded linear operators from Gy
to Gy .

Definition 1 (function-valued RKHS)
A Hilbert space F of functions from Gx to Gy is called a reproducing kernel
Hilbert space if there is a nonnegative L(Gy)-valued kernel KF (w, z) on Gx×Gx
such that:
i. the function z 7−→ KF(w, z)g belongs to F , ∀z ∈ Gx, w ∈ Gx, g ∈ Gy,

ii. ∀f ∈ F , 〈f,KF(w, ·)g〉F = 〈f(w), g〉Gy
(reproducing property).

Definition 2 (operator-valued kernel)
An L(Gy)-valued kernel KF(w, z) on Gx is a function KF(·, ·) : Gx × Gx −→
L(Gy); furthermore:
i. KF is Hermitian if KF(w, z) = KF(z, w)

∗, where KF(z, w)
∗ is the adjoint

operator of KF (z, w)

ii. KF is nonnegative on Gx if it is Hermitian and for every natural number
r and all {(wi, ui)i=1,...,r} ∈ Gx × Gy, the block matrix with ij-th entry
〈K

F
(wi, wj)ui, uj〉Gy

is nonnegative.

Theorem 1 (bijection between function valued RKHS and operator-valued ker-
nel)
A L(Gy)-valued kernel KF(w, z) on Gx is the reproducing kernel of some Hilbert
space F , if and only if it is positive definite.

2.1 Functional Response Ridge Regression in Dual Vari-

ables

We can write the ridge regression with functional response optimization prob-
lem (1) in the following form:

min
f∈F
‖f‖2F + 1

λ

∑
i

‖ξi‖
2
Gy

with ξi = yi − f(xi)
(2)
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6 Kadri, Rakotomamonjy, Bach & Preux

Now, we introduce the Lagrangian multipliers αi, i = 1, . . . , n which are func-
tional variables since the output space is the space of functions Gy. Let α =
(αi)i=1,...,n ∈ G

n
y the vector of functions containing the Lagrangian multipliers,

the Lagrangian function is defined as

L(f, α, ξ) = ‖f‖2F +
1

λ
‖ξ‖2Gn

y
+ 〈α, y − f(x)− ξ〉Gn

y
(3)

where α = (α1, . . . , αn) ∈ G
n
y , y = (y1, . . . , yn) ∈ G

n
y , f(x) = (f(x1), . . . , f(xn)) ∈

Gny , ξ = (ξ1, . . . , ξn) ∈ G
n
y and ∀a, b ∈ Gny , 〈a, b〉Gn

y
=

n∑
i=1

〈ai, bi〉Gy

Differentiating (3) in f and setting to zero, we obtain

f(.) =
1

2

n∑

i=1

K(xi, .)αi (4)

where K : Gx × Gx −→ L(Gy) is the operator-valued kernel of F .
Substituting this into (3), the problem (2) becomes

min
ξ

max
α
−
1

4
〈Kα, α〉Gn

y
+

1

λ
‖ξ‖2Gn

y
+ 〈α, y − ξ〉Gn

y
(5)

where K = [K(xi, xj)]
n
i,j=1 is the block operator kernel matrix.

Differentiating (5) in ξ, we obtain ξ =
λ

2
α and then the dual of the functional

response ridge regression problem is given by

max
α
−λ‖α‖2Gn

y
− 〈Kα, α〉Gn

y
+ 4〈α, y〉Gn

y
(6)

2.2 MovKL in Dual Variables

Let us now consider that the function f(·) is sum of M functions {fk(·)}
M
k=1

where each fk belongs to an operator-valued RKHS of kernel Kk(·, ·). Similarly
to scalar-valued multiple kernel learning, we can cast the problem of learning
these functions fk as

min
d∈D

min
fk∈Fk

∑M
k=1

‖fk‖
2
Fk

dk
+ 1

λ

∑
i

‖ξi‖
2
Gy

with ξi = yi −
∑M

k=1 fk(xi)
(7)

with d = [d1, · · · , dM ], D = {d : ∀k, dk ≥ 0 and
∑

k d
r
k ≤ 1} and 1 ≤ r ≤ ∞.

Following the lines of Rakotomamonjy et al. (2008), a partial dualization of this
problem leads to the following equivalent one

min
d∈D

max
α∈Gn

y

−λ‖α‖2Gn
y
− 〈Kα, α〉Gn

y
+ 4〈α, y〉Gn

y
(8)

where K =
M∑
k=1

dkKk and Kk is the block operator kernel matrix associated to

the operator-valued kernel Kk. The KKT conditions also state that at optimal-

ity we have fk(·) =
dk
2

∑

i

Kk(xi, ·)αi.

INRIA



Multiple Operator-valued Kernel Learning 7

3 Solving the MovKL Problem

After having presented the framework, we now devise an algorithm for solving
this multiple operator-valued kernel learning.

3.1 Block-coordinate descent algorithm

Since the optimization problem has the same structure as a multiple scalar
kernel learning problem, we can build our algorithm upon the MKL literature.
Hence, we propose to borrow from Kloft et al. (2011), and consider a block-
coordinate descent method. The convergence of a block coordinate descent
algorithm which is related closely to the Gauss-Seidel method was studied in
works of Tseng (2001), Tseng and Yun (2009) and others. The difference here
is that we have operators and block operator matrices rather than matrices
and block matrices, but this doesn’t increase the complexity if the inverse of
the operators are computable (analytically or by spectral decomposition). Our
algorithm iteratively solves the problem with respects to α with d being fixed
and then with respects to d with α being fixed. This boils down to the following
steps :

1. with {dk} fixed , the resulting optimization problem with respects to α
has a simple form which solution is given by:

(K+ λI)α = 2y (9)

where K =
M∑
k=1

dkKk. While the form of solution is rather simple, solving

this linear system is very challenging and we propose an algorithm for its
resolution in the sequel.

2. with {fk} fixed, according to problem (7), we can rewrite the problem as

min
d∈D

M∑

k=1

‖fk‖
2
Fk

dk
(10)

which has a closed-form solution and for which optimality occurs at:
(see Micchelli and Pontil (2005a))

dk =
‖fk‖

2
r+1

(
∑

k ‖fk‖
2r

r+1 )1/r
(11)

This algorithm is similar to that of Cortes et al. (2009) and Kloft et al.
(2011) both being based on alternate optimization. The difference here is the
fact that we have to invert a block operator kernel matrix which is the combi-
nation of basic kernel matrices associated to M operator-valued kernels. This
makes the resolution of the system very challenging, and we present an algorithm
for solving it in the next paragraph.

3.2 Solving a linear system with multiple block operator-

valued kernels

One common way to construct operator valued kernels is to build scalar-valued
ones which are carried over to the vector-valued (resp. function-valued) setting

RR n° 7900



8 Kadri, Rakotomamonjy, Bach & Preux

Algorithm 1 ℓr norm MovKL

Input Kk for k = 1, . . . ,M

d1k ←−
1

M
for k = 1, . . . ,M

α←− 0

for t = 1, 2, . . . do

α′ ←− α

K←−
∑

k d
t
kKk

α←− solution of (K+ λI)α = 2y

if ‖α− α′‖ < ǫ then

break

end if

dt+1
k ←−

‖fk‖
2

r+1

(
∑

k ‖fk‖
2r

r+1 )1/r
for k = 1, . . . ,M

end for

by a positive definite matrix (resp. operator). In this setting an operator-valued
kernel has the following form:

K(w, z) = G(w, z)T

where G is a scalar-valued kernel and T is an operator in L(Gy). In multi-
task learning, T is a finite dimensional matrix that is expected to share infor-
mation between tasks (Evgeniou et al., 2005; Caponnetto et al., 2008). More
recently and for supervised functional output learning problems, T is chosen
to be a multiplication or an integral operator (Kadri et al., 2010, 2011). This
choice is motivated by the fact that functional linear models for functional re-
sponses (Ramsay and Silverman, 2005) are based on these operators and then
such kernels provide an interesting alternative to extend these models to nonlin-
ear contexts. In addition, some works on functional regression and structured
output learning consider operator-valued kernels constructed from the identity
operator as in Lian (2007) and Brouard et al. (2011). In this work we adopt
a functional data analysis point of view and then we are interested in a finite
combination of operator-valued kernels constructed from the identity, multi-
plication and integral operators. A problem encountered when working with
operator-valued kernels in infinite dimensional spaces is that of solving the sys-
tem of linear operator equations (9). In the following we show how to solve this
problem for two cases of operator-valued kernel combinations.

Case 1: multiple scalar-valued kernels and one operator. This is the
simpler case where the combination of operator-valued kernels has the following
form

K(w, z) =

M∑

k=1

dkGk(w, z)T (12)

In this setting, the block operator kernel matrix K can be expressed by a Kro-

necker product between the multiple scalar-valued kernel matrix G =
M∑
k=1

dkGk,

INRIA



Multiple Operator-valued Kernel Learning 9

Algorithm 2 Gauss-Seidel Method

choose an initial vector of functions α(0)

for t = 1, 2, . . .

for i = 1, 2, . . . , n

α
(t)
i ←− sol. of (14): [K(xi, xi) + λI]α

(t)
i = si

end for

check convergence; continue if necessary

end for

where Gk = [Gk(xi, xj)]
n
i,j=1, and the operator T . Thus we can compute an

analytic solution of the system of equations (9) by inverting K + λI using the
eigendecompositions of G and T as in Kadri et al. (2011).

Case 2: multiple scalar-valued kernels and multiple operators.
This is the general case where multiple operator-valued kernels are combined as
follows

K(w, z) =

M∑

k=1

dkGk(w, z)Tk (13)

Inverting the associated block operator kernel matrix K is not feasible in this
case, that is why we propose a Gauss-Seidel iterative procedure (see Algorithm
2) to solve the system of linear operator equations (9). Starting from an initial
vector of functions α(0), the idea is to iteratively compute, until a convergence
condition is satisfied, the functions αi according to the following expression

[K(xi, xi) + λI]α
(t)
i = 2yi −

i−1∑
j=1

K(xi, xj)α
(t)
j

−
n∑

j=i+1

K(xi, xj)α
(t−1)
j

(14)

where t is the iteration index. This problem is still challenging because the
kernel K(·, ·) still involves a positive combination of operator-valued kernels.
Our algorithm is based on the idea that instead of inverting the finite combina-
tion of operator-valued kernels [K(xi, xi) + λI], we can consider the variational
formulation of this system

min
α

(t)
i

1

2
〈

M+1∑

k=1

Kk(xi, xi)α
(t)
i , α

(t)
i 〉Gy

− 〈si, α
(t)
i 〉Gy

where

si = 2yi −

i−1∑

j=1

K(xi, xj)α
(t)
j −

n∑

j=i+1

K(xi, xj)α
(t−1)
j ,

Kk = dkGkTk, ∀k ∈ {1, . . . ,M}, and KM+1 = λI. Now, by means of a variable
splitting approach, we are able to decouple the role of the different kernels.

RR n° 7900



10 Kadri, Rakotomamonjy, Bach & Preux

Indeed, the above problem is equivalent to the following one :

min
α

(t)
i

1

2
〈K̂(xi, xi)α

(t)
i ,α

(t)
i 〉GM

y
− 〈si,α

(t)
i 〉GM

y

with α
(t)
i,1 = α

(t)
i,k for k = 2, . . . ,M + 1

where K̂(xi, xi) is the M+1×M+1 diagonal matrix [Kk(xi, xi)]
M+1
k=1 . α

(t)
i is the

vector (α
(t)
i,1, . . . , α

(t)
i,M+1) and the M + 1-dimensional vector si = (si, 0, . . . , 0).

We now have to deal with a quadratic optimization problem with equality con-
straints. Writing down the Lagrangian of this optimization problem and then
deriving its first-order optimality conditions leads us to the following set of linear
equations 




K1(xi, xi)αi,1 − s+
∑M

k=1 γk = 0
Kk(xi, xi)αi,k − γk = 0
αi,1 − αi,k = 0

(15)

where k = 2, · · · ,M + 1 and {γk} are the Lagrangian multipliers related to the
M equality constraints. Finally, in these set of equations, the operator-valued
kernels have been decoupled and thus, if their inversion can be easily computed
(which is the case in our experiments), one can solve the problem (15) by means
of another Gauss-Seidel algorithm.

4 Experiments

In order to highlight the benefit of our multiple operator-valued kernel learn-
ing approach, we have considered a series of experiments on a real dataset,
involving structured output prediction in a Brain-Computer Interface frame-
work. The problem we addressed is a sub-problem related to finger movement
decoding from electrocorticographic signals (ECoG). We focus on the problem
of estimating a finger is moving or not and also on the direct estimation of the
finger movement amplitude from the ECoG signals. The development of the
full BCI application is beyond the scope of this paper and our objective here
is to prove that this problem of predicting finger movement can benefit from
multiple kernel learning. To this aim, the fourth dataset from the BCI Com-
petition IV (Miller and Schalk, 2008) was used. The subjects were 3 epileptic
patients who had platinium electrode grids placed on the surface of their brain.
The number of electrodes varies between 48 to 64 depending on the subject and
their position on the cortex was unknown. Electrocorticographic (ECoG) signals
of the subject were recorded at a 1KHz sampling using BCI2000 (Schalk et al.,
2004). A band-pass filter from 0.15 to 200Hz was applied to the ECoG signals.
The finger flexion of the subject was recorded at 25Hz and up-sampled to 1KHz
by means of a data glove which measures the finger movement amplitude. Due
to the acquisition process, a delay appears between the finger movement and
the measured ECoG signal (Miller and Schalk, 2008). One of our hopes is that
this time-lag can be properly learnt by means of multiple integral-operator ker-
nels. Features from the ECoG signals are built by computing some band-specific
amplitude modulation feature, which is defined as the sum of the square of the
band-specific filtered ECoG signals during a time bin of δt.
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Figure 1: Example of a couple of input-output signals in our BCI task. (left)
Amplitude modulation features extracted from ECoG signals over 5 pre-defined
channels. (middle) Signal of labels denoting whether the considered finger is
moving or not. (right) Real amplitude movement of the finger.

For our finger movement prediction task, we have kept 5 channels that have
been manually selected and split the AM feature signals in portions of 200
samples. For each of these time segments, we have the label of whether at
each time sample, the finger is moving or not as well as the real movement
amplitudes. The dataset is composed of 487 couples of input-output signals, the
output signals being either the binary movement labels or the real amplitude
movement. An example of input-output signals are depicted in Figure 1. In a
nutshell, the problem boils down to be a supervised signal segmentation task.

To evaluate the performance of the multiple operator-valued kernel learning
approach, we use both: (1) the percentage number of labels correctly recog-
nized (LCR) defined by (Wr/Tn) × 100%, where Wr is the number of well
recognized labels and Tn the total number of labels to be recognized; (2) the
residual sum of squares error (RSSE) as evaluation criterion for curve prediction

RSSE =

∫ ∑

i

{yi(t)− ŷi(t)}
2dt (16)

where ŷi(t) is the prediction of the function yi(t) corresponding to real finger
movement or the finger movement state.

For the multiple operator-valued kernels having the form (13), we have used a
Gaussian kernel with 5 different bandwidths and a polynomial kernel of degree 1
to 3 combined with three operators T : identity Ty(t) = y(t), multiplication op-

erator associated with the function e−t2 defined by Ty(t) = e−t2y(t), and the in-
tegral Hilbert-Schmidt operator with the kernel e−|t−s| proposed in Kadri et al.
(2011) Ty(t) =

∫
e−|t−s|y(s)ds. The inverses of these operators are computed

analytically. While the inverses of the identity and the multiplication oper-
ators are easily and directly computable from the analytic expressions of the
operators, the inverse of the integral operator is computed from its spectral
decomposition as in Kadri et al. (2011). The number of eigenfunctions as well
as the regularization parameter λ are fixed using ”one-curve-leave-out cross-
validation” (Rice and Silverman, 1991) with the aim of minimizing the residual
sum of squares error.

Empirical results on the BCI dataset are summarized in Table 1 and Table 2.
The dataset was randomly partitioned into 65% training and 35% test sets. We
compare our approach in the case of ℓ1 and ℓ2-norm constraint on the combi-
nation coefficients with: (1) the baseline scalar-valued kernel ridge regression
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12 Kadri, Rakotomamonjy, Bach & Preux

Table 1: Results for the movement state prediction. Residual Sum of Squares
Error (RSSE) and the percentage number of Labels Correctly Recognized (LCR)
of : (1) baseline KRR with the Gaussian kernel, (2) functional response KRR
with the integral operator-valued kernel, (3) MovKL with ℓ∞, ℓ1 and ℓ2-norm
constraint.

Algorithm RSSE LCR(%)

KRR - scalar-valued - 68.32 72.91
KRR - functional response - 49.40 80.20
MovKL - ℓ∞ norm - 45.44 81.34
MovKL - ℓ1 norm - 48.12 80.66
MovKL - ℓ2 norm - 39.36 84.72

Table 2: Residual Sum of Squares Error (RSSE) results for finger movement
prediction.

Algorithm RSSE

KRR - scalar-valued - 88.21
KRR - functional response - 79.86
MovKL - ℓ∞ norm - 76.52
MovKL - ℓ1 norm - 78.24
MovKL - ℓ2 norm - 75.15

algorithm by considering each output independently of the others, (2) functional
response ridge regression using an operator-valued kernel constructed from the
integral operator (Kadri et al., 2011), (3) kernel ridge regression with evenly-
weighted sum of operator-valued kernels, which we denote by ℓ∞-norm MovKL.

As in the scalar case, using multiple operator-valued kernels leads to better
results. By directly combining kernels constructed from identity, multiplica-
tion and integral operators we could reduce the residual sum of squares error
and enhance the label classification accuracy. Best results are obtained using
the MovKL algorithm with ℓ2-norm constraint on the combination coefficients.
RSSE and LCR of the baseline kernel ridge regression are significantly out-
performed by the operator-valued kernel based functional response regression.
These results confirm that by taking into account the relationship between out-
puts we can improve performance. This is due to the fact that an operator-
valued kernel induces a similarity measure between two pairs of input/output.

5 Conclusion

In this paper we have presented a new method for learning simultaneously an
operator and a finite linear combination of operator-valued kernels. We have
extended the MKL framework to deal with functional response kernel ridge re-
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gression and we have proposed a block coordinate descent algorithm to solve
the resulting optimization problem. The method is applied on a BCI dataset
to predict finger movement in a functional regression setting. Experimental re-
sults show that our algorithm achieves good performance outperforming exist-
ing methods. It would be interesting for future work to thoroughly compare the
proposed MKL method for operator estimation with previous related methods
for multi-class and multi-label MKL (Zien and Ong, 2007; Tang et al., 2009),
in the contexts of structured output learning (Tsochantaridis et al., 2005) and
collaborative filtering (Abernethy et al., 2009).

Appendix

Convergence of Algorithm 1

In this appendix, we present a proof of convergence of Algorithm 1. The proof is
an extension to infinite dimensional Hilbert spaces with operator-valued repro-
ducing kernels of results obtained by Argyriou et al. (2008) and more recently
by Rakotomamonjy et al. (2011). Let R(f, d) be the objective function of the
MovKL problem defined by (7):

R(f, d) = L+

M∑

k=1

‖fk‖
2
Fk

dk

where L = 1
λ

∑
i

‖yi −
∑M

k=1 fk(xi)‖
2
Gy
. Substituting Equation (11) in R we

obtain the objective function:

S(f) := R(f, d(f)) = L+

(
M∑

k=1

‖fk‖
2r

r+1

Fk

) r+1
r

The function S is strictly convex since L is convex and f 7−→
(∑M

k=1 ‖fk‖
2r

r+1

) r+1
r

is strictly convex (this follows directly from strict convexity of the function
x 7−→ xp when x ≥ 0 and p > 1). Thus, S(f) admits a unique minimizer.

Now let us define the function g by:

g(f) = min
u
{R(u, d(f))}.

The function g is continuous. This comes from the fact that the function:

G(d) = min
u
{R(u, d)}

is continuous. Indeed, G is the minimal of value of a functional response kernel
ridge regression problem in a function-valued RKHS associated to an operator-

valued kernel K. So, G(d) = R(d, u∗) with u∗ =
(
K(d) + λI

)−1
y (see Equa-

tion (9)). u∗ is continuous, and hence G(d) is also continuous.
By definition we have S(f) = R(f, d(f)), and since d(f) minimizes R(f, ·),

we obtain that:
S(f (n+1)) ≤ g(f (n)) ≤ S(f (n))
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14 Kadri, Rakotomamonjy, Bach & Preux

where n is the number of iteration. So, the sequence {S(f (n)), n ∈ N} is
nonincreasing and then it is bounded since L is bounded from below. Thus, as
n −→ ∞, S(f (n)) converges to a number which we denote by S∗. {S(f (n))} is
convergent and S is a coercive function, then the sequence {‖f (n)‖, n ∈ N} is
bounded. Consequently, the sequence {f (n), n ∈ N} is bounded.

Next we show the following subsequence convergence property which under-
lies the convergence of Algorithm 1.

Proposition 2 The sequence {f (n), n ∈ N}, since it is bounded, has a conver-
gent subsequence

Proof. The analogue of the Bolzano-Weierstrass theorem1 in Hilbert spaces
states that there exists a weakly convergent subsequence {f (nl), l ∈ N} of
the bounded sequence {f (n)}. By definition of weakly convergence, we have
∀g ∈ F (F is a RKHS with the operator-valued kernel K):

lim
nl→∞

〈f (nl)(·), g〉 = 〈f(·), g〉

Let g = K(x, ·)β. Using the reproducing property

lim
nl→∞

〈f (nl)(·), g〉 = lim
nl→∞

〈f (nl)(x), β〉

⇒ 〈f(·), β〉 = 〈f(x), β〉

Thus the subsequence {f (nl)} is pointwise convergent.
Now we show that:

lim
nl→∞

‖f (nl)(·)‖ = ‖f(·)‖ (∗)

Since f (nl) ∈ F , it can be written as
∑
i

K(xi, ·)α
(nl)
i , and then we have:

lim
nl→∞

‖f (nl)(·)‖2 = lim
nl→∞

〈f (nl)(·),
∑

i

K(xi, ·)α
(nl)
i 〉

= lim
nl→∞

∑

i

〈f (nl)(xi), α
(nl)
i 〉 =

∑

i

〈f(xi), α〉

= 〈f(·),
∑

i

K(xi, ·)α〉 = ‖f‖
2

Using (∗) and weak convergence, we obtain the strong convergence of the
subsequence {f (nl)}.

lim
nl→∞

‖f (nl) − f‖2 = lim
nl→∞

〈f (nl) − f, f (nl)〉 − 〈f (nl) − f, f〉

= lim
nl→∞

‖f (nl)‖2 − ‖f‖2 (using weak convergence)

= 0 (using(∗)) �

By Proposition 2, there exists a convergent subsequence {f (nl), l ∈ N}
of the bounded sequence {f (n), n ∈ N}, whose limit we denote by f∗. Since

1The Bolzano-Weierstrass theorem states that each bounded sequence in R
n has a conver-

gent subsequence. For infinite-dimensional spaces, strong convergence of the subsequence is
not reached and only weak convergence is obtained. Proposition 2 shows that strong conver-
gence can be reached in Hilbert spaces with reproducing kernels.
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S(f (n+1)) ≤ g(f (n)) ≤ S(f (n)) , g(f (n)) converges to S∗. Thus, by the continuity
of g and S, g(f∗) = S(f∗). This implies that f∗ is a minimizer of R(·, d(f∗)),
because R(f∗, d(f∗)) = S(f∗). Moreover, d(f∗) is the minimizer of R(·, f∗)
subject to the constraints on d. Thus, since the objective function R is smooth,
the pair (f∗, d(f∗)) is the minimizer of R.

At this stage, we have shown that any convergent subsequence of {f (n), n ∈
N} converges to the minimizer of R. Since the sequence {f (n), n ∈ N} is
bounded, it follows that the whole sequence converges to minimizer of R.
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