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Abstract

We propose a new stochastic gradient method for optimizing the sum of a finite set of
smooth functions, where the sum is strongly convex. While standard stochastic gradient meth-
ods converge at sublinear rates for this problem, the proposed method incorporates a memory
of previous gradient values in order to achieve a linear convergence rate. Numerical experiments
indicate that the new algorithm can dramatically outperform standard algorithms.

1 Introduction

A plethora of the problems arising in machine learning involve computing an approximate minimizer
of a function that sums a loss function over a large number of training examples, where there is a
large amount of redundancy between examples. The most wildly successful class of algorithms for
taking advantage of this type of problem structure are stochastic gradient (SG) methods [Robbins
and Monro, 1951} [Bottou and LeCun, [2003]. Although the theory behind SG methods allows them
to be applied more generally, in the context of machine learning SG methods are typically used to
solve the problem of optimizing a sample average over a finite training set,

zERP

minimize g(z) := %Z fi(x). (1)

In this work, we focus on such finite training data problems where each f; is smooth and the average
function g is strongly-convexz.

As an example, consider the case of /s-regularized logistic regression,
mimize Mfef? 4 L3 log(1 bial 2
minimize 2|l + 52 og(1 + exp(—bia; x)), (2)
=

where a; € RP and b; € {—1,1} are the training examples associated with a binary classification
problem and A is a regularization parameter. This problem can be put in the framework of by



using the choice
A
filz) = §Hx||2 + log(1 + exp(—b;al z)).

More generally, any />-regularized empirical risk minimization problem of the form

oA L

minimize §||a:H + -~ ; Li(z), (3)
falls in the framework of provided that the loss functions /; are convex and smooth. An extensive
list of convex loss functions used in machine learning is given by [Teo et al|[2007], and we can even
include non-smooth loss functions (or regularizers) by using smooth approximations. While many
authors use sparsity-inducing regularizers such as the ¢;-norm which do not automatically yield a
strongly-convex problem when combined with a convex loss, as discussed by Zou and Hastie| [2005] it
may be beneficial to use an additional ¢s-regularization term even when considering sparsity-inducing
regularizers.

When the number of training examples n is large, SG methods are appealing because their iteration
costs and convergence rates are independent of n. In particular, the basic SG method uses iterations
of the form

T (4)
where «y, is a step-size and a training example iy is selected uniformly among the set {1,...,n}.
The randomly chosen gradient f; (2%) yields an unbiased estimator of the true gradient g’(x*), and
one can show under standard assumptions that for a suitably chosen decreasing step-size sequence
{a} the SG iterations achieve the sublinear convergence rate

Elg(a")] — g(2*) = O(1/k),

see Nemirovski et al| [2009, §2.1] and Bach and Moulines| [2011, §3.1]. Further, under certain
assumptions, this rate can be shown to be optimal for strongly-convex optimization in a model of
computation where the algorithm only accesses the function through unbiased measurements of its
objective and gradient [see Nemirovski and Yudin, [1983] |[Agarwal et al) [2010]. Thus, we cannot
hope to obtain a better convergence rate if the algorithm only has access to unbiased measurements
of the gradient. However, in the case of a finite training set where we may choose a training example
more than once, the first-order stochastic oracle model is too general and better rates are possible.

For example, the standard full gradient (FG) method uses iterations of the form
n
M=ok —apg/(ah) =t - S5 YT (), (5)
i=1
and with a constant step size achieves a linear convergence rate
g9(a®) — g(z*) = 0(p"),
for some p < 1 which depends on the condition number of g [see Nesterov, 2004, Theorem 2.1.15].
Linear convergence is also known as geometric or exponential convergence, because the error is cut

by a fixed fraction on each iteration. Despite the faster convergence rate of the FG method, it can
be unappealing when n is large because its iterations are n times more expensive than SG iterations.

In this work we analyze a new algorithm that we call the stochastic average gradient (SAG) method,
a randomized variant of the incremental aggregated gradient (IAG) method of Blatt et al.| [2008],
which combines the low iteration cost of SG methods with a linear convergence rate as in FG
methods. It uses iterations of the form

n
Qg
okt =$k—;2yfa (6)
=1



where at each iteration a random training example iy is selected and we set

[ i
! y" ! otherwise.

That is, like the FG method, the step incorporates a gradient with respect to each training example.
But, like the SG method, each iteration only computes the gradient with respect to a single training
example and the cost of the iterations is independent of n. Despite the low cost of the SAG iterations,
in this paper we show that the SAG iterations have an exponential convergence rate, like the FG
method. That is, by having access to i; and by keeping a memory of the most recent gradient
value computed for each training example i, this iteration achieves a faster convergence rate than is
possible for standard stochastic gradient methods.

In the next section, we review several closely-related algorithms from the literature, including previ-
ous attempts to combine the appealing aspects of FG and SG methods. However, note that we are
not aware of any other SG method that achieves an exponential convergence rate while preserving
the iteration cost of standard SG methods. Section [3|states the (standard) assumptions underlying
our analysis and gives the main technical results, while Section [4] discusses practical implementation
issues and Section [5| presents a numerical comparison of the new method to SG and FG methods.

2 Related Work

There are a large variety of approaches available to accelerate the convergence of SG methods, and
a full review of this immense literature would be outside the scope of this work. Below, we comment
on the relationships between the new method and several of the most closely-related ideas.

Momentum: SG methods that incorporate a momentum term use iterations of the form
gFtl =gk — o fi, (%) + Br(zF — 2+~ 1),

see Tseng| [1998]. It is common to set all 8 = /8 for some constant 3, and in this case we can re-write
the SG with momentum method as

k
k41 k k—j j
Pt =g onzjﬂ jfi'j(xj).
i=1

We can re-write the SAG updates @ in a similar form as

k
ij+1 = xk — Zaks(jail:k)filj (xj)7 (7)
Jj=1

where the selection function S(j,41.x) is set to 1/n if j is the highest iteration where j = 45 and is set
to 0 otherwise. Thus, momentum uses a geometric weighting of previous gradients while the SAG
iterations select the most recent evaluation of each previous gradient. While momentum can lead to
improved practical performance, it still requires the use of a decreasing sequence of step sizes and is
not known to lead to a faster convergence rate.

Gradient Averaging: Closely related to momentum is using the sample average of all previous
gradients,

k

k+1 E_ %%

e = —?Zﬂj(%%
j=1



which is similar to the SAG iteration in the form @ but where all previous gradients are used. This
approach is used in the dual averaging method of Nesterov| [2009], and while this averaging procedure
leads to convergence for a constant step size and can improve the constants in the convergence
rate [Xiao) 2010], it does not improve on the O(1/k) rate.

Iterate Averaging: Rather than averaging the gradients, some authors propose to use the basic SG
iteration but use the average of the z* over all k as the final estimator. With a suitable choice of step-
sizes, this gives the same asymptotic efficiency as Newton-like second-order SG methods and also
leads to increased robustness of the convergence rate to the exact sequence of step sizes [Polyak and
Juditskyl, 1992]. Baher’s method [see [Kushner and Yin, 2003, §1.3.4] combines gradient averaging
with online iterate averaging, and also displays appealing asymptotic properties. However, the
convergence rates of these averaging methods remain sublinear.

Stochastic versions of FG methods: Various options are available to accelerate the conver-
gence of the FG method for smooth functions, such as the accelerated full gradient (AFG) method
of [Nesterov| [1983], as well as classical techniques based on quadratic approximations such as non-
linear conjugate gradient, quasi-Newton, and Hessian-free Newton methods. Several authors have
presented stochastic variants of these algorithms [Sunehag et all 2009, |(Ghadimi and Lan)| |2010}
Martens| |2010]. Under certain conditions these variants are convergent and improve on the constant
in the O(1/k) rate [Sunchag et all [2009]. Alternately, if we split the convergence rate into a de-
terministic and stochastic part, it improves the convergence rate of the deterministic part |[Ghadimi
and Lan| 2010]. However, as with all other methods we have discussed thus far in this section, we
are not aware of any existing method of this flavor that improves on the O(1/k) rate.

Constant step size: If the SG iterations are used with a constant step size (rather than a decreasing
sequence), then Nedic and Bertsekas| [2000, Proposition 2.4] show that the convergence rate of the
method can be split into two parts. The first part depends on & and converges linearly to 0. The
second part is independent of k£ but does not converge to 0. Thus, with a constant step size the
SG iterations have a linear convergence rate up to some tolerance, and in general after this point
the iterations do not make further progress. Indeed, convergence of the basic SG method with a
constant step size has only been shown under extremely strong assumptions about the relationship
between the functions f; |[Solodov} [1998]. This contrasts with the method we present in this work
which converges to the optimal solution using a constant step size and does so with a linear rate.

Accelerated methods: Accelerated SG methods, which despite their name are not related to
the aforementioned AFG method, take advantage of the fast convergent rate of SG methods with
a constant step size. In particular, accelerated SG methods use a constant step size by default,
and only decrease the step size on iterations where the inner-product between successive gradient
estimates is negative Kesten| [1958], [Delyon and Juditsky| [1993]. This leads to convergence of the
method, and allows it to potentially achieve periods of linear convergence where the step size stays
constant. However, the overall convergence rate of the method remains sublinear.

Hybrid Methods: Some authors have proposed variants of the SG method for problems of the
form that seek to gradually transform the iterates into the FG method in order to achieve a linear
convergence rate. [Bertsekas| [1997] proposes to go through the data cyclically with a specialized
weighting that allows the method to achieve a linear convergence rate for strongly-convex quadratic
functions. However, the weighting is numerically unstable and the linear convergence rate presented
treats full cycles as iterations. [Friedlander and Schmidt| [2011] consider grouping the f; functions
into ‘batches’ of increasing size and performing SG iterations on the batches. In both cases, the
iterations that achieve the linear rate have a cost that is not independent of n.

Incremental Aggregated Gradient: Finally, Blatt et al.|[2008|] present the most closely-related
algorithm, the IAG method. This method is identical to the SAG iteration @, but uses a cyclic
choice of ij rather than sampling the i; values. This distinction has several important consequences.



In particular, Blatt et al. are only able to show that the convergence rate is linear for strongly-convex
quadratic functions (without deriving an explicit rate), and their analysis treats full passes through
the data as iterations. In contrast, in this work we give an explicit linear convergence rate for the
SAG iterations for general strongly-convex functions using iterations that only examine a single
training example. Further, as our analysis and experiments show, when the number of training
examples is sufficiently large the SAG iterations achieve a linear convergence rate under a much
larger set of step sizes than the IAG method. This leads to more robustness to the selection of
the step size and also, if suitably chosen, leads to a faster convergence rate and improved practical
performance.

3 Convergence Analysis

In our analysis we assume that each function f; in is differentiable and that each gradient f is
Lipschitz-continuous with constant L, meaning that for all z and y in RP we have

I1fi(z) = fiw)ll < Lz = y].

This is a fairly weak assumption on the f; functions, and in cases where the f; are twice-differentiable
it is equivalent to saying that the eigenvalues of the Hessians of each f; are bounded above by L.
In addition, we also assume that the average function g = % >, fi is strongly-convex with constant
p > 0, meaning that the function  — g(z) — §|z||? is convex. This is a stronger assumption
and is not satisfied by all machine learning models. However, note that in machine learning we are
typically free to choose the regularizer, and we can always add an ¢>-regularization term as in (3)) to
transform any convex problem into a strongly-convex problem (in this case we have u > X). Note
that strong-convexity implies that the problem is solvable, meaning that there exists some unique z*
that achieves the optimal function value. Our results assume that we initialize y? to a zero vector for
all 4, and they depend on the quantity o2 = %Zl | f/(z*)||?, which is the variance of the gradients
at the optimum z*.

1

We first consider the convergence rate of the method when using a constant step size of oy = 5.7,

which is similar to the step size needed for convergence of the IAG method in practice.

the SAG iterations satisfy for k > 1 that
902 }

Proposition 1 With a step size of ax = ﬁ;

k
E k%2 < (1 H ) 3 k|2 v
[la* - 2* ] o — "2 + 17

~ 8Ln

The proof is given in the Appendix. Note that the SAG iterations also obtain the O(1/k) rate of

SG methods, since
po\F kp
_ ) < _ P ) =
(1 8Ln> \eXp( 8Ln> O/k),

albeit with a constant which is proportional to n. But they are advantageous over SG methods in
later iterations because they obtain a linear convergence rate as in FG methods. We also note that

a linear convergence rate is obtained for any a < %#L

With a step size of oy = ﬁ, the SAG iterations behave in a similar way to the TAG iterations
proposed by Blatt et al|[2008|, while n SAG iterations using this step size behave in a similar
way to an FG method with a step size of 1/2L. Thus, with this small step size, there is not a
large difference between these three methods. However, our next result shows that, if the number of
training examples is slightly larger than L/u (which will often be the case, as discussed in Section@,
then the SAG iterations can use a much larger step size and obtain a better convergence rate that
depends on the number of training examples but not on u or L.



Data set Training Examples | Variables | Reference

quantum 50 000 78 | |Caruana et al., [2004]

protein 145 751 74 | |Caruana et al., [2004]

sido 12 678 4 932 | |Guyon, [2008]

rcvl 20 242 47 236 | |[Lewis et al., 2004]

covertype 581 012 54 | Blackard, Jock, and Dean [Frank and Asuncion72010r

Table 1: Binary data sets used in experiments.

8

Proposition 2 If & > =, with a step size of ay = ﬁ the SAG iterations satisfy for k > n that

1

Bl o] <0 (1- )

40 un
0 * |12
- o (S1og (14 47) +1) | -
[|=® — 2z*|| +3n,u (8 og +4L +

with C' = 161

n
In this result we assume that the first n iterations of the algorithm use stochastic gradient descent
and that we initialize the subsequent SAG iterations with the average of the iterates, which is why
we state the result for k > n. This leads to an O(1/k) rate with a constant that is now only
proportional to log(n), while if we used the SAG iterations from the beginning we can obtain the
same convergence rate but the constant is again proportional to n. Also, note that this bound is
obtained when initializing all y; to zero after the stochastic gradient phaseE|

Since Proposition 2 is true for all the values of u satisfying & > %, we can choose p = %, and

thus a step size as large as a = 16%, and still get the same convergence rate Note that we have
observed in practice that the IAG method with a step size of aj = ﬁu and the FG method with
a step size of ﬁ may diverge, even under these assumptions. Thus, for certain problems the SAG
iterations can use a much larger step size, which leads to increased robustness to the selection of
the step size. Further, as our analysis and experiments indicate, the ability to use a large step size

leads to improved performance of the SAG iterations.

While we have stated Proposition 1 in terms of the iterates and Proposition 2 in terms of the function
value, note that the rates obtained on iterates and function values are equivalent because, by the
Lipschitz and strong-convexity assumptions, we have

el

5 k*fE*H2.

L
2% — 2*||* < g(2*) = g(z") < 5

=IE

4 Implementation and First Pass

The bound in Proposition [2] assumes that the initialization of the SAG algorithm depends on the
iterates obtained using n iterations of SG. In practice, this is not ideal as it requires the setting of
two step sizes, one for the SG algorithm and one for the SAG algorithm. Thus, in our experiments
we instead run the SAG algorithm from the beginning but we replace the factor n in the step size by
m, the number of unique i;, values we have sampled (which converges to n). This gives the algorithm
a decreasing sequence of step sizes until all n training examples have been seen, making the initial

IWhile it may appear suboptimal to not use the gradients computed during the n iterations of stochastic gradient
descent, using them only improves the bound by a constant.

k
2A more precise analysis, however, gives a rate of (1 — i + %) for any p greater than %. In this setting,

increasing the step size decreases the convergence rate.




iterations very similar to SG iterations. In our experiments this modified SAG algorithm performed
slightly better than using the SG method for the first iteration.

A natural way to implement the SAG iteration @ is to have a current iterate z, a set of n variables
y; (initially zero), a search direction d, and to use the pseudo-code

d <+ d_yi7
Yi < le(xk)’
d <+ d+y;, (8)

«o
T4 x— —d.
m

Other recursions may be more appealing depending on the structure of the problem. For example,
for £5-regularized objectives like (3)), it may be more appealing to have the y; variables only represent
the contribution of the loss [; and use

d<+—d— Yis
Yi < l;('rk)v

T (1—M>m—ad.
m m
5 Experimental Results

In our experiments we compared the following methods:

1. FG: The full gradient method described by iteration .

2. AFG: The accelerated full gradient method of Nesterov| [1983], where iterations of are
interleaved with an extrapolation step.

3. IAG: The incremental aggregated gradient method of Blatt et al.| [2008] described by itera-
tion @ with a cyclic choice of ig.

4. SG: The stochastic gradient method described by iteration , we tested both a constant step
size and a decreasing sequence of step sizes.

5. SAG: The proposed stochastic average gradient method described by iteration @

The theoretical convergence rates suggest the following strategies for deciding on whether to use an
FG or an SG method:

1. If we can only afford one pass through the data, then the SG method should be used.

2. If we can afford to do many passes through the data (say, several hundreds), then an FG
method should be used.

We expect that the SAG iterations will be most useful between these two extremes, where we can
afford to do more than one pass through the data but can not afford to do enough passes to warrant
using FG algorithms. To test whether this is indeed the case on real data sets, we performed
experiments on the set of freely available benchmark binary classification data sets listed in Table



The quantum and protein data sets were obtained from the KDD Cup 2004 websiteEl the sido data
set was obtained from the Causality Workbench WebsiteEl while the rcvl and covertype data sets
were obtained from the LIBSVM Data websiteEl We plot in Figurethe results obtained when using
the £y-regularized logistic regression problem , and in Figure [2| the results obtained when using
the Huberized support vector machine of Rosset and Zhul [2007] with a parameter of 0.5, which is

A 1 o
mi;lei%})ize §||17H2+E;li(15)7

with the choice
0 for bia;fr;v > 1,
0.75 — b;alx  for b;al x < 0.5,

(1 —b;afz)?  otherwise.

Objective minus Best after 100 Passes

This is a smooth objective function that is very similar to the objective used in support vector
machines.
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Figure 1: Comparison of optimization strategies for ¢s-regularized logistic regression. The top row
gives results on the quantum (left), protein (center), and sido (right) data sets. The bottom row
gives results on the rcv! (left) and covertype (right) data sets. This figure is best viewed in colour.

In our experiments we set the regularization parameter A to 1/n, which is the smallest that would
typically be used in practice (as discussed in the next section) and which results in difficult op-
timization problems. We plot the results of the different methods for the first 75 effective passes
through the data in Figures [I] and [2 For dense problems the runtime of all methods is O(p) per
training example, though in practice the actual runtime will depend on the specific computational
architecture (sparse problems are discussed in the next section). Similar to SG methods, setting the

Shttp://osmot.cs.cornell.edu/kddcup
4http://www.causality.inf.ethz.ch/home.php
Shttp://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets


http://osmot.cs.cornell.edu/kddcup
http://www.causality.inf.ethz.ch/home.php
http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets

Objective minus Best after 100 Passes

e I I I

I I I 10 10
=0 FG (1.0e-06) =0 FG (1.0e-05)
4 AFG (1.0e-06) AFG (1.0e-06)
IAG (1.0e-05) s IAG (1.0e-05)
= = SG (1.0e-04/k)) =WV = SG (1.0e-03/k)|

G (1.0e-03/k)| SG (1.00-02/K)
=A=56(10e-06) N = A= 56 (1.0e-05)
2 SG (1.0e-05) 10° 56 (10e-04) |1
107 == SAG (1.0e-05) | [ =X = SAG (1.0e-04)

- i SAG (1.0e-04) SAG (1.0e-03)

=1
T

3
L
L
T ¢
Objective minus Best after 100 Passes
3
|
T
Objective minus Best after 100 Passes

=0 FG (1.0e-06)
AFG (1.0e-05)
IAG (1.0e-04)
o = V= SG (1.0e-03/k)

SG (1.0e-02/k)
= &= SG (1.0e-04)

SG (1.0e-03)
=K = SAG (1.0e-04)

SAG (1.0e-03)

<

T T T T T T T T T T T

10 20 30 40 50 60 70 10 20 30 40 50 60 70 10 20 30 40 50 60

Effective Passes Effective Passes Effective Passes

1 05 Il Il Il Il Il 1 05 Il Il Il

=0 FG (1.0e-04) =O= FG (1.0e-06)

AFG (1.0e-04) AFG (1.0e-06)

IAG (1.0e-03) M IAG (1.0e-06)

4 == SG (1.0e-05/k)|

e =V =56 (10e-01/k)
SG (100400 M 10 NG G (1.00-04/)| [~
..... Ve -§- SG (100-03) B AEE = A~ 56 (10e-06)
SG (1.00-02) G (1.0e-05) Y
== SAG (1.0e-05) ||
10 == SAG (1.0e-04) [

=W = SAG (1.0e-02)
SAG (1.0e-01)

s

10° Rl B

<

Objective minus Best after 100 Passes
Objective minus Best after 100 Passes

T T T T T T T T T T T T T T
10 20 30 40 50 60 70 10 20 30 40 50 ) 70
Effective Passes Effective Passes

Figure 2: Comparison of optimization strategies for fs-regularized Huberized support vector ma-
chine. The top row gives results on the quantum (left), protein (center), and sido (right) data sets.
The bottom row gives results on the rcvl (left) and covertype (right) data sets. This figure is best
viewed in colour.

step size in the TAG and SAG algorithms is a difficult issue so we only plot the step size that had
the lowest function value after 75 passes (among powers of 10), and for the stochastic methods we
also plot this step size divided by 10 to test the effect of choosing a poor step size. In the plots,
we define the “best” function value as the lowest function value found across the methods and step
sizes after 100 passes.

We can observe several trends across the experiments. First, we note that the SG methods usually do
substantially better than the full gradient methods (FG and AFG) on the first few passes through the
data. However, because of their steady progress we also see that the full gradient methods slowly
catch up to the SG methods and eventually (or will eventually) pass them. The SAG iterations
seem to achieve the best of both worlds. They start out substantially better than the full gradient
methods, but continue to make steady (linear) progress which leads to better performance than SG
methods. Indeed, after 25 passes through the data and beyond, the SAG iterations with a suitably
chosen step size achieve the lowest error on every data set in the case of the fo-regularized logistic
regression and three out of five datasets in the case of the ¢3-regularized Huberized SVM. Further, in
the case of the f5-regularized logistic regression, the SAG iterations even achieve a lower error than
all other methods when not using the best step size in all but one case, indicating some robustness
to this selection. This is in contrast to the SG methods where in many cases not using the best step
size caused them to have similar or worse performance than the full gradient methods. Finally, we
note that it is surprising that the randomized SAG method tends to outperform the closely-related
deterministic IAG method by such a large margin, and we believe that this is due to the larger
step sizes used by the SAG iterations; the step size that achieved the best performance for the SAG
iteration was between 10 and 10000 times larger than for the IAG method.



6 Discussion

Step-size selection and termination criteria: The three major disadvantages of SG methods
are: (i) the slow convergence rate, (ii) choosing the step size while running the algorithm, and (iii)
deciding when to terminate the algorithm. Addressing the slow convergence rate was the focus of this
paper, but as with previous work on SG methods we have not provided a fully satisfactory way to
address choosing the step size. However, the SAG iterations achieve a linear convergence rate for any
sufficiently small constant step size, which is in contrast to SG methods where misspecifying the step
sizes has a disastrous effect on the convergence rate, see |[Nemirovski et al.[[2009, §2.1] and |Bach and
Moulines [2011}, §3.1]. We also note that the SAG iterations suggest a natural termination criterion;
since the search direction converges to zero we can use ||(z* — 2%~1)/a¥|| as an approximation of the
optimality of x.

Mini-batches: Because of the use of vectorization and parallelism in modern architectures, practical
SG implementations often group training examples into ‘mini-batches’ and perform SG iterations
on the mini-batches. We can also use mini-batches within the SAG iterations, and our analysis even
provides some guidance on the choice of mini-batch size. Specifically, in machine learning problems
we can often obtain an estimate of L and p and we can use these to ensure that the number of
mini-batches is large enough to allow using the larger step-size from Proposition 2. Alternately, in
cases where n is smaller than p/L, our analysis suggests somewhat paradoxically that it may be
advantageous to duplicate training examples in order to increase n. We have performed preliminary
simulations using this technique, and found that in some cases duplicating training examples and
then applying the SAG iterations with a large step-size can be beneficial.

Sparse problems: In their present form, the SAG iterations are unnappealing for sparse problems
because we need to store the y; variables and the update from z* to z**! is typically dense. However,
both of these effects can be lessened by the use of mini-batches, and sparsity in the data will typically
lead to reduced storage requirements. For example, in recursion @[) the sparsity pattern of the a;
variables exactly matches the one of the y; variables.

Optimal regularization strength: One might wonder if the additional hypothesis in Proposition
2 is satisfied in practice. In a learning context, where each function f; is the loss associated to a
single data point, then L is equal to the largest value of the loss second derivative (1 for the square
loss, 1/4 for the logistic loss) times the uniform bound R on the norm of each data point. Thus, the
constraint % > % is satisfied when \ > %. In low-dimensional settings, the optimal regularization
parameter is of the form C/n [Liang et al| |2009] where C is a scalar constant, and may thus
violate the constraint. However, the improvement with respect to regularization parameters of the
form A = C'/y/n is known to be asymptotically negligible, and in any case, in such low-dimensional
settings, regular stochastic or batch gradient descent may be efficient enough in practice. In the
more interesting high-dimensional settings where the dimension p of our covariates is not small
compared to the sample size n, then all theoretical analyses we are aware of advocate settings of A
which satisfy this constraint. For example, |Sridharan et al. [2008] consider parameters of the form

A = €8 in the parametric setting, while Eberts and Steinwart [2011] consider A = % with g <1

v : :

n a non-parametric setting.

Algorithm extensions: Our analysis and experiments focused on using a particular gradient ap-
proximation within the simplest possible gradient method. However, there are a variety of alternative
gradient methods available. It would be interesting to explore SAG-like versions of AFG methods
and other classical optimization methods. The latter methods typically achieve better performance
by adaptively choosing the step size, and it is intriguing to consider whether it would be possible
to use the previous function value computed for each f; to adaptively set the step size in SAG-like
algorithms. Other interesting directions of future work include using non-uniform sampling (such as

10



sampling proportional to the Lipschitz constant of each function), and exploring variants of the SAG

iteration that, following |Agarwal and Duchi [2011], work on large-scale distributed architectures but
preserve the fast convergence rates.
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Appendix: Proofs of the propositions

We present here the proofs of Propositions [I] and [2}

A.1 Problem set-up and notations

We use g = % > fi to denote a p—strongly convex function, where the functions f;, i =1,...,n
are convex functions from R? to R with L-Lipschitz continuous gradients. Let us denote by z* the
unique minimizer of g.

For k > 1, the stochastic average gradient algorithm performs the recursion

n
@
Fo— o OY
i=1
where an iy, is selected in {1,...,n} uniformly at random and we set
v FERTY) i =g,
Y yh—l otherwise.

Denoting 2 a random variable which takes the value 1 — + with probability + and —1 otherwise
(thus with zero expectation), this is equivalent to

1 _ 1 _ _ .
i = (1o ) A () = )
n n
k k-1 @ - N w1 L ke ke k—1 k—1
¥ = x —fz I—— )y +=fi@ )+ 2 [fz(x ) = Y ]
n n n
_ « 1 _ _ _ _
— xk 1 _ g |:<1 _ n) eTyk 1 _’_g/(xk 1) + (Zk)T [f’(;vk 1) yk 1]:| ;
with
I fi(x) B
e=| 1 |erR™?, f@=| : |er® F=| : |erw>
I n(2) il

Using this definition of z*, we have E[(z*)(2*)T] = LT — LeeT.

We also use the notation

yr fi(z™)

r=| o | erMUr g = : e ROV,
Yn fn(x®)
2k T*

Finally, if M is a tp X tp matrix and m is a tp X p matrix, then:

e diag(M) is the tp x p matrix being the concatenation of the ¢ (p x p)-blocks on the diagonal
of M;

e Diag(m) is the tp x tp block-diagonal matrix whose (p x p)-blocks on the diagonal are equal
to the (p x p)-blocks of m.

12



A.2 OQOutline of the proofs
Each Proposition will be proved in multiple steps.

1. We shall find a Lyapunov function @ from R™*+DP to R such that the sequence EQ(6*)
decreases at a linear rate.

2. We shall prove that Q(%) dominates ||z* —z*||? (in the case of Proposition 1) or g(x*) — g(z*)
(in the case of Proposition 2) by a constant for all k.

3. In the case of Proposition 2, we show how using one pass of stochastic gradient as the initial-
ization provides the desired result.

Throughout the proofs, Fi will denote the o-field of information up to (and including time k), i.e

F is the o-field generated by z', ..., 2*.

A.3 Convergence results for stochastic gradient descent

The constant in both our bounds depends on the initialization chosen. While this does not affect the
linear convergence of the algorithm, the bound we obtain for the first few passes through the data is
the O(1/k) rate one would get using stochastic gradient descent, but with a constant proportional
to n. This problem can be alleviated for the second bound by running stochastic gradient descent
for a few iterations before running the SAG algorithm. In this section, we provide bounds for the
stochastic gradient descent algorithm which will prove useful for the SAG algorithm.

The assumptions made in this section about the functions f; and the function g are the same as the
ones used for SAG. To get initial values for 20 and y°, we will do one pass of standard stochastic
gradient.

We denote by 0% = £ 37 || f/(2*)||? the variance of the gradients at the optimum. We will use the
following recursion:

=i -, (37
Denoting &3 = E||Z* — 2*||2, we have (following Bach and Moulines| [2011])

5k < 5k—1 — 2’}%(1 — ’ykL)E [g/((ikil)—r(.’zkil — 1'*)} + 2’}/]%02

Indeed, we have

~k—1

125 = ™)) = H”“ S TS s B G Rl N G
<Nt =2t |P = 29l @D T @ = 2t) + 29807, (@) + 2971155, (1) = £ ()1
<Nt =2t |P = 2y (@D T @ = 2t) + 297 7, ()P
+ 2L (f (@571 = fi (@) T @ -2t

By taking expectations, we get
E (|78 — 2*|P[Foa] < 3 =P =2y (@) T @ —a") + 20707 + 2L (@ T (@M —a)
E[z" —2*|?] < E[#" " —2*?] — 2% — wD)E [¢@E" T @ —2%)] + 2770?

Thus, if we take
1

(T
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we have v < 27;(1 — v L) and

6k < 5k71 _'YkE [g/(jk—l)'l'(mk—l _ .’17*)] + 2720_2
< Ok_1— Yk {]E [g(xkil) — g(x*)] + H(h,l} + 2720% using the strong convexity of g
1 1
*f(sk + < - > 6k 1+ 2’)%0'
Tk V&
- (2L + %k) Sk + (2L + §(k - 1)) Sk—1 + 27,02 .

=
<
—
8
N
L
~—
\
)
—
8
*
~—
N

Averaging from i = 0 to k — 1 and using the convexity of g, we have

k-1 k
1 _ 2L 20?
EE Eg(kl)—g($)<*50+7k E Yi

1k1
() B 25

1=0
oL 202 & 1
< “ 0 _ .2 o -
PR B 2220 + bi
2L 202 (F 1
< 7L 0 _ k|2 - = dt
|27 = 2"I7 + = o 2L+ Bt
2L ,  4o? uk
<= 1P+ 10g (14 25
e a1+ o (1447

A.4 TImportant lemma

In both proofs, our Lyapunov function contains a quadratic term R(6%) = (9% — 6*)T < bf—lr lc) ) (6% — 0%)

for some values of A, b and c. The lemma below computes the value of R(6*) in terms of elements
of §F—1.

Lemma 1 If P = < ) for A e R"P*"P h ¢ R™*P gnd ¢ € RP*P| then

sl (it e

4= )T | (12 2) 8+ % Ding(ing($)] (6! - 7))

n

]‘—k1:|

(f'(@*1) = f'(2")) " Diag(diag(8))(f'(z*7") = f'(z"))
(y"~! = f'(2")) " [S — Diag(diag(8))] (f' (") — f'(z"))
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with )
S=A- gbeT — gebT + O%eceT .
n n n

Proof We have
E |:(9k _ 0*)T ( b*’ilr lc) ) (9k _ 9*) Fk—1:|

= E[(y* — f'(@)TAW* — f(@) + 25" — f/(2") b(a® —2*) + (aF —a") Te(a — w*)lfk(ﬂ)-
10

The first term (within the expectation) on the right-hand side of Eq. is equal to

0 = PENTAG - @) = (1) 0 - P TAG - )

+ %(f’(xk’l) = F@) A (@) = f(2"))

+ [diag(") (f(«"7) — y* )] T Aldiag (") (f' (=" ) — "))

£ 2 (1= 1) 0= PTG - ).

n n

The only random term (given Fi_1) is the third one whose expectation is equal to

E [[diag(2")(f'(2*71) = y* 1) T Aldiag(=") (f' (z" ") = y" )| Fe-1]
1

=~ (fr =T [Diagmiag(A)) - H (@) =y

The second term (within the expectation) on the right-hand side of Eq. is equal to

0 = PO -0 = (12 1) R - ) Tt )
F () F ) ThE )
R N o A )
S (- D e e e - )
2 (- D) 0 - )T - )
Sl - )T (P - )

Lldiag(ZF)(f/ (@) — g I Th) T (@) — oY)

o
The only random term (given Fi_1) is the last one whose expectation is equal to

E [[diag(=") (f(+* 1) = y* "D Tb(=") " [(f' (@) =" D) 1P
1

= 1)~ )T (Ding(ding(0eT) 10T ) (£F) 9.

15



The last term on the right-hand side of Eq. is equal to

(.’Ek _ w*)TC(.’Ek _ x*) _ (.’L‘k_l _ QT*)TC(ajk_l o :E*)

% <1 - 717,)2 " = @) Tece (v = ("))
%z%(f’(mk_l) F@) Tece (f(@*1) — £/(z*))
N (1 - 711) (¥t —a*)Tee (4 — f'(a"))
_ %a%( F=1 ) Tee T (f/ (271 — f(2))
27%2% ( _ ;) WEL = F(2) Tece T (F/ (2" 1) = F(2"))

a? T

+ S EHTE ) =) e [T — Y]
The only random term (given Fi_1) is the last one whose expectation is equal to
E[[9)T( @) =y )] e[0T (@) =y )] 1B

(74 = )7 | Ding(dinglece)) = rece”| (715 - ).

1
n

Summing all these terms together, we get the following result:
A b

k _ px\T k _ p*

B0 (5 1))

—(1-5) O PENTSE - )
1

]:Ic—l:|

L)~ )T - )
b (@) =g | Dingaing(s) - 18] (714 - )
L2 (1= D) 0h - PE)TSUE - e)

+2 <1 - rlz> (y*=t — f'(z) " [b - —ec} (zF=1 — %)
F2PEE = )T [ Se] (- a)
F (P =) (@R — o)
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Rewriting /(a1) — 41 = (/1)  £/(a)) — (/" — /(")) we have
fl@t=t) =y’ [Diag(diag(SD - 7115} (f' (1) =)
— (/™) - /") |Ding(aiag($)) - 25 () - )
P = 1) [Ding(aiag($) - 18| (4 - 1)
~ 204 - )T [ Diagding(s) - 15| (/) - 1)
Hence, the sum may be rewritten as

[T()}

= )T [(1-2) 5+ L Ding(aing(s))| 64 - 1)

—~
W‘
H
\

+%u< Y~ a*)T Ding(ding(8))(f' () - ("))
2R~ /@) — Diag(diag($)] (/) ~ /("))
+2(1—71L>(yk_1—f T[b % ]
+%W@“U—f@ﬂf@—%whﬁl—wﬂ
+ (2P =) Te(@h ! — 27)

This concludes the proof. =

A.5 Analysis for o = ;-

We now prove Proposition [T} providing a bound for the convergence rate of the SAG algorithm in
the case of a small step size, a =

Proof

2nL "

Step 1 - Linear convergence of the Lyapunov function

In this case, our Lyapunov function is quadratic, i.e.,

c

)= -7 (i L)),
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We consider

A = 3na’l+ a—(f —2)ee’
n
1
b = —a(l—-)e
c = 1
S = 3na?l
«
b——ec = —ce.
n

The goal will be to prove that E[Q(8%)|Fr_1] — (1 — §)Q(0%~1) is negative for some § > 0. This
will be achieved by bounding all the terms by a term depending on ¢’(x*~1)T(2*=! — 2*) whose
positivity is guaranteed by the convexity of g.

We have, with our definition of A, b and c¢:

S — Diag(diag(S)) = 3na®I — 3na’*I =0
e (f'(a) = f'(a") = nlg'(@" 1) = ¢'(z")] = ng' (") .

This leads to (using the lemma of the previous section):

E[Q(6")| Fr—1] = E{(Qk -7 ( I?r lc) > (0% — %)

]:k—l]

= (1= 3) et - )T - )
4 (:Ek—l _ m*)T(l‘k_l _ .Z‘*) _ %(xk—l _ x*)TeT(f/(.’I}k_l) _ f/(x*))

+32(f (@) = @) T (@) = f (@)
— 2« (1 _ i) (yk—l _ f/(l'*))Te(.’I}k_l _ .’L'*)

- (1 N i) 3na(y* ! — f/(2*) T (W - (@)
=+ (l'k_l _ x*)T(mk—l _ .T*) _ za(mk—l _ m*)Tgl<xk—1)
+3a2(f'(@F ) = f1@) T (F @) — f(@)
“2a (1o 0) 0P - ) e )

< (1= L) snatth - ST - 1)
+ (xkfl _ x*)T(l‘k71 _ ZC*) _ 205(1,](571 _ x*)Tg/(xkfl)
k

+3a*nL(zt — %) T g/ (")

“2a(1- L) R ) el ).
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The third line is obtained using the Lipschitz property of the gradient, that is

('@ = f@)) T (f' @) = @) = Z 17 ="71) = fi@")I?

We have
k—1 k—1 *\ T A b k—1 *
R R e M (R IC e

(-0 - )T [t % (5 2) | 47 - )
=+ (1 _ 5)(.%‘k_1 _ aj*)T(CEk_l _ .%‘*)

~2a(1-9) (1= 1) 04 - ) et 0.

The difference is then:
EIQ(0")|Fis] — (1— 5)Q(6°)
<@ - £ [t (5- D)1 a-9E (2o 1) eeT] 04 - £
+ (R — )T (@ — )

— (2a — 3a*nL)(z" 1t —2*) T g/ (2F71)

~20 (12 1) 047 - ) el - ),

Using the fact that, for any negative definite matrix M and for any vectors z and t, we have
T T L,
zMz—!—ztS—ZtM t,

we have, with

2
M = |3na? (6—1>I+(1—5)a <2—1>ee—1
n n n

T _ T
- [371042 (5—1> <I—ee)+oﬂ {3716—1—264—61] 66}
n n n n
Yy
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W = 7@ e (5- D) 1 -9 (2 ) eeT] A - 16

n n

~206 (12 1) 47 - ) el )

n
1\? 1 T —17 e’
< —a?s? (1 - ) (F 1 —z*)Tel {3710[2 <5 - ) (I - ee) + o? [3n(5 —1-25+ 6} ee] e(zh=t — %)
n n n n n
a?§? (1 — %)Qn I k—1 *”2
=— T -
a? [3715—1—25—1—5%1]

PO
== e A
[3n6 —1—26 + 22

A sufficient condition for M to be negative definite is to have § < %

The bound then becomes
]E[Q(Gkﬂ}"k_l] - (1- 6)Q(Gk_1) < —(2a — 30z2nL)(ask_l — x*)Tg’(xk_l)

+<5—[ ) ]n> [l

3nd —1—20+ 2L

We now use the strong convexity of g to get the inequality

1
ka—l _ x*”? < 7(1‘k_1 _ .’L'*)Tgl(fl'k_l) )
7!

This yields the final bound

B 52 (1—1)? R W
E[Q(0%)|Fr—1] — (1 = 0)Q(0" 1) < — <2a— 3anL + g E — 2;1 =y % _ u) (@1 — )T (2 1),

Since we know that (zF=! — 2*)T¢/(z*~1) is positive, due to the convexity of g, we need to prove
, P(1-" a3
that | 2a — 3a"nL + 2o——=— — — | is positive.
[Bnd —1-26+22

Using 0 = ghr and a = 5 gives
2’n
S — 302nL + 2(1-4* w5 1 3 1 2 (1-1)*n
a—3a’n Zo == _ _
[3n6—1—26+%}u w nL 4nL  8nL 1—3n(5+25+%6
2n
IR
8nL 1—3nd
1 23
_ _ BinL?
8nL _g’%
S L _645];2
~ 8nL —%
_ 1 Iz
~ 8nL  40nL?
! 1
~ 8nL  40nL
=>0.
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Hence,
E[Q(6")|Fi—1] — (1 = 0)Q(6* 1) <0.

We can then take a full expectation on both sides to obtain:

EQ(A*) — (1 - 0)EQ(F*1) <0.

Since @ is a non-negative function (we show below that it dominates a non-negative function), this
results proves the linear convergence of the sequence EQ(6%) with rate 1 — §. We have

EQ(0) < (1- ) Q).

Step 2 - Domination of ||z¥ — 2*||? by Q(0*)

0

0 1OI ) is positive definite, then
3

We now need to prove that Q(6%) dominates ||z* —x*||2. If P— (
Q%) > zlla* — %

We shall use the Schur complement condition for positive definiteness. Since A is positive definite,
the other condition to verify is 21 —bT A~b - 0.

2 2 T1-1 1\2 T
2 1 2 1-1
SI-a?(1-=) " 3na2+a——2a2 e e = = u%
3 n n n 3 3n+772 n
21 n eeT
3 n—2 n
=0forn>2,

and so P dominates 0 10 .
0 31
This yields
El|lz" —«*|* < 3EQ(8")

<3 (1 _ L)kQ(eo) .

22a<1711> Ca— <Zyz>+llz z”||?

2
n—l -
et ()

We have

90*3710422”1/@ Fi)I* +

0 _ / 2 (1 B 2”)
4nL2 Z Iy OIF + 2n3L

Initializing all the 39 to 0, we get

Zy?

7

302
0 x* 2
Q%) = 175 + Ia® — "

and
902
Ek_*2<(1_ﬂ) 20 2
¥ 2] L) (T 3l )
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A.6 Analysis for a = ﬁ

Step 1 - Linear convergence of the Lyapunov function

We now prove Proposition [2] providing a bound for the convergence rate of the SAG algorithm in

the case of a small step size, a = 21 .
m

We shall use the following Lyapunov function:

Q") =29 (a* + SeTyt) —29(a") + (0% — ") ( . ) 0% — 6%,

with
A="74 g(1 — 2W)ee
n n
b= —ve
c=0.

This yields
s="1% + LeeT
n n

(1+n)«

Diag(diag(S)) = -

1

S — Diag(diag(S)) = —(ee” — I)

(1-2) s+ oo = (1 2) 21+ 2]« 102001 2o r (o1
We have
BIQU)IFia] — (1~ 5)Q()
= 2g(a* 1) = 29(@") =21 = 6)g (a7 + SeTyF ) +2(1 - )g(a”)
pr = )T [(1-2) SeT o (0= ) S - - 9™ - (-9 20 - 2gee”| (4 - )
- )T () - )
QLD (priahr) — pra) T (7 — 1)

Our goal will now be to express all the quantities in terms of (2! —2*) T¢/(2*~1) whose positivity

is guaranteed by the convexity of g.
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Using the convexity of g, we have

o1 k=1, @ T k-1 o1 k—1 @ k—1\ T, k—1
2(1 5)g<z +oey >< 2(1 - 96) [g(a: )+ng (" ey } .

Using the Lipschitz property of the gradients of f;, we have
(f@ ) = ) (@ = @) =D 1A = fE@))?
i=1

<L) ~ fa) @ - a)
= nL(g (@) — g'(@") (@ —a) .

Using e f/(xF~1) — f'(2*)) = ng’(z*~1), we have

_%(mk—l o .’E*)TGT(f/((Ek_l) o f/((E*)) _ —21/(.’Ek_1 o x*)Tg/(xk;_l)
2T P ) Tee T (P - Fat) = 22— P ) e @)

Reassembling all the terms together, we get
E[Q(6")|Fr—1] — (1 = 0)Q(6* )

< 26[g(z*") = bg(x*)] + TQ’(SU’H)eTy’H

2T - )T (Y - £
+2 <711 - 5) v(y"t = fl(a*) Te(aP ! — z%).
Using the convexity of g gives
26[g(a*7") = 0g(a™)] < 202" — 2] Ty (a7

and, consequently,

< 28] — (@) T/ (ah ) + 2 Ty
p = )T (1-2) ST (0= ) 21— -9 20 - (- 920 - weeT| 65 - 1)
- (zy _a *:)‘J‘L (ah=1 = ) g/ ()
2 - )T () - £E)



If we regroup all the terms in [(z*~1) — (2*)] ¢’ (2*~1) together, and all the terms in (y*~1— f/(2*)) T
together, we get

EIQ(0) Fi] ~ (1 0)Q(0")
<2t | (o= T ) 1 (5= 2 v - 0)) | 64 - )
_ <2V —92§ — (1—’_7;7)&[/) (.’Ek_l _ x*)Tg/(xk:—l)
£ PN [ S - @)+ G el )+ e (o)

Let us rewrite this as
BIQ(0)|Fi 1) ~ (1 9)Q(0*)
<O PN (rual +7S0) 6 )
Fraga =) T )

+ (ykfl o f/(I*))T [Ty,f(f/(xkil) o f/(ﬂj*)) +Ty7r6(56k71 o :Z}*) +Ty7g€g,(17k71)}

with

1 L
Tog = — (20— 26 — ( +7’l7)0‘ )
2a
Ty f = Yl
1
Ty,z:2<n—5)l/
20
Tyg = 77

Assuming that 7, ; and 7, . are negative, we have by completing the square that

eeT
W= DT (ral e ) 47 = )

+ (yk—l _ f/(w*))'l' (Ty,f(fl(l'k_l) _ f'(a:*)) + Ty,me(mk—l _ LL‘*) + Ty,geg’(xk_l))

1 b N [ " r_inT [ 1 ee’ 1 ee’
< =7 (s (P @Y = F1@) + ryae(@® ™! = a7) 4 7y geg () ( (I_n e
(7 (/@71 = /@) + Tyae(@h ™ = 2%) + 7,509/ (1)
1Ty2,f 1o k—1 NP 1 2 1 o k—1y\(12 1 1
=——— x — /' (z - = n x _— —
T @Y = £ @I = gl @O (e -

1 72 n 1 2 n
— Z Y,z ||.’L‘k_1 _ 'T*||2 _ - Y9 Hg/<$k_1)||2
Tyl T Tye 47y 1+ Tye
L Ty fTyal | 1 T 1/ k—1 L7y 5Ty g™ o sp ket L TygTya™ ko1 T 1/ k—1
— -2 (g - T — =T T e - T
E )T @A) - g g AP g e )o@,
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where we used the fact that (f/(z¥=1) — f/(2*))Te = ¢/(z¥~1). After reorganization of the terms,

we obtain
_ NTy.z _ . _
E[Q(gk”}—k—ﬂ (1= 5)@(9k 1) < | Tayg — A(Ty,f + Ty,g) (xk g )Tg/(xk 1)
2(1y,1 + Ty,e)
1, 1 1 1 72,.n 1 7y $Tygn
g\ o ) T Fha——
4 Tyl + Tye Tyl 41y +Tye 2Tyr+Tye
LTy sk oz L Tyam k=1 )2
- - == x — fi(x - ||z -z .
e i R L [
We now use the strong convexity of the function to get the following inequalities:
7GR = I < Dngtt =) Ty (@)
1
”xkfl o ZL'*||2 < 7(%’671 o m*)Tg/(mkfl) .
I
Finally, we have
E[Q(6%)|Fr_1] — (1 — 8)Q(6" !
[Q(0%)| Fr—1] = (1 = 0)Q(0")
2 2
nT, LnT, 1 75.n
< | Y, T+ T A 1 A Y,z 2L T ol (kL
[ N 21,1 + 7y e)( y.f v.9) 4t ApTyr+Tye ) g )
2
_ 17’3]”” ( 1 _ 1) 1 TZM]” 1 Ty,fTy,g" ||g’(ack_1)||2 ]
4 % Tyl +Tye Tyl dryr+Tye 2Tyt Tye
Ifwechoose(;:%w1th5<%,I/:i,n:2andazﬁ,weget
1 (26 1 1-20
Ty»I = 2 2 - = 3
n‘u\n n 2ns
1 (6 2 1 5 1 5
e=— | —-———+—-(1-—- =——[1-04+—-1]<0
v, 2nu (n n + n ( n>> 2n2u ( + n)
1 25 3L 3L 1-20
Tog = — - — = -
9 n n  2n2p 2n2u n
1
Ty f = —
Y, f "3y
1-6
Tya = 3
5
Tyg = —a—
Y,9 n3'u
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2 2
N7y InTyy 1 Tyen
T Ty f + Tyg) — — 2L — —
T 2(ryr + 7'y,e)( vt 7o) 4 1yr AP Ty s+ Tye
3L 1-25 R e 1 U5N
= 2n2p n Ty, I + Ty,e 4 ér_ﬁ?ﬁ Ap Ty 1+ Tye
_ Lz, 1 1-25 1 (1—5)2+(1—5~)(25~—1)
nfu |2 2(1—26) n wn3(Ty 1 + Ty.e) 4 2n
L 2-3 1-2 1 (1-0)2
< = = — + — —
FG 0 i (e (55))
L 2-35 1f25Jr (1-10)2

nu1—25 n 92— 45 + 2n — 2nd + 20
L 2-35 1_25+ 1-6
nu1— 25 n 2(1+n)
L 1-3 1-20 1-¢
1 ox +
nep1—26 n 2n
i2—35_1—35
n’u1—25  2n

N

This quantity is negative for 5 < % and £ > 465

“ n(1-26)(1-38)"
to have Z# > 8.

To finish the proof, we need to prove the positivity of the factor of ||g’(z*~1)||%.

1 1 1 1 T2, 1 n o n 1
,Ts_fn ( _ ) + Y,9 + Ty, fTy,gn _ T (T + Ty,g)2 _
4% Tyl T Tye Tyl ATy 1+ Tye 2Ty1+Tye ATy 1+ Tye
2
n (Ty,r + Ty,g) nTyf
~ 4 Ty,[ 4 Ty’[
n
= ir, Ty,g(2Ty,f + Ty.g)
>0

Then, following the same argument as in the previous section, we have

EQ(6") < (1 - 1>kQ(9°)

8&n
o O P

with 6% = L 37 || f/(z*)||* the variance of the gradients at the optimum.

Step 2 - Domination of g(z*) — g(z*) by Q(6%)

We now need to prove that Q(6%) dominates g(z*) — g(z*).
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If we choose & = %, then it is sufficient



Q(0") =29 (mk + %eTyk) — 2g(z*) + (9’“ —0)T ( bé I; ) (0" — )

« 2 n-—1
—9 (’“ QT )—2 — E_ fl(a¥) T2
g (=" +—ely g(@*) + ~ E [|ws + 2n3MII€ yll

1
E(xk —Z‘*)T( T,k

2

1 1Tk k 1Tk *
+2Hne y = —eTyt = fl")

using the convexity of g and the fact that Z fl(x*) =0

n—-1 + 9 1 4 T T,k
+2n3HHe yI* = ~(@" —2%) (e y")

Ty — fl(@")

2nl
L T2
+ G Tl

2a 1 i n+1
> 29(e) ~ 2000 + (20 4 = L6 ) €T el

by dropping some terms.

200 1

The quantity on the right-hand side is minimized for eTy = % (22 —2%) — 22¢/(2¥)). Hence,
we have

" n3 1 . 20
Q) > 29(a") = 29(a") = 5= | = at) = SR/ @)
3 2
_ ky L R O T T S o TR VRN SN RE o O S Sy
— 29(a*) - 29(a") 2(nH)(ngnw S+ Sl @I - et ) o )
> 29(%) — 29(a") — o " (e a2+ 2 g

using the convexity of ¢

, ; nj L .
> 2g(a*) — 2g(2*) - 2n+1) (1 + 2) [la* — a*||?

using the Lipschitz continuity of ¢

. nyu 65
> 2g(a") — 2g(a*) — m@”xk -
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We thus get
E [9(z") - g(a*)] < 2EQ(6")
< \"17, o 02
~(1-5) [0 - o+ 5

8

Step 3 - Initialization of 2" using stochastic gradient descent

During the first few iterations, we obtain the O(1/k) rate obtained using stochastic gradient descent,
but with a constant which is proportional to n. To circumvent this problem, we will first do n
iterations of stochastic gradient descent to initialize z°, which will be renamed z™ to truly reflect
the number of iterations done.

Using the bound from section [A-3] we have

n—1
1 i N 2L, wyo  4do? Un
]Eg(ng x)—g(x)<n||x -z +W10g(l+ﬁ)'

. —1 ~;
And so, using z" = 1 3" " & we have for k > n

k—n
1 14L 2802 un 70
E ky _ * <[(1-— 4,0 %12 1 (1 7) R
[9(a®) — g(z*)] ( Sn) [Sn 2% — &*||* + XY CRET ) R
Since
—n
L) <8
8&n 7
we get
k
1 161 3202 pny | 4o’
Elga®) —g@™)] < (1- =] |5l ="+ T—1 (1 *) T
[g(x )—g(x )] ( 8n> [371 |l=® — 2*||* + 3 og(l+ 1L + ET
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