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On Dirichlet eigenvectors for neutral
two-dimensional Markov chains

Nicolas Champagnat* Persi Diaconis! Laurent Miclo?

Abstract

We consider a general class of discrete, two-dimensional Markov
chains modeling the dynamics of a population with two types, without
mutation or immigration, and neutral in the sense that type has no in-
fluence on each individual’s birth or death parameters. We prove that
all the eigenvectors of the corresponding transition matrix or infinitesi-
mal generator II can be expressed as the product of explicit “universal”
polynomials of two variables, depending on each type’s size but not on
the specific transitions of the dynamics, and functions depending only
on the total population size. We also prove that all the Dirichlet eigen-
vectors of II on subdomains of the form {(i,j) € N2 : i + j > N} for
some N > 2 have the same decomposition. We then deduce that all
the corresponding Dirichlet eigenvalues are ordered in a specific way
and each of them is related to the greatest eigenvalue associated to
eigenvectors admitting one specific “universal” polynomial as factor.
As an application, we study the quasistationary behavior of finite,
two-dimensional Markov chains such that 0 is an absorbing state for
each component of the process. In particular, we prove that coexis-
tence is never possible conditionally on non-extinction in a population
close to neutrality.
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1 Introduction

This paper studies spectral properties of two-dimensional discrete Markov
processes in continuous and discrete time, having the neutrality property, in
the sense of population genetics (see e.g. [19]). Considering two populations
in interaction, corresponding to two different types of individuals (typically a
mutant type and a resident type), one says that the types are neutral (or the
mutant type is neutral w.r.t. the resident type, or more simply the mutation is
neutral) if individuals of both types are indistinguishable in terms of the total
population dynamics. In other words, the mutant population has no selective
advantage (or disadvantage) with respect to the rest of the population.

We consider two-dimensional Markov processes (X, Y, )ne7 (where T =
Zy ={0,1,...} or R;) with values in R% or Z3. The notion of neutrality
we will consider can be formally defined as follows. In the case of continuous
time, we assume that the birth and death rates per individual do not depend
on the type of the individual, and depend only on the total population size.
In the case of discrete time, we assume that the transition probabilities can
be constructed by first determining the number of births or deaths in the
next time step, with distribution depending only on the total population
size, and second by choosing uniformly at random the individuals concerned
by the birth or death events (regardless of their types). As a consequence,
the process (X, Y, )ne7 is such that Z, = X,, +Y,, is a Markov process. In
particular, the law of the process Z depends on Zj, but not on X, or Yj.
Note that other notions of neutrality different from the one considered here
can be relevant in biology and can satisfy the last property (cf. e.g. [1]).

If the process Z is a birth and death continuous-time chain, the class of
neutral processes we consider is the following: the birth and death rates of
the Markov process (Z;);cr, when Z is in state k& > 0 are of the form kA, and
kg, respectively. Note that 0 is an absorbing state for Z. In other words,
the process (Xy,Y;)icr, is the birth and death process where both types of



individuals have birth and death rates per individual A\; and py, when the
total population has k individuals. This leads to the following transition
rates for the Markov process (Xy,Y})wer, : for all (i, ) € Z3,

from (4,7) to (i +1,75) with rate @\,
from (4, 7) to (¢,j +1) with rate j A4
from (4, 7) to (i —1,j) with rate @ ;4
from (i,7) to (i,j — 1) with rate j ;4.

Note that the sets {0} x Z,, Z, x {0} and {(0,0)} are absorbing for this
process. In other words, we only consider neutral two-dimensional processes
without mutation and immigration.

In the case of discrete time, we consider two-dimensional birth and death
processes constructed in a similar way: assume that the birth and death prob-
abilities of the process (Z,)ncz, when in state k are pj and g, respectively,
with pr + ¢x < 1. Then, when a birth or a death occurs in the population,
the individual to which this event applies is chosen uniformly at random in
the population. This leads to the transition probabilities

i+1,7) with probability % Diti
' with probability é Ditj

to (

to ( )
) to (i — 1,7) with probability 75 Gi+i

to ( ) with probability # Qitj

to (4,7) with probability 7y,
where r; := 1 — pr. — . Note that this construction requires assuming that
ro =1 (i.e. that 0 is absorbing for 7).

In [15], Karlin and McGregor studied two families of neutral multitype
population processes (branching processes and Moran model), but only in the
case of nonzero mutation or immigration, for which the set of states where
one population (or more) is extinct is not absorbing. They could express the
eigenvectors of the corresponding infinitesimal generators in terms of Hahn
polynomials. Many other Markov processes relevant in biological applications
also admit explicit multivariate systems of polynomial eigenvectors (we refer
for example to [17] where a wide class of such processes is descibed).

We focus here on neutral processes without mutation and immigration,
which are singular for the approach of [15], and we apply our study to a much
bigger class of neutral population processes, containing the birth and death
processes described above, but also non-birth and death models.



Our main result is the characterization of all eigenvalues and right eigen-
vectors of the transition matrix of neutral processes without mutation and
immigration. To this aim, we first consider the (easier) continuous state
space case in Section 2 to introduce some tools used in the sequel. Next, we
construct a particular family of polynomials of two variables in Section 3,
using linear algebra arguments. In Section 4, we prove that the eigenvectors
of the transition matrix of neutral two-dimensional Markov processes can
be decomposed as the product of “universal” polynomials (in the sense that
they do not depend on the specific transition rates of the Markov chain) with
functions depending only on the total population size. We then relate these
eigenvectors with Dirichlet eigenvalue problems in subdomains of Z2 of the
form {(i,7) € N*: 4+ j > k} for k > 2 (Section 5), where N = {1,2,...}.

The last section (Section 6) is devoted to the application of the previous
results to the study of quasi-stationary distributions. A probability distribu-
tion v on Z3 \ {0} is called quasi-stationary if it is invariant conditionally on
the non-extinction of the whole population, i.e. if

P, (X1, Y1) = (i,4) | Z1 #0) = viy, V(i,j) € Z1 \ {0},

where P, denotes the law of the process (X,Y’) with initial distribution w.
This question is related to the notion of quasi-limiting distribution (also called
“Yaglom limit”, in reference to Yaglom’s theorem on the same convergence
for Galton-Watson processes), defined as
vy = Tim P((Xa Y) = (i3) | Zo #0), (i.5) € 2\ {0).

These notions are relevant in cases where extinction occurs almost surely in
finite time, to describe the “stationary behaviour” of the process before ex-
tinction when the extinction time is large. This is typically the case in many
population dynamics models, where ecological interactions in the population
produce high mortality only when the population size is large (one speaks of
density-dependent models, see e.g. [21], or [6] for discrete stochastic models).

These questions have been extensively studied in the case where the tran-
sition matrix restricted to the non-extinct states is irreducible (which is not
true in our two-dimensional case). The first paper of Darroch and Seneta |7]
studies the discrete-time, finite case. Several extensions of these results to
continuous-time and/or infinite denumerable state spaces have then been
considered in [24, 8, 11]. The case of population dynamics in dimension 1
have been studied by many authors(e.g. [5, 25, 18, 10, 16, 14, 22, 13|).More
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recently, the quasi-stationary behaviour of one-dimensional diffusion models
has been studied in [3]. As far as we know, the two-dimensional case has only
been studied in the continuous state space (diffusion) case [4]. An extensive
bibliography on quasi-stationary distributions can be found in [23]

In Subsection 6.1, we first give the quasi-limiting distribution for gen-
eral finite two-dimensional Markov chains in terms of the maximal Dirichlet
eigenvalues of the transition matrix in several subdomains. Finally, in Sub-
section 6.2, we apply our previous results to prove that coexistence in the
quasi-limiting distribution is impossible for two-dimensional finite Markov
chains which are close to neutrality.

The paper ends with a glossary of all the notation used in Sections 4 to 6,
which may appear at different places in the paper.

2 Preliminary: continuous case

In this section, we consider the continuous state space case, where computa-
tions are easier, in order to introduce some of the tools needed in the discrete
case.

Fix p and ¢ two measurable functions from R, to R, and consider the
system of stochastic differential equations

dX; = /2Xip(X; + Y,)dB} + Xiq( X, + Y;)dt (1a)
dY; = \/2Yip(X; + Y;)dB? + Yiq(X, + Yy)dt, (1b)

where (B!, B?) is a standard two-dimensional Brownian motion. Such SDEs
are sometimes called branching diffusions, and are biologically relevant ex-
tensions of the classical Feller diffusion [3]. If p and ¢ satisfy appropriate
growth and regularity assumptions, the solution to this system of SDEs is
defined for all positive times and can be obtained as scaling limits of two-
dimensional birth and death processes (we refer to [3] for the one-dimensional
case; the extension to higher dimensions is easy).

This process is neutral in the sense defined in the introduction since Z; =
X; +Y; solves the SDE

dZy = Zyq(Zy)dt + \/2Zp(Z)d By, (2)

bIX by,
B :/ —Sstl+/ —dB?
' 0 Zs 0 Zs
5
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is a standard Brownian motion. Note also that R x {0}, {0} x R, and
{(0,0)} are absorbing states as soon as there is uniqueness in law for the
system (1).
For any ¢ € C*(R?%), the infinitesimal generator A of the process (X, Y;):>0
is given by
2 2
Apto9) = (5 2o + v 5 5w ) plo+0)

+ (:cg—i(x, y) + yg—g(w, y)) q(z +y). (3)

We first observe in the following proposition that A admits a symmetric mea-
sure, but only on a subset of C*(R%). We will use the notation C?((0, +00)?)
for the set of C?(R2) functions whose support is a compact subset of (0, +00)?.

Proposition 2.1 Assume that 1/p and q/p belong to L}, ((0,+00)). Let us
define the measure i on R% as

exp ( IK vty ZEZ; ds

zyp(z+y)

p(dz, dy) = ) dz dy. (4)
Then, the restriction A of the operator A to C2((0,+00)?) is symmetric for

the canonical inner product (-,-), in L*(R%, p), and, hence, so is its closure
in L2(R%, p).

Note that, because of the singularities in g when x or y vanish, if p > ¢ > 0
in the neighborhood of 0, any continuous function in L*(R?, ;) must vanish
at the boundary of R2. Therefore, L?(R2, 1) C L3:2(R2), where Ly0(R2) is

loc loc

defined as the closure of C,((0, +00)?) in L (R?).
Proof For all f,g € C?((0,+0o0)?), we have (formally)

(f, Ag)y = / p(z +y) (fc%(:c, y)g—‘(y](x, y) + yg—i(x, y)g—i(l’, y)) p(z,y) dr dy

(zup) dg I(ypup) dg
- [ s (TGP e e + P @) e

+ /R2 f(z,y)q(x +y) <S€%(Ly) +yg—§(w,y)) p(z,y) dv dy.
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Therefore, (f, Ag), = (Af, g), if

o(x
rq(x + y)u(z,y) = %;Lp) (z,y), VYa,y>0

and

0
yq(z +y)pu(e,y) = (gzp) (z,y), Vx,y>0.

Conversely, these equalities can be directly checked from the formula (4),
which implies that d(zup)/0x and O(yup)/Oy exist in a weak sense. O

Before studying the eigenvectors of A, we need the following result.

Proposition 2.2 For all A € R, the problem

(1 —2*)n"(z) = —Ah(z) (5)

has no (weak) non-zero solution h € C1([—1,1]) except when A = d(d—1) for
some d € N. For d =1, the vector space of solutions has dimension 2 and is
spanned by the two polynomials h(x) =1 and h(zx) = x. For all d > 2,

(1 — 2" (x) + d(d — 1)h(z) = 0 (6)

has a one-dimensional vector space of solutions in C*([—1,1]), spanned by a
polynomial Hy of degree d, which can be chosen such that the family (Hg)a>2
is an orthonormal basis of L?([—1,1], 1% xQ) In addition, Hy has the same
parity as d (all powers of x that appear are even if d is even and odd if d is
odd). Finally, for all d > 2, one may take

d

2d — 1 14+
Halw) =\ g = ,; k' ] (2k L (@)

where (v), = x(x +1)...(x +n — 1) is the shifted factorial.

This result is quite classical and goes back at least to Kimura [20] (up to
a linear transformation), so we will omit its proof. The explicit formula for
H,(z) can be obtained as a limit case of classical Gegenbauer polynomials

1 IN202A+ Dy(d+ A d, d+2\ 1+
Hg(x):\/B(—,A+§> ( Jal )QFI( , )

2 dl(d+2X) A+ 3 2
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when A — —1/2, where d > 2, B is the Beta function and ,F}, are the
hypergeometric series. The normalizing constant in H;)(x) is not the usual

one, but has been chosen such that these polynomials form an orthonormal
family in L2((—1, 1), (1 — 22)*'/2dx).

We now introduce the change of variables

r—y
r+y

z=z+y€eR, and w= € [-1,1], (8)

which defines a C*-diffeomorphism from R? \ {0} to (0, +00) x [—1,1]. Then
w(dz, dy) = v(dz, dw), where

2 exp (flz %ds)

)
dz, dw) = < dzd
v(dz, dw) 0= ol z dw,
and 1—w? 0* 0? 0
—w
A= — —.
—p(2) g T ap(2) 5+ 2a(2) 5 9)
Now, assume that A has an eigenvector of the form p(w)y(z). If A is the

corresponding eigenvalue, (9) yields

1 / ! p z
() (2020 (2) + 20(2) (2) — Mi(2) + (1~ w)e )Xz =0
Hence, we have the following result.
Proposition 2.3 All functions on R% of the form
r—Yy
Hal 0 )it +), (10)

where d > 0, Hi(x) = x, Hy(z) = 1, Hg, k > 2 are as in Proposition 2.2,
where 1 satisfies

2p(2)9"(2) + 2q(2)¢(2) — d(d — )]Mw(?«’) =Mp(2), Vz=0, (1)

z

for some XA € R, are eigenfunctions of A for the eigenvalue \.



Now, we proceed to prove that there are no other eigenvectors of A (in
the sense of Theorem 2.4 below). Such a result seems natural as (11) can be
written as the Sturm-Liouville problem

d / “q(s) exp f1z Zq%ds - exp flz %ds

Here again, the usual integrability conditions are not satisfied. More pre-
cisely, if p(z) > ¢ > 0 for z in the neighborhood of 0 and ¢ is bounded,
using the terminology of [26], for all d > 0, the problem (10) is a singular
self-adjoint boundary value problem on (0, 00), where the endpoint 0 is LP
(limit point) singular (see [26, Thm. 7.4.1]). In this case very little is known
about the existence of an orthonormal basis of eigenvectors in L2((0, 00), /),

where
U(z) = 2exp Ulz %‘“) (12)
= zp(2)

(the spectrum might even be continuous, see [26, Thm. 10.12.1(8)]).

For this reason, we state our next result on the operator A with a re-
stricted domain corresponding to the case where the diffusion is reflected in
the set

D= {(z,y) eR’ :a <z +y<b},
where 0 < a < b < oco. For all initial condition (Xo, Yy) = (z0,%0) € D, we
consider the process (X, Y;, klfa), kgb))tzo such that k:(()a) = k:(()b) =0, £ and
k®) are nondecreasing processes, (X;,Y;) € D for all t > 0,

t
kt(“):/ Lxotviea}dk®, VE>0, a=a,b
0

dX, = /2Xp(X, + YO)dB} + Xq(X, + Yi)dt — V2 dk” +v/2 "

dY, = \/2Yp(X, + Y)dB2 + Yig(X, + Yy)dt — V2 dk® + V2 dk®.
Then Z, = X, + Y} is the solution of (2) reflected at a and b with local time
k:ﬁa) at a (resp. k,gb) at b). Therefore, (X;,Y;) is also neutral in the sense of
the introduction.

The corresponding infinitesimal generator is defined by (3) with domain
the set of p(z,y) € C'(D) N C?*(int(D)), where int(D) denotes the interior

of D, such that
g Oy

a—x(a:,y) + 8—y(:c,y) =0, V(zr,y)€Dst.z+y=aorb.



Theorem 2.4 For 0 < a<b < oo, assume that p > ¢ > 0 on [a,b] and q/p
belong to LY([a,b]).

(a) There erists a denumerable orthonormal basis of L2(D, i) of eigenvec-
tors of A of the form (10), where d > 2 and v solves (11) on (a,b)
and satisfies Y'(a) = ¢¥'(b) = 0. Moreover, any eigenvector of A in
L2(D, ) is a linear combination of eigenvectors of the form (10), all
corresponding to the same eigenvalue.

(b) There exists a family of right eigenvectors of A of the form

{1}u {x i y@/)k(x +y), = _yF ywk@ * y)}kz1
U)o 00

which is a basis of the vector space
V= {f € L2(D,Leb) : 3f1, f» € L*([a, b], Leb) and f3 € L*(D,p) s.t.

flayy) = — L ple+y)+ fley)} (14)

T+y)+
a:—i—yfl( Y) Tty

where Leb denotes Lebesque’s measure. More precisely, for all f €
V', the functions fi, fa, f3 in (14) are unique and there exists unique
sequences {ag i>1, {Bkti>1, and {Vak }aso, k>1 such that

f(x,y):Zak

. ywk(fb’er) +> B Y p(x+y)

= x + o1 r+y
+ Z 'deHd<x_y) éd)@*y), (15)
r+y
d>2 k>1

where the series Ek apr and Ek Brx both converge for || - ||z and

r— d
Zd,k vdkHd(x—JrZ) ,i)(x +y) converges for || - ||,

Point (b) says that the eigenvectors of the form (10), although not orthog-
onal in some Hilbert space, allow one to recover a bigger class of functions
than in Point (a). The vector space V is not equal to L?(D, Leb), but the
following result shows that it is much bigger than L2(D, ).

Proposition 2.5 The vector space V' of Theorem 2.4 contains H*(D,Leb).

10



Proof To prove this result, it is more convenient to consider the variables
(z,w) as in (8) instead of (x,y). The vector space V' then becomes the set of
g € L%([a, b] x [—1,1], Leb) such that

1+w <)+1—w
ya
5 N 2

9(z w) = 92(2) + g3 (2, w) (16)

for some gi, 9o € L?([a,b],Leb) and g3 € L?([a,b] x [—1,1],v) = L?([a, b] x
[—1,1], (1 — w?)~'dz dw).

We first introduce the following notion of trace: we say that a function
g € L*([a,b] x [-1,1], Leb) admits the function g € I.?([a, b], Leb) as a trace
at w =1, or w = —1 respectively, if

g(z,w) — g(2) € L*([a,b] x [0,1], (1 — w?) 'dz dw),

or

g(z,w) — g(2) € L*([a,b] x [~1,0], (1 — w?)"'dz dw)

respectively.

Our first claim is that any g € L?([a, b] x [-1, 1], Leb) which admits traces
g1 and go at w = 1 and w = —1 respectively, belongs to V', and these traces
are exactly the functions g; and g, in (16). To see that, we only have to
check that g3 € L*([a,b] x [0,1], (1 — w?)"'dz dw), and the same result on
[a,b] x [—1,0] will follow by symmetry:

b 1 _ltw, 1w
/dz/ 9= 500 5492)"
1—w?
<2/ dz/ dw ~—— g 9) +2/ dZ/ dw (g1 + g2) m < +00.
w

Second, we claim that any g € H'([a,b] x [~1, 1], Leb) admits traces at
w=1and w = —1 as defined above. Assume first that g € C'([a, b] x [0, 1]).
Then, using the Cauchy-Schwartz inequality,

2
f VwQ(Z,x)dI‘>
/dw/ dZ 1—’LU2 /dw/ 1—’LU2
< / dw / - / 02|V ug(2,2)* < [Vl
0 a w

11




Since in addition ||g(-,1)[|L2(ren) < 4[|g]| a1 (Leby by classical trace results (cf.
e.g. [2, p. 196]), the function g — (g(-, 1), g — g(+, 1)) extends by density to a
linear operator 1) continuous from H!([a,b] x [0, 1], Leb) to IL.?([a, b], Leb) x
L2([a,b] x [0,1], (1 — w?)~'dzdw). Since obviously ¥1(g) + wa(g) = g, the
claim is proved and the proof of Proposition 2.5 is completed. U

Proof of Theorem 2.4 An eigenvector of A of the form H,(w)y(z) satis-
fies the Neumann boundary condition in D iff ¢/'(a) = ¢'(b) = 0. The prob-
lem (11) with this boundary condition is a regular Sturm-Liouville problem
with the weight v defined in (12). Therefore (cf. e.g. [26, Thm. 4.6.2]), for all
d > 0, there exists an orthonormal basis {Q/J;Sd)}kg of I?([a, b], ) composed
of solutions to (11) on (a,b) with Neumann boundary conditions. All the
corresponding eigenvalues are real, simple and the corresponding spectrum
has no accumulation point.
Now, we claim that

forms an orthonormal basis of L2(D,u). The orthonormal property fol-

lows from the fact that, if p(z,y) = Hd(i—ﬂ)w,id)(:c +y) and ¢'(z,y) =

Hy (Z2)p\) (2 4 ) for d,d’ > 2 and k, K > 1,

z+y

o= [ [ Hatw)tatw)u o itz 0)

1Ja

= (D NN (Hyy Ha) (1)1 duo-

To prove that F is a basis of L?(D, u1), assume that f € L%(D, u) satisfies

//Df(a:,wﬂd(fj;z)w,id)(x+y)du(az,y>:0, Vd>2 k> L

By the Cauchy-Schwartz inequality, for all d > 2, the function

f:;g(Z) . /11f<z(1;rw)’ z(l;w))fli(zz s

12



belongs to L?([a, b], 7). In addition,
()5 =0, VE>1.

Therefore, ﬁ( ) =0 for all d > 2, for Lebesgue-almost every z > 0. By
Fubini’s theorem, w — f(Z5%) 20-w)y bolongs to L2([—1,1], (1 — 22)~'dz)
for almost every z > 0. Hence We deduce from Proposition 2.2 that this
function is 0 for almost every z > 0. Hence f = 0.

Thus F is an orthonormal basis of IL?(D, i) composed of eigenvectors of
A. Tt is then classical to deduce that A admits no other eigenvector in this
space, in the sense of point (a).

For point (b), let us first prove that the decomposition

yf1($+?/)+

= D)+ fy(ey)

is unique for f € V, with fi, fo € L?([a, b], Leb) and f3 € L*(D, ). We only
need to prove that this equality for f = 0 implies f; = fo = f3 = 0.
Since f3 € L?(D, ), we have

/Oadx/abjdyfg(x,y) Se/oedx/ab_:dy f??(i’y) = o)

as € — 0. Therefore,
fro ot Lo (iff”?»)Q
<2/d:c/bm f1 o(e) = o(e).

This implies that f f2(2)dz = 0, i.e. fo = 0. Similarly, fi = 0 and thus

f3=0.
Since L?([a, b], Leb) = L*([a, b],7), the result then follows from the de-

composition of f; and f, (resp. f3) in the orthonormal basis {@D,gl)}kzl of
L2([a, 0], D) (resp. {Ha(532)0," (2 + ) }asz o1 of L2(D, p)). 0

To motivate the calculations of the next section, let us finally observe
that, for all p € C*(R3),

Ap(z,y) = (To)(z, y)p(x +y) + (Le) (@, y)q(z + y),

13



where

~ 0 0
L=x— —
x8x+y8y
and
_ 2 92 -
T=a" ty—
82+y8y2, (17)

and that TL = LT.

3 On a family of bivariate polynomials

The goal of this section is to prove the existence of a family of polynomials
in R of two variables X and Y, satisfying the family of relations

XP(X4+1,Y)+YP(X,Y +1) = (X +Y +d)P(X,Y) (18a)

XP(X —1,Y)+YP(X,Y —1) = (X +Y — d)P(X,Y) (18b)

for an integer d > 0.

Before stating the main result of the section, let us recall some notation.
R[X] is the set of polynomials on R with a single variable X and R[X,Y]
the set of real polynomials with two variables X and Y. The degree deg(P)
of a polynomial P € R[X,Y] is defined as the maximal total degree of each
monomial of P. We define

Py ={P € R[X,Y] : deg(P) < d}.
For all P € R[X, Y], we may write

P(X.Y) =) a,; X'V

1,520

where only finitely many of the a; ; are nonzero. The real number a; ; will be
called the (i, j)-coefficient of P.

For any P € R[X, Y] and for any d > 0, we denote by [P]; the sum of all
monomials of P of degree d:

d
[Pla(X,Y) =) aa i XY
1=0

14



In particular, [P], is homogeneous of degree d and P = > " [P];.
We denote by A; the first-order symmetrized discrete derivative with
respect to the i-th variable:

P(X+1,Y)—P(X —1,Y)
2

P(X,Y +1)= P(X,Y — 1)
2 )

VP eR[X,Y], AP(X,Y)=

and A,P(X)Y) =

and by A? the symmetrized second-order discrete derivative with respect to
the ¢-th variable:

P(X+1,Y)+ P(X —1,Y) — 2P(X,Y)
2
P(X,Y +1)+ P(X,Y —1) — 2P(X,Y)

and AZP(X,Y) = 5 .

VP € RIX,Y], A!P(X,Y)=

Note that the superscript in the notation A? does not correspond to the
composition of the operator A; with itself.
Finally, we define the linear operators on R[X, Y]

L=XA+YA, and T=XA?+YAZ

Then, adding and substracting the equations (18a) and (18b), the system (18)
is equivalent to

LP =dP (19)
TP =0. (20)

We are going to prove the following result

Theorem 3.1 For d = 1, the system (18) has a two-dimensional vector
space of solutions in R[X,Y], spanned by the two polynomials Pl(l) =X and
P® =y,

For any d € {0,2,3,...}, the system (18) has a one-dimensional vector
space of solutions. All nonzero solutions are of degree d. For d = 0, this is
the vector space of constants, spanned by Py :=1. When d > 2, we denote by
Py the unique solution to (18) with (d — 1,1)-coefficient equal to —2H)(1) =
(=1)924/d(d — 1)(2d — 1), where Hg is defined in Proposition 2.2.

15



It can be checked that the first polynomials are

=1 PY=Xx P?P=y

P, =2V6 XY,

Py=—2V30 XY (X —Y),

Py =4V21 XY (X?-3XY +Y?+1),

Py = —6v20 XY (X —Y)(X? - 5XY +Y?%+45).

Before proving this result, let us give some properties of the polynomials
Py, proved after the proof of Theorem 3.1.

Proposition 3.2 The polynomials P;, d > 2, defined in Theorem 3.1 satisfy
the following properties:

(a) Foralld> 2, [Pya(X,Y) = (X +Y)'Hy ({55), where Hy is defined in
Proposition 2.2.

(b) [Pla—2k—1 =0 for all0 < k < d/2.

(¢) For alld > 2, Py is divisible by XY. For d odd, Py(X,Y) is divisible by
XY(X - Y).

(d) for all d > 2, Py(Y,X) = Py(—X,—Y) = (=1)4Py(X,Y).
(e) Py(i,j) =0 ifi,j €Z, ij >0 and 0 <|i| + |j| <d —1.

(f) Foralld > 0, the matriz (P;(j, d—j))o<i j<a is invertible, where Py = rY.
In particular, (Py(j,d — 7))o<j<d 7 0.

(g) Foralld>3, Py(j,d—j)Ps(j+1,d—j—1)<0if1<j<d-2.
(h) Foralld,d k> 2,

k—1 . . . .
Pd<’l,]€—Z)Pd/<’l,]€—’l)_ k"—d—l
ZH i(k — 1) =2 gq_q O (21)

where 0;; is the Kronecker symbol and by convention (;) =04if7<0
orj > 1.
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Proposition 3.3 For all d > 2, the polynomial Py is given by the following
formula:

d
(=d)i(d =Dk (=X)k
Py X)Y)=Cy(—=X =Y 22
k=1
where
2d —1
= (—1)%12 :
In order to prove Theorem 3.1, we need the following lemma.
Lemma 3.4
(a) We have
TL=LT+T, (23)

(b) Define for all d > 0
Dy={PeP;: T(P)=0}.

Then dim(Dy) = 1 and dim(D;) = d + 2 for all d > 1.

Proof of Lemma 3.4 To prove (23), it would be enough to expand both
sides of the equation. We prefer to give a proof based on differential cal-
culations, because it is related to the method used in the rest of the proof.
First, let 1 = {1,3,5,...} and J = {2,4,6,...} be the sets of odd and even
integers, respectively. Using the fact that, for @ € R[X].

(m) _1)nQm
Q(X+1):ZQ §X> and Q(X—l):Z—( D"QTX)

n n!
n>0 n>0

where Q™ denotes the n-th derivative of (), one has

1 P P
T:ZH<X8XP+Y8YP)’ (24)
peJ
1 L "
L_qezla<Xan+Y%>. (25)
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Since for all p,q € N

P Y , vt gpra-1
Xox <Xan> =X oxen TP o

one easily checks that

aerqfl aerqfl
TL— LT = Z Ha(p —q) <X6Xp+q_1 + Yayp+q_1> .

11 11 11
)L ek LD DR b R DR

p€J,q€l, p+q=2n+1"" p€l,q€l, p+q=2n """+ pEJ,qEJU{0}7p+q:2np'

Lo
- _OSPZS%E(Qn—p)!(_l) o)
:((1—1)2"+1)@:ﬁ.

This completes the proof of Lemma 3.4 (a).

To prove (b), let H,, be the subspace of P; composed of all homogeneous
polynomials of degree d. Recall the definition (17) of the operator T on
R[X, Y], and observe that, for all d > 1, T is a linear map from Hg to Hy_1.
Now, the family {(X — Y)*(X + Y)4* 0 < k < d} forms a basis of H,.
Hence, any P € H,4 can be written in the form P(X,Y) = (X +Y)%h (352),

X+Y
where h € R[X] has degree d. With this notation, it can be checked that

aQ_P(X, Y) =d(d—1)(X +Y)"2h(W)

0X?2
+4(d - 1)Y(X + YY) (W) + 4Y3(X + V)R (W),

where W = (X —Y)/(X +Y), and similarly for the second variable. This
yields
~ XY
TP=(X+Y)"! —1 4———n" :
O+ 1) (dld = DWW + 4 o) )

Using the relation 4XY/(X +Y)? = 1 — W2, we finally obtain that P €
Ker(T') N*H, if and only if h solves (6). By Proposition 2.2, for all d # 1, this

18



equation has a unique (up to a multliplicative constant) polynomial solution,
which has degree d. Since dim(H,) = d + 1, we deduce that T:Hy— Hyg o
is surjective for all d > 2. If d = 1, Ker(f) N H, = H; which has dimension
2.

Now, let P = [P]; + ...+ [P]s € Py and observe that any k-th order
derivative of [P],, belongs to H,,_ if & < m. Therefore, by (24), the equation
TP = 0 is equivalent to the fact that, for all 0 < n <d —1,

1 o o
TPl = (Xax2p " YaYZP) ozt =0
p>1 )

or, equivalently,

~ 1 0% o
T[Plpy = -2 ) X + Y 5y ) Pluio-r. (26)

p>2

If n > 1 and [P],13,[Plass, - .. are given, there is a one-dimensional affine
space of solution for this equation. If n = 0, (26) is automatically satisfied,
since both sides are 0. Therefore, choosing recursively [P4, [Pla-1,-- ., [P]2
and setting any value to [P]; and [P]y, the result on the dimension of D,
easily follows. O

Proof of Theorem 3.1 Fix d > 0. We claim that, as a linear operator
on Py, L is diagonalizable and its spectrum Spp (L) = {0,1,...,d}. To see
this, fix A € Spp, (L) and P an eigenvector for this eigenvalue, with degree
p. Writing as in the proof of Lemma 3.4 P = [P], + ...+ [P]o, the equation
LP = AP is equivalent to the fact that, for 0 <n <p

1 82q+1 82q+1
MPL =Y o (X + Y ) P (@0
q>0
Now, for any ) € Hy, one has
~ 0 0
Q= Xa—g n Ya—g — kQ. (28)

Therefore, (27) for n = p imposes A = p, and for n = p— 1, [P],_; = 0.
Moreover, for 0 < n < p— 2, (27) is equivalent to

=Pl =X gy (Ve Vgpa ) Pz @9)

X oxet Y gy
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which allows one to compute recursively [P],—o, ..., [P]o given any [P], € H,
and [P],—1 = 0. Since dim(#,) = p + 1, the eigenspace corresponding to the
eigenvalue p of L has dimension p + 1.

Now, it follows from (23) that L is a linear operator from D, to Dy. Since
L is diagonalizable in Py, it is also diagonalizable on any stable subspace,
and Spp, (L) C {0,...,d}.

Let p € {2,...,d} and assume that there exists P € D, \ {0} satisfying
LP = pP. Again, deg(P) = p necessarily. Writing P = [P, + ... + [P]o
again, since T'(P) = 0, we have

e 0 [P ]p

o*[P]
TWPh = XG50 +Y 5y

=0,

which has a one-dimensional vector space of solutions in H,. Once [P], is
fixed and since we have [P],_1 = 0, (29) can be used recursively to compute
[P]y—2, ..., [Plo- In conclusion, the eigenspace of L in D, for the eigenvalue
p is either of dimension 1 or 0. Now, L is diagonalizable in Dy;. Since
dim(Dy) = d + 2 and dim(H,) + dim(H;) = 3, the only possibility is that
Spp, (L) =1{0,1,...,d} and that each eigenvalue p # 1 has a one-dimensional
vector space of solutions, and the eigenvalue 1 has a two-dimensional vector
space of solutions.

This easily implies Theorem 3.1, except for the expression of —2H)(1).
This can be easily obtained from (7) and the relation H/(1) = (—1)*"1H)(-1)
which follows from the parity property of Hy stated in Proposition 2.2. [

Proof of Proposition 3.2 Recall from the proof of Lemma 3.4 that a
nonzero solution P of (18) for d > 2 satisfies

[Pla(X,Y) = ba(X = Y)"(X +Y)"7,

n=0

where h(x) = ZZ:O b,z™ is a polynomial solution of (6). Therefore, the
(d — 1,1)-coefficient a4 of P is given by

a1 = Y bu(—n+d—n) = dh(1) - 21/(1) = =2h'(1),
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and Point (a) then follows from Proposition 2.2 and the value of the (d—1,1)
coefficient of P,.

Observe that any polynomial solution of (6) with d > 2 is divisible by (X —
1)(X +1). As a consequence of the previous construction, any polynomial P
such that (18) holds satisfies that XY divides [P]4. Note also that [P];_; = 0,
which implies (b) by (29). Moreover, (29) also implies by induction that XY
divides [P]g_ox for all 0 < k < d/2, which yields the first part of (c).

By Proposition 2.2, (d) is true for [P,]4 and of course for [Py]4—1 = 0. Now,
assume that P € R[X, Y] satisfies P(Y,X) = P(—X,-Y) = (—-1)*P(X,Y).
Then it can be easily checked that, for all £k > 1,

okp okp
QX.Y) = X g (X.Y) + Y 5 (X,Y)

satisfies
Q(Y,X)=(-1)"Q(X,Y) and Q(—-X,-Y)=(-1)*"Q(X,Y).

Therefore, (d) easily follows from (29) by induction.

Now, fix d odd. By Proposition 2.2, H, is odd and thus Hy(X) is divisible
by X. This implies that [P],; is divisible by X — Y. Moreover, it follows
from (d) that the polynomial [P];/(X —Y) is symmetric. Now, let Q(X,Y) =
XY™+ X™Y™ for some n,m > 0, and fix k£ > 0. Since

8’%2 6’“@
Xoxr ~Yopr

n(n—1)...(n—k+ 1)(X"r+ym — xmyn-k+l)
+mim—1)...(m—k+ 1)(Xm—k+1yn B X"Y’”_"““),

the polynomial X — Y divides X g;Qk — Y%. Since this holds for any
n,m > 0, the same is true for all @ such that Q(X,Y) = Q(Y, X). Now,
any polynomial of the form P(X,Y) = (X — Y)Q(X,Y) with ) symmetric

satisfies

ok P o P +1Q 0*1Q
X o (V) 4V oo (X0Y) = kX o (X, Y) = BY S0 (X, Y)
+(X -Y) (XW(X, V) +Y o (X, Y)) .

In particular, X — Y divides X g;lz + Y%. Therefore, the fact that [P]; is
divisible by X — Y for i < d follows form (29) by induction. This ends the

proof of (c).
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As a consequence of (¢), P;(i,0) = P;(0,5) =0 for any i, j € Z for d > 2.
Applying (18b) for (X,Y) = (d —1,1) yields Py(d —2,1) = 0. By induction,
applying (18b) for (X,Y) = (d — k, 1) implies Py(d — k — 1,1) = 0 for all
k e {1,...,d —2}. Similarly, applying (18b) for (X,Y) = (d — 1 — k,2)
implies Py(d —2 —k,2) =0 for all k € {1,...,d — 3}. Point (e) is therefore
straightforward by induction.

For all d < k, the polynomial Qy 4(X) = Pi(X,d — X) satisfies [Qx.alx =
[dka (2X*d)}k # 0 for all k > 2. Therefore, deg(Qrq) = k for all £ > 0,

d
and {Qo.a, Q1,4 - - -, Qaa} is a basis of P, := {Q € R[X] : deg(Q) < d}. Since

0(Q) = (Q(0),...,Q(d)) defines a linear isomorphism from P} to R¥*! we
deduce that {©(Qoa), -, ¢(Qaaq)} is a basis of R¥! which is equivalent
to (f).

Point (g) is a simple consequence of points (e) and (f) and of formula (18a)
with X =jandY =d—j—1.

Because of point (e) above, (h) is obvious if k < d—1or k < d — 1.
So let us assume that d,d" < k. Multiplying (18a) by (X +Y —d+ 1) and
applying (18b) to both terms on the Lh.s. yields

2XY —d(d—1))PyX,Y) = XY (Py(X+1,Y = 1)+ Py(X —1,Y +1)). (30)

This means that, for all £ > 2 and 2 < d < k, the vector (Py(i,k —1i))1<i<k—1
is a right eigenvector of the matrix Ay = (ag;))lgingk_l for the eigenvalue

—d(d — 1), where

a™ = 2i(k—i)for1<i<k-—1,

= —2i(k — 1)
a(k)1 i(k—i)for2<i<k-—1,
(k—i)for1 <i<k-—2
") — 0

for |i — j| > 2.

k) _
Qi1 =

and a;.) =

It is straightforward to check that the matrix Ay is self-adjoint for the inner
product (-, -),, where p; = 1/i(k —4), which implies that two right eigenvec-
tors of Ay corresponding to different eigenvalues are orthogonal w.r.t. this
inner product. This yields (21) for d # d'.
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Finally, fix 2 < d < k. Using (18a) and (18b), we have

(k+ d) Z 7&@((2 s 5 )

1k -
—Zszk <Z+ Zszk—z Pai b —i+ 1)

1

Pyi—1,k—i+1)
k—i+1

Py(i,k — i)

1

:ZPd(z’,k—z’Jrl)

i=1

+ZPd(i,k—i+1)
=1

A Py(i ke — )2 _ofkrd-1
) 2d — 1

for some constant C'.
Now, by point (a) and Proposition 2.2, we have

1 &= P2(ik — 4 & H2( L H2(z)
delZ i(k —1) EZ 2/11—:p2dx_2

1=1 -

as k — 4o00. Thus C' =2 and the proof of (h) is completed. O

Proof of Proposition 3.3 In [15], the authors construct a family of func-
tions of two variables satisfying relations close to (18), which they use to
study neutral, multitype population processes with non-zero mutation or im-
migration. These functions are expressed in terms of the Hahn polynomials,
defined for fixed parameters o > —1, § > —1 and N € N by

—z, d+a+ﬁ+1'1)

a+1, =N +1 (31)

—d,
Qd(x;aaﬁaN) = 3F2(
for all integer d > 0. Karlin and McGregor proved that the rational function

Je(=X)r(d+a+ B +1)
(@ + Dp(—X — Y )kl

d
Ga(X,Y) = Qa(X;0, 8, X +Y +1) =) (=d

k=0
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satisfies

(X+a+1)os(X+1LY)+ (Y +54+1)¢a(X,Y +1) = (X +Y)pa(X,Y)
(32)
Xpg(X —1,Y)+YouX,Y — 1)

_ 33
_ Xty e+l d;§X+Y+d+a+ﬁ+2)¢d<X’Y). (33)
1Y +1

Let us define

Ya(X)Y) = (=X — Y)d lim lim (o + 1)¢q(X,Y)

B——1a——1

d
_ (=d)r(=X)k(d = 1)
_<_X_Y)d;(k DI(—X — Y)szv

Passing to the limit in (32) and (33) proves that v, satisfies (18). Since
is a polynomial, Theorem 3.1 entails (22). It only remains to Check that

Caa(X,Y) has its (d — 1,1) coefficient equal to (—1)%24/d(d — 1)(2d — 1).
The (d — 1,1) coefficient of 94(X,Y) is
dd )d 1 1)*d(d zd d+2k1d)k1
Z _ 1 l/{;l ( )=(-1 Z — 1)Ik!
-1 k=1
= (=1)*"d(d — 1), Fy (_d 22’ d; 1) :

The Chu-Vandermonde formula (cf. e.g. [9]) implies that
—d+2,d d—2)!  (=1)¢
2F1< 9 §1> :<_1)d( ) = 1)

which gives the expression of Cj. U

4 Spectral decomposition of neutral two-dimensional
Markov chains

In this section, we consider neutral extensions of the two-dimensional birth
and death chains in Z? described in the introduction. In the sequel, this
family will be called N2dMC, for neutral two-dimensional Markov chains.
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A N2dMC (X3, Y})tez, is constructed by specifying first the Markov dy-
namics of Z; = X; + Y, in Z,. Assume that its transition matrix is

HO = (pn,m)n,mzm

where >~ Pnm = 1 for all n > 1 and the state 0 is absorbing (poo = 1).
Then, the process (Xt, Yi)iez, is constructed as follows: if there is a birth at
time t (i.e. if Zy,1 > Z;), the types of the new individuals are successively
picked at random in the population; if there is a death at time ¢ (i.e. if Z;,1 <
Zy), the types of the killed individuals are successively picked at random in
the population; finally, if 7,1 = Z;, then X;,; = X; and Y;; = Y}.

For example, the transition probability from (i,j) to (i + k,7 + ) for
(4,7) €Z% and k,1 >0, k+1>11is

(k‘+l>z’(i+1)...(i+k3—1)j(j+1)...(j+l—1)
k (i+)6+7+1)...(i+j+k+1-1)

Ditjitjtk+i-

After some algebra, one gets the following formulas for the transition prob-
abilities: for all [ > 0 and k& > 0 such that [ + £ > 1, the Markov chain
(X, Y3)ns>0 has transitions from (4, j) € Z3 to

(O

(i+k, g+ 1) WD (i) itk = Tﬂ,l) Ditj, itj+k+l
AN
. . It (34)
0=k, j—=1)W.p. i i-hj-t) = (kz)+(]l) Ditj, itj—k—1
o (k+l)
(4,7) w. p. T(i,§),(i,5) = Ditj,its

with the convention that (;) =0if i <0, 5 <0orj > i In particular, once
one component of the process is 0, it stays zero forever. We denote by

I = (7),06.)) (5.4), (kD)2

the transition matrix of the Markov process (X,Y).

The state space of the Markov chain Z will be denoted by Sz, and the
state space of (X,Y) by S. We are going to consider two cases: the case
where Z has finite state space Sz = {0,1,..., N} for some N > 0, and the
case where Z has infinite state space Sz := Z,. In the first case, the state
space of (X,Y) is the set

Tv ={(i,j) €Z% :i+j < N}. (35)
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In the second case, S = Z2.

We also define the sets S* := SNN?, T3 = Ty NN? and S}, := Sz \ {0}.
Finally, let Il be the restriction of the matrix Iy to S (i.e. the matrix
obtained from Il by suppressing the row and column of index 0) and let Il
be the restriction of the matrix II to S*.

Extending the usual definition for Markov chains, we say that a matrix
M = (my;)ijea is reversible with respect to the measure (y;)ieq if p; > 0
and p;m;; = pymy; for all 4, j € A.

For all d > 0, we define

Vo= {v €R® vy = Py(i, j)uss; with u € R57},

where we recall that the polynomials P; are defined in Theorem 3.1 and
P = Pl(l). Note that, by Proposition 3.2 (e), a vector v; ; = Py(i, j)uir; € V4
is characterized by the values of u; for k£ > d only.

For all d > 0, we also define the matrix I1; := (pgld,,)n)(n,m)es, n>d, m>d, Where
for all (n,m) € S such that n > d and m > d,

( (m+d—1
((ZT)) Pnm  if m > n,
@ ._ ned\
pn,m : Ennmg pn,m lf m < n, (36>
\p:,;m if m=n.

All these notation, as well as those introduced in the rest of the paper,
are gathered for convenience in Appendix A.

The following result is the basis of all results in this section.

Proposition 4.1 For all d > 0, the vector space V; is stable for the matriz
II. In addition, for all v; ; = Py(i, j)uivr; € Va,

(M) ; = Pa(i, 5)(Taw )iy ;.

Proof Using (18a) inductively, we have

n

3 (Z)X(X+1) (X k=1)Y (Y41 . (YAn—k—1)Py(X+k, Y +n—Fk)

=(X+Y+d)(X+Y+d+1)...(X+Y +d+n—-1)Py(X,Y)
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for all d > 0 and n > 1, which can be written as

" (X —1\ /Y — k-1
SO (M TE R b X kY 0= )
k n—=k

k=0
B (X+Y+d+n—1
n

)Pd(X, Y)

for (X,Y) € Z2%. Similarly, an inductive use of (18b) yields

zn: ()k() (n}_/k)Pd(X—k,Y—nJrk) = <X+:_d)Pd(X,Y)

k=0

foralld > 0,n > 1and (X,Y) € Z2, where we recall the convention (‘;) =0
ifa<0,b<0orb>a.

Proposition 4.1 then easily follows from these equations and from the
transition probabilities (34). O

4.1 The case of finite state space
4.1.1 Eigenvectors of II for finite state spaces

In the case where Z has finite state space, the main result of this section is
the following.

Theorem 4.2 Assume that S; = Ty for some N > 0.

(a) For all d > 0 and all right eigenvector (un)nes, n>a of g for some
eigenvalue 0, the vector

Ve ) = Pa(i, J)uiry, (i,7) €S (37)

1s a right eigenvector of the matriz I1 for the same eigenvalue, where
the polynomials Py are defined in Theorem 3.1 and where P, = Pl(l).

In addition, if d > 2, v is also a right eigenvector of the matrix Il for
the same eigenvalue.

(b) All the right eigenvectors of I1 are of the form (37), or possibly a linear
combination of such eigenvectors in the case of multiple eigenvalues.
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(¢) Assume that Il admits a positive reversible measure (tn)nes;- Then, the

matriz 11 is reversible w.r.t. the measure

U+ J) it o N
V(ij) = 7< Zj) +], V(i,j) € 87, (38)
and hence is diagonalizable in a basis orthonormal for this measure,
composed of vectors of the form (37) for d > 2.

In addition, 11 is diagonalizable in a basis of eigenvectors of the form (37)
ford > 0.

Hence, the right eigenvectors of the transition matrix of a finite N2dMC
can be decomposed as the product of two terms, one depending on each
population size, but “universal” in the sense that it does not depend on the
transitions matrix Il of Z, and the other depending on the matrix Ily, but
depending only on the total population size.

Remark 4.3 There is some redundancy among the right eigenvectors of 11
of the form P(i, j)u;y; for P = P, 11 or P s if w is a right eigenvector
of Iy, the vectors

(i) pes  and  (Juitj)ijes

are right eigenvectors of II for the same eigenvalue. In particular, iw;,; +
Juiyj is an eigenvector of I1 of the form Py(i, j)ui, ;. This will also be true
when Z has infinite state space.

Remark 4.4 In the following proof (and also in the case of infinite state
space), no specific use is made of the fact that the matriz 11 is stochastic.
Therefore, Theorem 4.2 also holds true in the case of a continuous-time

N2dMC, where the matriz I is now the infinitesimal generator of the process
Zt — Xt + }/t

Proof Point (a) is an easy consequence of Proposition 4.1.

For all 0 < d < N, the matrix II; is conjugate with its Jordan normal
form. Let {U(d)’k}dgkg ~ denote the basis of CN~9*! corresponding to this
normal form, where u(®*F = (ué )k ugﬁf . ,u%)’k). Then, the family of

vectors

F o= {(Pali )u ) oper 0 S d <N, d <k < N}
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is composed of (N+ 1)+ N+ (N—-1)+...+1=(N+1)(N+2)/2=|Ty]
elements. Moreover, one can prove that it is linearly independent as follows:
since {u(@*} o<y is a basis of C¥N =41 it is sufficient to check that

N

> P g =0, (i, j) € Tn (39)
d=0

implies that v® = 0 for all 0 < d < N, where v\¥ = (vc(ld),...,v](?)) €
CN=d+1 seen as a subspace of CN*! by putting the d first coordinates to
be zero. Given k < N, the equality (39) for i + j = k combined with
Proposition 3.2 (f) yields v,go) =...= U,(gk) = 0.

Therefore, F is a basis of C’¥ and, by point (a), the matrix II has a
Jordan normal form in this basis. Point (b) is then staightforward.

If ﬁo admits a positive reversible measure y, it is straightforward to check
that the vector v in (38) is a reversible measure for II, and hence the first
part of Point (c) is true.

In addition, the matrix II; is reversible w.r.t. the measure
) =207, nesSy,

which implies that II; admits a basis of right eigenvectors orthonormal w.r.t.
p). Similarly, I, admits a basis of right eigenvectors orthonormal w.r.t. .
By Point (a), this gives N+1 (resp. N) right eigenvectors of II of the form (37)
for d = 0 (resp. d = 1). Together with the basis of right eigenvectors of Il
obtained above (extended by zero on {0} x N and N x {0}), this gives a basis
of eigenvectors of IT and ends the proof of (c). O

4.1.2 Example: 3-colors urn model (or 3-types Moran model)

The class of transition matrices given in (34) can be obtained by composition

and linear combinations of the transition matrices 1M+ = (7 ((Zn ;;(hl)))(i,j),(k,l)es v

= = (W((Z;;(k,l)))(ivj)v(kvl)es and 1" = (ﬂ-((;;‘),(k,l)))(i7j)7(k7l)€5’ where for all
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(=, ifk=i+1,l=j i+j=n
Wt =, k=i l=j+1,i+j=n

(0 otherwise,

TJ ifk=i—1,1=3j i+j=n
am— — %j k=i l=j—-1,i+j=n

0 otherwise,

and for allm >0

() 1, k=4 l=j i+j=n
T =
0 otherwise.
One easily checks, first that the vector spaces V; for all d > 0 are stable
for all these matrices, and second that, for the matrix (34),

M= > pam@™@H)" 4 3" pp (M) ", TI.

n<meSyz n>meSy neSy

Hence, the vector spaces V; are trivially stable for such matrices.

One may however recover a much larger class of matrices for which V),
are stable vector spaces, by considering the algebra of matrices spanned by
the matrices II™* and I1™. Below, we study in detail such an example.

Consider an urn with N balls of three different colors and consider the
following process: one picks a ball at random in the urn, notes its color, puts
it back in the urn, picks another ball in the urn and replaces it by a ball
of the same color as the first one. The number of balls of each colors then
forms a Markov chain, which can be viewed as the embedded Markov chain
of the 3-types Moran model, defined as follows: consider a population of N
individuals, with 3 different types. For each pair of individuals, at rate 1, the
second individual is replaced by an individual of the same type as the first
individual in the pair.

Let ¢ denote the number of balls of the first color, and j the number of
balls of the second color. Then, there are N — ¢ — j balls of the third color.
The transition probabilities of this Markov chain are as follows: given that
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the current state of the process is (i, 7), the state at the next time step is

(i +1,7) with probability ’(N];#’
(i—1,7) with probability =1
i,7+1) with probability L&=i=d)
J P y ~
(i,j — 1) with probability =2,
(1+1,j —1) with probability 3,
(t—1,7+1) with probability s,

(i,j) with probability w\[#
These transition probabilities do not not have the form (34). However, a
variant of Proposition 4.1, and hence of Theorem 4.2, apply to this process,
because of the following observation: let us construct the matrices Ht,\ I,
IT*, II" from the matrices II{ = (P}, )nmesys Ly = Pnm)nmesy: g =
(Dyf o )nmesz I = (Drt o )nmes, respectively, exactly as IT was constructed
from Il in (34), where

p:f,n+1 = %7 p;t,n =1- %, p;m = 0 otherwise,
Pppn—1 = %> Phn=1- %, P m = 0 otherwise,
Pt = W, Pin=1- W, Prim = 0 otherwise,
ﬁ:,nJrl = %a D=1~ %, Prtm = 0 otherwise.

Then the transition matrix of the 3-colors urn model is given by
=T 4 0% -1

In particular, the vector spaces V,; for 0 < d < N are all stable for this
matrix.

The transition matrix II has absorbing sets {(7,0) : 0 < i < N}, {(0,4) :
0<i<N}and {(i, N —1i):0<i< N}, and absorbing states (0,0), (N, 0)
and (0, N). The restriction of the matrix IT on the set

S*={(i,j):i>1,j>1i+j<N—1}

admits the reversible measure
1
Vi) = s T -
(4,9) Zj(N—Z—])

Hence the matrix IT admits a family of right eigenvectors null on the absorb-
ing sets, which forms an orthonormal basis of L*(S**, v).
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One easily checks, using (30), that v(; ;) = Pa(4, j)us; is a right eigenvec-
tor of II for an eigenvalue 0 if and only if for all d < k < N

Ou, = (N — k) [(k + d)upy1 — 2kug + (k — d)ug_1]

= (N — k) [k(ugs+1 — 2kug + up—1) + d(ugy1 — ug—1)], (40)
where o did—1)

Now, the Hahn polynomials @, (z;«, 3, N) introduced in (31) satisfy (cf.
e.g. [15])

—n(nta+0+1)Qa(r) = 2(N+f—2)Qn(r—1)+(N—1-2)(a+1+2)Qn(z+1)
—[(N+B8—2)+(N—1—2)(a+1+12)|Q.(x).

Hence, for all 0 < n < N —d, (40) admits the polynomial (in k) solution of
degree n

up = Qulk —d;2d—1,—-1,N —d+1).
If n > 1, this polynomial must be divisible by (N — k), so we can define the
polynomial R&N’d)(X ) of degree n — 1 as

(N = X)RVM(X) = Qn(X —d;2d —1,-1,N —d +1).

Obviously, the family of vectors (1,...,1) and ((N—d) gN’d)(d), e R,&N’d)(N—
1),0) for 1 <n < N —d is linearly independent and hence forms a basis of
the vector space RV =41 of real vectors indexed by d,d + 1,..., N. In addi-
tion, (40) cannot admit any other linearly independent solution and hence,
necessarily, R%N’d)(k) =0foralln>N—-dandd <k <N —1.

We have obtained a basis of right eigenvectors of II of the form

{Pd(@j)}ogdgzv U {Pd(iv N —i— j>R£zN’d) (i + j)}ogdgzvq, 1<n<N—d’

and the eigenvalue corresponding to the eigenvector Py(i,7) if n = 0, or
Py(i, )Y(N —i— HRYD i+ j) if n > 1, is
n(n—1)+2nd —d(d —1) (d+n)(d+n—1)

Hd,n =1 N2 =1- N2
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Similarly as in the proof of Proposition 3.3, this family of eigenvectors can
be seen as a singular limit case of those obtained in [15] for the multitype
Moran model with mutation or immigration.

Note that in the case of the 2-colors urn model, one can easily check
that a basis of right eigenvectors of the corresponding transition matrix is
given by (1,...,1) and (NRM2(0),..., RM(N = 1),0) for 1 < n < N.
Hence the spectrum is the same in the 2- and 3-colors urn models, although
the multiplicity of each eigenvalue is different. In the case of two colors,
the eigenvalues have the form 1 — k(k — 1)/N? for 0 < k < N, each with
multiplicity 1 (except for the eigenvalue 1, with multiplicity 2). In the case
of three colors, the eigenvalue 1 — k(k — 1) /N? has multiplicity k + 1 (except
for the eigenvalue 1, which has multiplicity 3).

Concerning the eigenvectors in L2(S**,v). they are given by

{U —i—j)Qali,j) R, R )(i +j)}2§d§N—1, 1<n<N-d’

and for all 3 < k < N, the eigenspace for the eigenvalue 1 — k(k — 1)/N? is

Vi, i= Veet{ij(N — i — j)Qa(i, j)RND (i + 5), -
ij(N —i— J)Qkfl(iaj)Rngil)(i +J)}
We shall end the study of this example bgf giving an apparently non-trivial

relation between the polynomials Py and R;, . Because of the symmetry of
the colors, we have

Vi = Veet{ij(N —i — )Qu(i, N — i — j)RX (N = j), ...
ij(N —i— j)Quoa (i, N —i — IRV — )}

= Vect{ij(N — i — j)Q2(N — i — j, j)RS (N =),
i§(N =i = ))Qu_a(N — i — 5, )RV V(N =)},
and hence
Veet {Qa(i, /) RYS (i + 5), - -+ Quor (6, RV (6 + ) Yigpes
= Vect{Qa(i, N —i — RPN = j), .., Qua (i, N — i — IRV = j)}ijyes-
= Veet{Qo(N — i — j, )R (N — i), ..., Quar (N — i — j, )RV (N = i) bges
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4.2 The case of infinite state space

The goal of this subsection is to extend Theorem 4.2 to the case where Z has
infinite state space and the matrix Il is a compact operator and admits a
reversible measure. To this aim, we need first some approximation properties
of II by finite rank operators.

4.2.1 Approximation properties

Recall that Il is a Markov kernel on Z, absorbed at 0 and that ﬁo denotes
its restriction to N (equivalently, ﬁo is the sub-Markovian kernel on N cor-
responding to Il with a Dirichlet condition at 0). We assume that ﬁo is
reversible with respect to a positive measure p on N (not necessarily finite).
For any N € N, consider the sub-Markovian kernel ﬁ(()N) on N defined by

Vo,y € N,

T HO T,y if T,y S N
HéN) ("L‘a ?/) = ( ) .
0 otherwise.
In other words, ﬁéN) = PrNﬁOPrN, where Pry is the projection operator
defined by Pry(uq,us,...) = (u1,...,un,0,...).

The kernel ﬁéN) is not Markovian (since ﬁéN) (,N) =0 forz > N), but it

)

can be seen as the restriction to N of a unique Markovian kernel HéN on Z,

absorbed at 0. With this interpretation, we can construct the matrix I
from H(()N) exactly as the matrix IT was constructed from Il in the beginning
of Section 4. _
Of course H(()N) remains reversible with respect to p, and thus, like Iy,
it can be extended into a self-adjoint operator on L?(N, u). We denote by
Il llo the natural operator norm on the set of bounded operators on L*(N, ),

namely if K is such an operator,
[Kull,

u€L2(N,1)\{0} ||U||M .

1o =

If furthermore K is self-adjoint, we have, via spectral calculus,

K
IKo=  sup Bl
u€L?(N,u)\{0} ||U||u

The next result gives a simple compactness criterion for ﬁo.
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Lemma 4.5 The operator ﬁo acting on L2(N, u) is compact if and only if

. iaud (N
lim T — 11 = 0.

Proof Sinceforany N € Z, ﬁéN) has finite range, if the above convergence
holds, ﬁo can be strongly approximated by finite range operators and it is
well-known that this implies that Il is compact.

The converse implication can be proved adapting a standard argument
for compact operators: assume that Iy is compact and let € > 0 be fixed.
Then IIy(B) is compact, where B is the closed unit ball of L?(N, x1). Hence

n

0o(B) = |JBw®,2),

i=1

for some n < 400 and ¥®, ... ™ € II(B), where B(1),¢) is the closed
ball centered at 1 with radius €. For any i < n, since ¢ € L?(N, p1), there

exists IV; such that » ;-\ (wl(:))z,uk < ¢, and thus

n

Io(B) = | B(Pry, v, 2¢).

i=1

In other words, for all ¢ € B, there exists i < n such that ||TTog—Pry, 1)@ I <
2e. This implies that B B
Mo — PraTloepll,, < 2e,

where N = sup{Ni,..., N,}, ie. |, — PrNﬁéN)|||0 < 2e. Since ﬁéN) =
PryIlgPr, we obtain that

. ~ ~(N
Jim [TPry — 11570 = 0.
In order to complete the proof, it only remains to check that

ym Ty — ToPraflo = 0.

If this was false, one could find a sequence (o))~ in B such that go,gN) =0
for all k < N and |[Tloe™]|, would not converge to 0. Such a sequence
(¢"™))n>1 weakly converges to 0. Now, another usual characterization of
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compact operators is the fact that the image of weakly converging sub-
sequences strongly converges to the image of the limit. In other words,
[Toe™ ||, — 0. This contradiction ends the proof of Lemma 4.5. O

The interest of ﬁéN) is that it brings us back to the finite situation. Let

™ be the restriction of TI{") to [1, N], which can be seen as a N x N

) is the spectrum of

matrix. We have for instance that the spectrum of ﬁéN
ﬁ(()N) plus the eigenvalue 0.

We are now going to see how the results of Section 4.1 are affected by the
change from Il to H(()N). More generally, we consider two Markov kernels 11,
and II{, on Z, absorbed at 0, whose restrictions to N, ﬁo and ﬁg, are both
reversible with respect to ;1. We associate to them IT and IT" defined on Z2 as
in (34), and their respective restriction to N2, Il and IT'. We also define the
matrices II; and I/, for d > 1, as in (36). Note that II and II' are reversible
with respect to v, defined in (38) and it is straightforward to check that, for
any d > 1, II; and I/, are both reversible w.r.t. (@ = (,u,(fl))negzwzd defined
by

,ugld) =2n

2d -1

We will denote ||-|| and |- ||¢ the operator norms in L2(N2, ) and L?(Ny, u(4),
where Ny == {d,d+1,...}. The next result shows that, if one takes IIj, = H((]N),
the approximation of Il by H(()N) behaves nicely.

—1
<n—i—d )un, neN, n>d (41)

Proposition 4.6 We always have

LT =TT = sup [[1Ls — TTgfla

Furthermore, if I, — ﬁ{) > 0 (in the sense that all the entries of this infinite
matriz are non-negative), then

Vd 21, [Hapr — Mgy flacr < e — Tgla (42)

and B B
1T, — IO |1 = [|TT — g lo. (43)

In particular, o -~
T = T} = Iy — T3 ]l2 < [[To — T fo-
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Proof For d > 2, denote by V) the set of v € L*(N?, v) of the form
Vi,j €N, vij = Pa(i, j)uiy;

with u € L2(Ng, u?). We denote by v(d, u) the sequence v defined by the
above r.h.s. The definitions of v, u(¥ and Proposition 3.2 (h) enable us to
see that the mapping

L3(Ng, D) 3 u — v(d,u) € L3(N? v)

is an isometry.
Proposition 3.2 (h) also shows that V), and V), are orthogonal subspaces
of L?(N?,v) for all d,d’ > 2, d # d'. We actually have

L*(N*,v) = PV (44)
a>2

Indeed, let v € L?(N?, v) be orthogonal to V), for all d > 2. For all d > 2, we
define the vector
-1

1 P (z [ — z)

(d) al,

U= E O [ >d.
(l;dd—f) i=1 il =1)

The Cauchy-Schwartz inequality and Proposition 3.2 (h) imply that v(@ €
L%(Ng, #'¥) and since v is orthogonal to V}, by the definition of V/, the vector
v@ is orthogonal to L2(Ng, u(¥), i.e. v@ = 0. Fixing l > 2 and applying

Proposition 3.2 (f), one deduces from the equations vl =0for2<d<l
that v;;_; =0 for 1 <4 <[ —1, and thus v = 0, ending the proof of (44).

Now, Proposition 4.1 show that V) is stable by Il and II' and, more
precisely,

Vu € L2(Ng, ),  Hu(d,w)] = v(d,Tgu) and II'o(d,u)] = v(d, ).
It then follows from (44) that

T — IT| = sup Tl — yfla

Let us now come to the proof of (42). Let d > 1 be fixed and define

@ _ D a g = e 1)

dp @ o d(I, -1
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i.e.

—d)(n+d)
Vn>d+1 @) = (n
n=dth o 2d(2d + 1)
and o
T
o (d) Zt%
Vi, 7 >d+ 1, h;; = ] ifj < i,
1—d
1 if i = j.

For any u € L2(Ng, 1, p(Y), we get

d d d
(. (s = M) | Eigen it (a = o)z 01" 15wl [

el ) Sien it gl
(u, (TTq — IT)u) o) gl (d)
T P S @
e 1,J€Ng 41 9;

where

Vi>d, ;= 2/ g\ |ui(2)],

and u; = 0 if i = d. It is clear that u € L2(Ny, u?), so, taking the supremum
over u € L2(Ng, 1, pV), we have

(d)
Yi d
I = Ty flasa < sup | =i A Mg — 1T .

©.j€Nat1 | g;

Hence, it only remains to show that

6" @
sup @ hi; <1.

1,J€Ng41 9g;
. ¢ (a) . o .
Since 4 [ Zzyh;; = 1 for all @ > 1, it is sufficient to prove that
g; ’

(d)

S 9; (d)
Vi>1>d+1, (d)hmgl
J
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since the l.h.s. is symmetrical in ¢, j. For j > > d + 1, we compute

gi(d) O (i —d)(j+d)
@ Mg TA T
9j

ending the proof of (42). A similar computation using the fact that

1
g = ) and RO = M
dp d(ITy — I1j)

are given by

leads to (43). O

Again, let TI™ be the restriction of TI™) to Tx, which can thus be seen as
a finite Ty x Ty matrix. Similarly to the remark after the proof of Lemma 4.5,
the spectrum of TI'V) is the spectrum of II®Y) plus the eigenvalue 0.

4.2.2 Spectral decomposition of infinite, compact, reversible N2dMC

The following result is an immediate consequence of Lemma 4.5 and Propo-
sition 4.6.

Corollary 4.7 If ﬁo 1s compact and reversible, the same is true for I1.

We can now extend Theorem 4.2 to the infinite compact, reversible case.

Theorem 4.8 Assume that Z has an infinite state space, i.e. Sz = 7. .

(a) Theorem 4.2 (a) also holds true in this case.

(b) If Iy is compact and reversible w.r.t. the measure (ji,)nen, then, there
exists an orthonormal basis of IL?(N?,v) of right eigenvectors ofﬁ of
the form (37) for d > 2, where v is defined in (38). Moreover, any right
eigenvector ofﬁ in L2(N%,v) is a linear combination of eigenvectors of
the form (37) all corresponding to the same eigenvalue.
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(c¢) Under the same assumptions as (b), there exists a family of right eigen-
vectors of Il of the form

Wu{pPeaul, RG] v (RG] a9

- a>2

which 1s a basis of the vector space

Vi,j € 2y,

i g
with a € R, vW v® € LAN, p) and v® e L*(N?, 1/)} (46)

Z]’

V::{UERZi:vm:a+ ! R J 0@ 4+ )

in the sense that, for all v € V, there exist unique sequences {a;};>1,
{Bi}i>1, and {va}a>2, 1>1 and a unique a € R such that

—a+zaﬂulﬂ +Zﬁjuz+] + Z YarPa(i, j)u Ei)f, (47)

>1 >1 d>2 [>1

where the series Ozzk‘ug)’l and ), 51k3u§€1)’l both converge for || - ||,
and Edz'Yled(l ]) £+)J’ converges for || . ||V

Example 1 Assume that Z,, = X, +Y,, is a birth and death process, i.e. that
the matrixz Iy is tridiagonal. Assume moreover that all the entries just above
or below the diagonal are positive (except of course for po1, which is 0 since
poo = 1). It is well-known in this case that there always exists a reversible
measure ji for ﬁo. A well-known sufficient condition for the compactness of
1y is the case where this operator is Hilbert-Schmidt, which translates in our
reversible, discrete case as

Z DijPji < OQ. (48)

i,jEN

For a birth and death process, letting py (resp. qi) denote the birth (resp.
death) probability in state k and r =1 — pp — qx > 0, this gives

Z (7“@2 +P¢C]z‘+1) < 00.

>0

As a side remark, note that II is not necessarily Hilbert-Schmidt when ﬁo 18,
as the condition Z ). (k0) T, (D) T (), (1,) < OO 18 not equivalent to (48).
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Proof Point (a) can be proved exactly the same way as Theorem 4.2 (a).

The fact that compact selfadjoint operators admit an orthonormal basis
of eigenvectors is classical. To prove (b), we only have to check that all these
eigenvectors can be taken of the form (37) for d > 2. This easily follows from
the fact that I, is compact selfadjoint in IL?(Ny, () for all d > 2, from (44)
and from Point (a).

The proof of (c) is similar to the proof of Theorem 2.4 (b). Fix v € V
and define a, v@, v@ and v® as in (46). Since " = k2u/2, (" /k) €
L%(N, z™M) and there exists (a;);>1 such that

=k af = Sk, s,

>1 1>1

where the convergence of the first series holds for || - || 1), and thus of the
second series for || - ||,. A similar decomposition for v and the use of (b)
for v® complete the proof of (47).

It only remains to observe that, for all v € V, the equation

AR PN S I B C R C)

vlv] a+ Z +j,UZ+] + Z +jv2+] +vl,]
uniquely characterizes a € R, vV v® € L2(N,p) and v® € L*(N?,v).
Indeed, since vé? = vi(i)) = 0, one must have a = vy, vil = v,0 —a and
vj(-z) = vp,j — a. O

5 On Dirichlet eigenvalues in the complement
of triangular subdomains

In this section, we consider the same model as in the previous section, and
we assume either that S = 7y is finite or that S = Zi and the restriction ﬁo
of IIp to N is compact and reversible w.r.t. some measure p. We recall that
T ={(,j) € 2% : i+j < k} and T;F = T, "N? and we define S = S*\ 7,
for all k£ > 2. Note that S5 = §*. We also define 7 = S\ ({0} xZ,.). Finally,
for k > 0, we call II; the restriction of the matrix Iy to {i € Sy : i > k}, and
for k > 1, IT; the restriction of the matrix I to S;. Note that this notation
is consistent with the previous definition of ﬁo and that ﬁ2 = 1I. Again, all
the notations of this section are gathered for reference in Appendix A.
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5.1 The case of finite state space

Let us first assume that S = Ty for some N > 1.
For 1 < k < N, the Dirichlet eigenvalue problem for the matrix II in the
set Sy consists in finding # € C and v in R’ such that

{(HU)(M) =0vuj V(i,j) €Sy, (50)

U(i,j) =0 v<’l,j) c S \ S]:

This is equivalent to finding a right eigenvector of ﬁk and extending this
vector by 0 to indices in S\ S;. For all k > 1, we define 62 as the supremum
of the moduli of all Dirichlet eigenvalues in S;;. By Perron-Frobenius’ theory,
6P is a Dirichlet eigenvalue in S.

For all d > 0, we also define @ as the supremum of the moduli of all
eigenvalues of II corresponding to right eigenvectors of the form Py(4, j)u; ;.
Again, by Theorem 4.2 (a) and Perron-Frobenius’ theory, (9 is an eigenvec-
tor of II of the form Py(i, j)u;4+;. Note that, for all d > 2, because of Propo-
sition 3.2 (c) and (e), any right eigenvector of II of the form Py(i, j)u;4; is a
Dirichlet eigenvector of Il in S for all 1 < d' < d. In particular, 95/) > gld),
The next result gives other inequalities concerning these eigenvealues.

Theorem 5.1 Assume that S = Ty.
(a) Then,
6P > 0P > 0P >...> 60, > %
I I VI . VI I
1=00 > g0 > 9@ > 9B > > gWN-1) > H) = DPN.N-
(b) If ﬁk,l is irreducible for some 1 < k < N — 1, then
0 > 00, 0% > gt (51)

and
o0 > 0% ifk >3 (52)

If ﬁo is irreducible and p;o > 0 for some 1 <i < N, then oM < 1.
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Proof Since the matrix Il is stochastic, it is clear from Theorem 4.2 (a)
that 00 = 1. By (36), pSBZn = 2p,m forall1 <n,m < N and thus Iyu = Ou
if and only if IT;v = Ov, where v, = u,/n. Hence, the largest eigenvalue of

ﬁo is ). Since
1 0
I, = ~
0 (U HQ)

for some (column) vector v € RY, it is clear that 01 < 0. Ordering
conveniently the states in §7, the matrix II; has the form

= o ﬁo 0
fi, = < o ﬁ) (53)

for some rectangular nonnegative matrix @), since the set {0, 1,..., N} x {0} is
absorbing for the Markov chain. Again, since this matrix is block triangular,

we have 0P = max{6"), #P}. Since II, = II, Theorem 4.2 (b) shows that

0L = sup o™,
k>2

Since in addition ﬁN = pynld and Iy = pyn, Theorem 5.1 (a) will hold
true if we prove that the sequences (%)), <<y and (6P)s<p<n are both non-
increasing.

By Perron-Frobenius’ characterization of the spectral radius of nonnega-
tive matrices (cf. e.g. [12]), for all 1 <k < N,

(k)
o) = sup inf —ZJEN’“ Piy ’, (54)

weRNE >0, u#£0 €Nk Wi

where, by convention, the fraction in the r.h.s. is +oo if u; = 0. Using
the notation of the proof of Proposition 4.6, for all 1 < & < N — 1 and
S RT’““ \ {0}, we have

k+1 (k)~ (k) (k)7 (k)
inf ZjeNkaE,j )“J‘ 2 jeNi Pig U \/ i /95 hij

= inf —
1€Ng 41 Uy 1€NE 41 Uj
(k) ~
< inf ZjeNkpz‘,j Uj
T ieEN, ﬁz

43



Taking the supremum over u € RT’““ \ {0} yields
g+l < k), (55)
For all £ > 2, the Dirichlet eigenvectors in S; belong to the vector space
Uy ={veR™ :v=00n Ty \ S;}.
By Perron-Frobenius’ theory again, for all £ > 2,

Dk pes; M), k) Wik,

0P = sup inf 56
g welh\{0}, w>0 (L.I)ESE W(ij) (%6)
Since §; C §_;, forall 2< k<N —1,
> * T(i,5), (k1) Wk,
9/&1 _ sup it (k1)eSy " (6:3), (k1) 2 (k1) < 9]?_ (57)
welly41\{0}, w>0 (1.1)ESE W(i,j)

This ends the proof of (a).

In Athe case where II;_; is irreducible for some 2 < kK < N — 1, it is clear
that TI; and II; are both irreducible. Then, by Perron-Frébenius’ theory,
0P (resp. 6*)) is an eigenvalue of II; (resp. II;) with multiplicity one, and
the corresponding nonnegative eigenvector has all its entries positive. In
addition, 6P (resp. 6*)) is the only eigenvalue of IT; (resp. IT;,) corresponding
to a positive eigenvector. In particular, the supremum in (56) (resp. (54)) is
attained only at vectors w € V*~1 having all coordinates corresponding to
states in S;_, positive (resp. at vectors u € (0, 00)N). Hence, the inequalities
in (57) and (55) are strict.

In the case where ﬁo is irreducible, the same argument shows that () >
0 and since 0V = #P and 6 = 0P we also have P > 0. This ends the
proof of (51).

In the case where ﬁk—l is irreducible for 3 < k < N — 1, let (u;);en, be
a positive right eigenvector of Il;. Then the vector Py (i, j)u;1; belongs to
Uy, and its restriction to §; is a right eigenvector of ﬁk However, its has
positive and negative coordinates by Proposition 3.2 (g). Therefore (52) is
proved. B

Finally, if II, is irreducible and p;y > 0 for some 1 < i < N, then the
absorbing state 0 is accessible by the Markov chain from any initial state
(possibly after several steps). It is then standard to prove that there exists
n such that the sums of the entries of each line of (ﬁo)” is strictly less than
1. This proves that (ﬁo)” cannot have 1 as eigenvalue, and thus 6V < 1. O
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5.2 The case of infinite state space

Our goal here is to extend the previous result to the case where S = Z2

and ﬁo is compact reversible. So let us assume that ﬁo is compact and is
reversible w.r.t. some measure pu.

In the case of infinite state space, when k& > 2 the Dirichlet eigenvalue
problem for IT in S} consists in finding § € C and v € L*(Z2,v) (where
the measure v is extended by convention by zero on Z, x {0} U {0} x Z,)
satisfying (50). Defining the vector space where Dirichlet eigenvectors are to
be found

U, ={vel*(Z3,v):v=0o0nZ>\ S},

the supremum 67 of the moduli of all Dirichlet eigenvalues in S; is given by
‘(u, ﬁu>y

0 = sup ———t. (58)
F ueldi\{0} [ ul[2

In view of Theorem 4.8 (c), the natural space to define the Dirichlet
eigenvalue problem in S is

. i,

> , i -
U = {v ER™ :v=01in {0} xZ, and v;; = ; _i_jvfi)j +v(?;) V(i,j) € Sy,
where vV € L*(N, 1) and v® e L?(N?, 1/)},

equipped with the norm || - [lys,, where ||v]l, = [[o®W]|2 + [[v®]|2 (this norm
is well-defined since v™") and v® are uniquely defined from v € U;). Then,
the Dirichlet eigenvalue problem in &7 consists in finding § € C and v € U,
satisfying (50). We also define 0P as the supremum of the moduli of all
Dirichlet eigenvalues in Sj.

For all d > 1, we also define 89 as the supremum of the moduli of all
eigenvalues of II corresponding to right eigenvectors of the form Py(7, j)u;t;
with u € L2(Ny, u?). By Theorem 4.8 (a),

|, g o |

9\ = sup , Vd>0.

w€L2 (Ng,u( )\ {0} Ju Hi(d)

In addition, using the notation V), defined in the proof of Proposition 4.6, it
follows from (44) that

’ (u, ﬁu),,

9D = sup , Vd > 2.

wevy  ull?
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Comparing this with (58), we again deduce from Proposition 3.2 (c¢) and (e)
that 05 > 0@ for all 2 < d’ < d.

Finally, since the matrix I, is not reversible, we need to define ) in a
slightly different way: 0© is the supremum of the moduli of all eigenvalues
of IT corresponding to right eigenvectors of the form Py(i, j)u;y; with u =
al + v, where a € R, 1 is the vector of R?+ with all coordinates equal to 1,
v € L3(N, 1) with the convention vy = 0.

Theorem 5.2 Assume that S = Z2% and that ﬁo is compact and reversible
w.r.t. a positive measure pr. Then, for all d > 1, 0F is a Dirichlet eigenvalue
of T1 in the set S& and 09 is a right eigenvalue of I1 for an eigenvector of
the form Py(i, j)uiy; with u € L2(Ny, p'®). In addition,

b > 0P > 0P > 6P > ...
I I VI i
1=00 > g > 9@ > 9B > & >

Proof For all k& > 1, the fact that §*) is an eigenvalue of II for a right
eigenvector of the form Py (i, j)u;,; with u € L2(Ny, u®) follows from Theo-
rem 4.8 (a) and from the fact that II; is compact reversible. Indeed, ||I1;| is
an eigenvalue of the compact reversible matrix I, (the corresponding eigen-
vector can be obtained for example as the limit of nonnegative eigenvectors
of finite dimensional projections of II;). The result follows since, necessarily,
6] < T

For all k > 2, we define II®) as the matrix whose restriction to S} is
ﬁk and with all other coordinates equal to zero. As the projection of a
compact operator, this matrix is compact. Since it is trivially reversible for
the measure v, Theorem 4.8 (b) applies to II*). Then, Proposition 4.6 tells
us that 6P = |||H§k) ll2, where Hgk) is defined from I1*) as II, has been defined
from II. Therefore, the fact that 62 is a Dirichlet eigenvalue for II in S} can
be deduced exactly as above.

Recall the definition of TI'™ in Section 4.2.1. For any N € N, replacing
Il by [ ), we define similarly as above the quantities ng(N) and 0%N) Due
to the remark after the proof of Proposition 4.6, we are again brought back
to the finite framework. The following result is an immediate consequence of
Lemma 4.5 and Proposition 4.6.
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Lemma 5.3 We have

VEk > 2, lim 6™ = P
N—oo

Vk > 1, lim %N = gk)
N—o0

From this lemma and Theorem 5.1 immediately follow all the inequalities in
Theorem 5.2 that concern 95 for k > 2 and % for k > 1.

As in the finite case, we easily deduce from the facts that p(l) =1

ij = iPij and

,uz(l) = 2i?u; that ﬁou = Qu with v € L3N, p) iff [liv = Qv with v; = u;/i
and v € L2(N, u)). Therefore,

o) — sup (u, o)

u€l2(N,1)\{0} ||U||u '

Since for all a € R and v € L2(N, p), Io(al +v) = al + Iyv, we deduce that

0© = sup{1;0W}. Since Il is substochastic and reversible w.r.t. i, we have
for all u € L*(N, p)

N 2 2
(u, MY, Doijo1 Hibi Uity < \/Zw ui'uipivj\/zi,j UjtiPi,j <1

[ull. Zizl Uz N Eizl u? i -

This yields
90 — 1 > [N

In order to complete the proof, it only remains to check that o = 9
and that 0P is a Dirichlet eigenvalue in ;. As in the finite case, I, has
the block-triangular form (53). Therefore, we obviously have 6P > 6P, In
addition, any Dirichlet eigenvalue in S which corresponds to an eigenvector
in U, which is nonzero on the set of indices N x {0}, must be an eigenvalue
of Tl corresponding to a right eigenvector in (N, u). Now, if u € L*(N, u)
satisfies ﬁou = Wy, then v = AWy with v; = u; /i and it follows from
Theorem 4.8 (a) that the vector #juiﬂ- is a right eigenvector of ﬁl. Since
this vector obviously belongs to U, we obtain that 7 = (1) and that 67 is
a Dirichlet eigenvalue in S7. O
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6 Application to quasi-stationarity in nearly neu-
tral finite absorbed two-dimensional Markov
chains

In this section, we restrict ourselves to the finite state space case for simplic-
ity: let S = Ty for some N € N. The first coordinate will be referred to as
type 1 and the second coordinate as type 2. Recall that the sets Z, x {0},
{0} xZ, and {(0,0)} are absorbing for the N2dMC considered above, which
means that each sub-population in the model can go extinct. This means
that the transition matrix Il has the form

mm— (i g) , (59)

after ordering the states as (0,0) first. Ordering the states in S\ {0} as
{1,..., N} x {0} first and {0} x {1,..., N} second, the matrix @) has the

form
Q1 0 0
Q=10 @ 0 (60)
Ry Ry Qs

where @; (1 < i < 3) are square matrices and R; (1 < i < 2) rectangular
matrices.

In this section, we study the problem of quasi-stationary distributions
(QSD) and quasi-limiting distributions (QLD, see the introduction) for Markov
processes, not necessarily neutral, whose transition matrix has the form (59—
60). The classical case |7] for such a study is the case when @ is irreducible,
which does not hold here. A general result is proved in Subsection 6.1. Our
results of Section 5 are then applied in Subsection 6.2 to study the quasi-
limiting distribution of nearly neutral two-dimensional Markov chains.

6.1 Yaglom limit for general absorbing two-dimensional
Markov chains

Let (X,,Y,,n > 0) be a Markov chain on § = Ty, with transition matrix
of the form (59-60). We do not assume that this process is neutral. We call
such processes A2dMC for “absorbed two-dimensional Markov chains”.
Under the assumption that the matrices (01, ()2 and ()3 are irreducible
and aperiodic, Perron-Frobenius’ theory ensures the existence of a unique
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eigenvalue #; with maximal modulus for @);, which is real and has multiplicity
one. Moreover, ); admits unique (strictly) positive right and left eigenvectors
for 0;, u; and v; respectively, normalised as v;1 = 1 and v;u; = 1, where
we use the convention that wu; is a row vector and v; is a column vector,
and where 1 denotes the column vector with adequate number of entries,
all equal to 1. In the following result, we use the classical identification
of column vectors and measures: for example, v; = ((v1)i)@0)es\{(0,0)} 18
identified with }_; oo\ (0,0 (V1)i0i, and vz = ((v3) (i) ij)es+ is identified
with Z(m)esm\m (U?’)(i,j)‘;(i,j)-

With this notation, using the results of Darroch and Seneta [7], v; ® dg
and 0y ® vy are trivial QSDs for the Markov chain (X,Y).

Theorem 6.1 Assume that the matrices QQ1, Q2 and Q)3 are irreducible and
aperiodic, Ry # 0 and Ry # 0. Then, for any i > 1 such that (i,0) € S,

lim L(Lo)[(Xn, Yn) ‘ (Xn7 Yn) # (O, O)] =11 & 50, (61)

n—-+o0o

and similarly for the initial state (0,7) € S, where L jy denotes the law of
the Markov chain (X, Y,)n>0 with initial consition (i, 7).
Moreover, for any (i,j) € S*,

nEIJPoo E(i,j)[(Xm Yn) | (Xna Yn) 7& (07 O)]

(

V1 X 50 Zf91 > 93 and ‘91 > ‘92,
50@2}2 zf02 203 and 92 >91,
vg + Wy ® Oy + g @ wo )
= 0 0,0 62
1+ w1+ wl if 03 > 01,0, (62)
Pij 1 @60+ (1 —pij) 6o @va  if 0y = by > 0,
\qvl®5o+(1—q)50®v2 if91:92:93.
where
w; = v3R; (051 — Q) 1=1,2, (63)

Dii = 5(17]) (91[ - Q3)_1 RIUI
s 5(@]7(01] - Q3)_1 (R1U1 —+ RQUZ)
vz Ryuy

d = . 65
an 1 U3<R1U1 + R2u2> ( )
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To give an interpretation of this result, we will say that there is extinc-
tion of type i conditionally on non-extinction if the QLD (62) gives mass 0
to all states with positive i-th coordinate. Conversely, we say that there is
coexistence conditionally on non-extinction if the QLD (62) gives positive
mass to the set §*. We also say that type 1 is stronger than type 2 (or type
2 is weaker than type 1) if #; > 6,, and conversely if 6, > 6.

Theorem 6.1 says that the limit behaviour of the population conditionally
on non-extinction essentially depends on whether the largest eigenvalue of @)
is 01, 05 or 3. If either 6; > 0 and 61 > 605 or 6y > 0, and 6y > 63, the QLD
is the same as if there were no individual of the weaker type in the initial
population, and there is extinction of the weaker type conditionally on non-
extinction. If 63 > 6,6, there is coexistence of both types conditionally
on non-extinction. Finally, when 6; = 6, both types can survive under the
QLD, so none of the types go extinct (according to the previous terminology),
but there is no coexistence, as one (random) type eventually goes extinct.
Observe also that the case #; = 6y > 03 is the only one where the QLD
depends on the initial condition.

Note also that, in the case where 03 < max{6, 0>} and 6; # 0,, the QLD
does not depend on any further information about the matrix (J3. In other
words, if one knows a priori that 03 < max{6;,6,} and 6; # 05, the precise
transition probabilities of the Markov chain from any state in §* have no
influence on the QLD. The QLD is only determined by the monotype chains
of types 1 and 2.

Our next result says that, for any values of 6;, 6, and 63, all the QSDs of
the Markov chain are those given in the r.h.s. of (62), when they exist and
are nonnegative.

Proposition 6.2 Under the same assumptions and notation as in Theo-
rem 6.1, the set of QSDs of the Markov chain is composed of the probability
measures pv; ® dg + (1 — p) dg @ vy for all p € [0, 1], with the additional QSD

Vg + Wy ® 0y + g ® wo
1+w11+w21

(66)
in the case where 03 > max{6y,0s}.

Proof The fact that all the QSDs giving no mass to the set S* are of the
form pv; ®dg + (1 —p) g ® g for some p € [0, 1] is an immediate consequence

of the facts that the sets {1,...,N} x {0} and {0} x {1,..., N} do not
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communicate and the only QSD of an irreducible and aperiodic Markov chain
on a finite set is given by the only positive normalized left eigenvector of the
transition matrix of the Markov chain (cf. [7]).

Assume now that p is a QSD for the Markov chain (X,,, Y;,)n>0 such that
w(S*) > 0, and write g = (p1, o, ti3), where gy (resp. po, resp. us) is the
restriction of p to the set {1,..., N} x {0} (resp. {0} x {1,..., N}, resp.
S§*). The equation u@ = 6Q for some ¢ > 0, which characterizes QSDs,
implies that u3 is a nonnegative left eigenvector for (3. Thus, by the Perron-
Frobenius theorem, p3 = avs for some a > 0 and 6 = 63. Using again the
formula pu@) = 65Q), one necessarily has

pi(051d — Q;) = avsR;, i =1,2. (67)

In the case where 03 > max{f;, 0,}, the matrices 051d — Q; and 031d — @,
are invertible, as shown in Lemma 6.3 below. Thus p is given by (66).

In the case where 03 < 6; for i = 1 or 2, we deduce from (67) that
(03 — 0;)p;u; = avsR;u;. This is impossible since the Lh.s. of this formula is
non-positive and the r.h.s. is positive as R; # 0, v3 > 0 and u; > 0. U

Proof of Theorem 6.1 For all (k,l) € S\ {(0,0)}, we want to compute
the limit of

(n)
Qi) (k)

P(ivj)KXann) = (kv l) | (XmYn) 7£ (07())] = (68)

o)
2k 1y20.0) Qi ). .01

as n — 400, where QEZ;%(W) denotes the element of ™ on the line corre-
sponding to state (i, j) € S and the column corresponding to state (k,l) € S.
Therefore, we need to analyse the behaviour of Q™ as n — +o0o. We have
by induction
Q0 0
Q"=1 0 Q3 O (69)
R Ry Q3

where

n—1
RY =" QR i=1.2. (70)
k=0
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By the Perron-Frobenius Theorem (see e.g. [12]),
QF = 0w + O((0;2)"1) (71)

for some o < 1 asn — +o00, where 1 denotes the square matrix of appropriate
dimension, whose entries are all equal to 1. We need the following result. Its
proof is postponed at the end of the subsection.

Lemma 6.3 If 6, > 03, the matrix 611d — Q3 is invertible, its inverse has
positive entries and

Rgn) ~ 9?(91[61 — Qg)*lRlulvl (72)

as n — +oo. If 01 < O3, the matrix O31d — Q)1 is invertible, its inverse has
positive entries and

R ~ 02uzvs Ry (051d — Q1) " (73)
asn — +oo. If 0 =03, as n — 400,
Rgn) ~ n@?_lugnglulvl. (74)

Theorem 6.1 can be proved from this result as follows. Let D denote the
denominator of (68). If 61,0, > 05, (72) and (71) yield for all (i,5) € S*

D~ 9?5(%]) (911d—Q3)71R1u1v11+9§5(i7]~) (921d—Q3)7IRQUQ’U21-'-939?5(2‘7]‘)’&31)31
as n — +oo. In the case when 0, > 6, since (0;1d — Q3)~! has positive
entries, we have D ~ 6075, ;)(011d — Q3) ' Ryuy. The limit of (68) when

n — +oo then follows from (72). The case 0 > 0, is treated similarly. In
the case when 6, = 0y,

D ~ 67065 [(611d — Q3) ' Riuy + (A21d — Q3) ™' Rous],

and the fourth line of (62) follows from Lemma 6.3.
In the case when 03 > 61, 05, we obtain

D~ 9?5(i,j)u3v3 [Rl (031d - Ql)ill -+ Rg(egld - Qg)ill + 1},

which implies the third line of (62).
Similarly, it follows from (71) and Lemma 6.3 that

D~ 0?5(2,” (011d — Qg)ilRlul if 6; > 03 > 02,

D~ 77,9?_15(1'7]')U3U3R1U1 if 91 = 93 > 92,
D ~ 77,9?715(2‘73‘)U3U3(R1U1 + R2u2) lf 91 = 92 = 93.
The proof is easily completed in each of these cases. O
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Proof of Lemma 6.3 Assume first that 6, > 3. One easily checks that
n—1
(6:1d — Qs) Y 6;*Q% = 611d — 6, Q5. (75)
k=0

Because of (71), the series in the previous equation converges when n — +o00.
Therefore, 6;1d — ()3 is invertible and

(0:1d — @)™ =) 67" @s,

n>0

which has positive entries since Q)3 is irreducible. Therefore, it follows from (71)

and (75) that

n—1
RYL) = Z ngRl [9?7171?’&11)1 + O((@la)”’kkl)]
k=0

n—1

= 9?71<¢911d — Gf"JrngL)(ﬁlld - Q3)71R1U1U1 +0 (Ug’UgRl]_ Z 9§(91&)n1k>
k=0

= 07(0:1d — Q3) "' Ryugvy + O(051) + O ((05 + (61)™) 1),

where we used the fact that a may be increased without loss of generality so
that 03 # 01, in which case

0? — (910[)”

n—1

ek 0 n—1—k — )
Z 3( 104) 03 — 910[
k=0

Since Ry # 0 has nonnegative entries and (6;1d—Q3) ™! and u;v; have positive
entries, the matrix (6;Id — Q3) ' Ryujv; also has positive entries, and (72)
follows. The case 63 > 6; can be handled similarly.

Assume finally that 6, = 65. By (71),

n—1
RYL) = Z (9§U3’U3 + O((Gg&)kl)) R1 (9?71?71U1’U1 + O((Gl&)nikill))
k=0
oy~

= 77,9?71U3U3R1U1U1 + O (1

(1R1U1U1 + U3U3R1 1)) + O(n(a@l)”’ll),

—

which ends the proof of Lemma 6.3. U

93



6.2 The nearly neutral case

Since IT in (59) is a block triangular matrix, we have

Sp'(IT) = {1} U Sp'(Q1) U Sp'(Q2) U Sp'(Q3),

where Sp’(A4) denotes the spectrum of the matrix A, where eigenvalues are
counted with their multiplicity.

In the case of a N2dMC satisfying the assumptions of Theorem 6.1, with
the notation of Section 4, we have @)1 = @2 = Ily. By Theorem 4.2 (b) and
Remark 4.3, {1}USp’(Q1)USp’(Q>) is the set of eigenvalues corresponding to
right eigenvectors of II of the form Py (i, j)u;4+; and P (4, j)u;4;, counted with
their multiplicity. More precisely, Sp’(Q1) corresponds to eigenvectors of the
form Pl(l)(i,j)ui+j, and Sp’(Qs) to eigenvectors of the form PI(Q)(i,j)qu. In
particular, §; = f, = ) = P, with the notation of Theorem 5.1. Moreover,
since Q3 = II®, Theorem 5.1 shows that 3 = ) = 0P < 0, = 6, and
Sp'(Q3) is the set of eigenvalues corresponding to right eigenvectors of II of
the form Py(i, j)u;y; for d > 2, counted with their multiplicity.

In other words, with the terminology defined after Theorem 6.1, coexis-
tence is impossible in the neutral case. Since the eigenvalues of @)1, @)
and ()3 depend continuously on the entries of these matrices, we deduce that
coexistence is impossible in the neighborhood of neutrality:

Corollary 6.4 Let 11 be the transition matriz of some fivred N2dMC' in Ty
such that 1y and 11y are both irreducible and there exists i € {1,...,N}
such that p;o > 0. For any A2dMC (X,Y) in Ty with transition matriz 1T’
sufficiently close to 11, coexistence is impossible in the QLD of (X,Y). Let
01,05, 05 denote the eigenvalues 61,04, 03 of Theorem 6.1 corresponding to the
matriz 1. If 0] # 05, the QLD of (X,Y) is the trivial QSD corresponding
to the stronger type: if 0] > 04, the QLD of (X,Y) is v} ® dy, where v} is the
QLD of (X,0), and if 6, > 0}, the QLD of (X,Y) is 6y ® v}, where v} is the
QLD of (0,Y).

A Notations

We gather here all the notations used at several places in the paper. Most
of these notations are introduced in Sections 4 and 5.

o4



A.1 General definitions

e For any measurable subset I' of R? and any o-finite positive measure
pwon I') L*(T, u) is the set of Borel functions f on I' defined up to
p-negligible set such that [, f?dp < +oco. We denote by (-,-), the
canonical inner product on L*(T', ) and || - ||, the associated norm. In
the case when I' is discrete, we make the usual abuse of notation to
identify the measure ;1 and the corresponding function on I'.

e For all I x [ square matrix M, where [ is a finite or denumerable set
of indices, and for all J C I, we call “restriction of the matrix M to
J” the matrix obtained from M by removing all rows and columns
corresponding to indices in I \ J.

A.2 Polynomials
Hy(X), H3(X),... are defined in Proposition 2.2.

Py(X,Y) =1.
PY(X,Y)=P(X,Y) = X.
PAX,Y)=Y.

Py(X,Y),P;(X,Y),... are defined in Theorem 3.1.

A.3 Sets
Z:+ — {0,1,}
N={1,2..1.

Nd: {d,d—i—l,...}.
Tn ={(i,7) € Z2 : i+ j < N}, where N > 0 is fixed below.

T]\’; :TNQNZ.
Finite case Infinite case
S;={0,1,...,N}. Sy =17,.
Sy={1,2,...,N}. S, =N
S ="Tn. S=122.
S =Ty S* = N2,
S =A{(,y) € Z%r ck<i+4+j <N}, S =107 EZ%r ck <i+j}, for all
for all £ > 2. k> 2.
Sik:TNm(NXZ+) ST:NXZ_F
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A.4 Matrices

Iy = (Pnm)nmes, 1s a stochastic matrix such that pgo = 1.

[T is the restriction of Il to the set of indices Sz N N1, for all £ > 0.

Pry is the projection operator on RY defined by Pry(uy, ug,...) = (ug, ..., un,0,...).

H(()N) = PryIlyPry, in the infinite case (i.e. when Sy = Z, ).

H(()N) is the Markovian kernel on Z, whose restriction to N is H((]N).

H(()N) is the restriction of HSN) to {1,...,N}.

= (7(i.5).(k.0) ) i) (kpyes, Where

( (z‘+k—1) (j+l—1

W Divj,ivjnr if (k1) € 23\ {0},
G

Tk = WA
(H—j) Ditj, itj—k—1

ket

0 otherwise,

\ .
with the convention that (;) =0ifi<0,j<0orj>1.
ii[ is the restriction of II to &*.

I, is the restriction of the matrix IT to S, for all £ > 1.

II™) is constructed from H(()N) exactly as Il is defined from Il,.

II™) is the restriction of II™) to T5.

I, = (p%n)(n,m)es,n,mzd for all d > 0, where for all (n,m) € S, n,m > d,

if (—k, 1) € 72,

( (m+d—1
("asa)) .
— Pnom  if m >,
(o)
p(d) _ (n—d)
e (";’”) o if m <n,
P:;m if m=n.

\

For A2dMC (see Section 6.1)

10 @ 00
IT= (r Q)’ where Q= 0 @2 O
Ry Ry Q3
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A.5 Measures and vectors

t = (Hi)ies;, is a reversible measure for the matrix ﬁo.
(4 + J) ity
(fn ))nGSzﬂNd for all d > 1, where
d—
—Qn(n+ ),unforallnGSZﬂNd.

( VG, ))(Z])GS* where V(ij) =

(gz(d))ZESZﬂNd_H for all d > 0, where
Z 220rallz€SZand
i1—d)(1+d »
gi(d) — ﬁ foralld>1and 7 € S; NNyyq.

WD = (h) i jyes, i jzas1 for all d > 0, where
hgoj) — 7 for all (i,7) € S* and
’ ]

|+ d
T2 i
w ) itd . .
hii = ].—d i< foralld > 1 and (i,5) € S, 4,7 > d+ 1.
/l_
1 if i = j.

A.6 Operator norms (in the infinite, reversible case)

-l is the natural operator norm on the set of bounded operators on L2(N, 1).
i
I |l is the natural operator norm on the set of bounded operators on L?(N?, v/).
Il - ll« is the natural operator norm on the set of bounded operators on
L2(Ng, p@), for all d > 1.

A.7 Eigenvalues

We refer to Sections 5.1 and 5.2 for precise definitions in the finite and infinite
cases.

0P is the biggest Dirichlet eigenvalue of II in S, for all k > 1.
9D is the biggest eigenvalue of II corresponding to right eigenvectors of the
form Py(i, j)u;tj, for all d > 0.

For A2dMC (see Section 6.1)
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01, 65 and 03 are the Perron-Frobenius eigenvalues of (), Q2 and @3, respec-
tively.

A.8 Vector spaces

Vd — {’U & RS PV = Pd(i,j)uiﬂ» with u € RSZ}.

Finite case
Uy ={veR™ :v=0o0n Ty \S;} forall k > 1.

Infinite, reversible case
Uy ={veL*(Z%,v):v=0o0nZ2 \ S} for all k > 2.

U = {v eR%A .y, = %vﬁz + vi(f)’j), v € L3N, p), v® € L2(N?, l/)}

V) ={ve (N v): v; = Py(i, j)uss; with u € L*(Ng, p\¥)} for all d > 2.
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