N

N
N

HAL

open science

Satisfying demands in heterogeneous networks

Veeraruna Kavitha, Sreenath Ramanath, Merouane Debbah

» To cite this version:

Veeraruna Kavitha, Sreenath Ramanath, Merouane Debbah. Satisfying demands in heterogeneous

networks. 2012. hal-00670732v2

HAL Id: hal-00670732
https://inria.hal.science/hal-00670732v2

Preprint submitted on 17 Feb 2012

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://inria.hal.science/hal-00670732v2
https://hal.archives-ouvertes.fr

1

Satisfying demands in heterogeneous networks

Veeraruna Kavithly Sreenath Ramand&thMerouane Debbéah
!SRM Research Institute, Bangalore, Indiagkha Wireless, Bangalore, India;
3SUPELEC, Paris, France;

Abstract

In this paper, we consider a heterogeneous network (eg.ddelts overlaid with small cells), where
users associated with their respective base stations (&8anld certain rates. These users interfere with
each other and one needs an algorithm that satisfies the derneespective of the number of interferers
and the amount of interference (whenever the demands dnetlite achievable limits). In our previous
paper, we proposed one such iterative power allocationrighge called UPAMCN (Universal power
allocation algorithm for multicell networks), when all thgents update their power profiles at the same
rate. Using two time scale stochastic approximation amglyge analyze the same (UPAMCN) algorithm,
when the heterogeneous agents update their power profiifeaent rates. We obtain partial analysis
of the algorithm using an ODE framework and demonstrate tmvergence of the proposed algorithm

via numerical examples and simulations.

. INTRODUCTION

Mobile broadband users demand certain rates dependingeanthapplication and QOS requirements.
The base station serving these users has to allocate posa&titfy user demands operating within its own
total power budget. Intra-cell and inter-cell interfererminish the available rates in multicell networks.
Neighboring base stations can co-operate to exchange ssmeof channel state information depending
on back haul capacity and processing power to alleviateference and thus enhance achievable rates.
Further, system specific components like modulation, apdmate allocation, channel estimation and
synchronization impacts the achievable rates and henceder allocation. In this context, it would
be desirable to have an universal power allocation algoritvhich runs at each BS and can satisfy user
demand rates in a variety of system configurations.

In a recent work [1], we proposed such an universal algori(tfAMCN) 1. The stochastic approxi-

mation based algorithm runs at each BS, independently amaltsineously to meet the user demands as
!For a historical perspective on power allocation algorghmefer [2] and the discussion in [1]
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long as the demands are achievable. The algorithm settisgrwa homogeneous network, where in all
the base stations update their power profiles at the same rate

In this paper, we consider a heterogeneous network. An ebeaofpsuch a network is macro cells
overlaid with small cells (pico, femto). In such a deploymehe various agents (macro cells and small
cells) can operate at different speeds. However they stériere with each other. We would like to know
if the same UPAMCN algorithm can satisfy demands even witlerogeneous agents. But, the analysis
with heterogeneous agents is not straight forward. We mepo study the behavior of the algorithm in
this heterogeneous scenario using the the two time scathagtc approximation approach. We show
that despite the disparities in the update rate, the UPAM@drithm converges to the same power

profile, that satisfies the demand rate.

[I. SYSTEM MODEL

We consider a multicell MIMO network (figure 1) with” single-antenna users in a cell. Each BS has
M transmit antennas. Every user experiences both intrgtcatismissions from parent BS) and inter-cell
(transmissions from neighboring BS) interference. Ead@r irsa cell demands a certain rate and all these
rates have to be satisfied by the BS (present in the cell) vapiérating within a total power constraint.

The received signal vector (of lengfi) received by users in cejl is given by,

N
y; =H;x;+ Y yHjx +n;forallj<N. (1)
I1=1,1#j
In the above H;; represents thél x M channel matrix (users in cejl receive signals from BS of cell
[ and we assume its elements are zero-mean unit-variangeddmplex Gaussiany; represents the
additive white Gaussian noise, represents thé/ length transmit vector in cell and~; € [0,1] is the
interference factor (representative of the level of imeghce from cell). In (1) the first term represents
the useful signal part plus the intra-cell interferenceleviihe second term is the inter-cell interference.
If P; represents the total power constraint in cglithen tr(E[xjxjH]) < P; to satisfy the power
constraint. As an example if the BS in cglluses power levels specified Ipy and aprecoding matrix
G; (of size M x K), then the transmit vector is given by = G;(,/P;-s;) (sj is a K length independent

symbol vector of zero mean and unit variance componentghigncase the power constraint leads to,
tr(E[x;xj']) < tr(E[G;,/p;j(G;/P;)"]) < P; for any j.

Given a precoding scheme, this constraint can equivaldmlyepresented by (for a possibly different



Fig. 1. A heterogeneous network
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P}) 3, prj < Pj. The symbol,y, ;, received by the usek of cell j is,

K N K
H H H - .
Yk = g%+ Z h;; % + Z Z’Ylhi,j,zXl TNk = Ukj ik T sz,j,l +nk; (2)
i=1,i#k I1=1,l#j i=1 1]

wherehy, ;,;, is thek! row of matrix Hj;. In the aboveyy ;, i; j, andiy ;, respectively represent the
useful, intra-cell interference and inter-cell interiece signal, respectively.

Every BS has to meet its users demands, for examplej Bfas to meet its users demand rates
represented by; := {7 ;,k < K}. It has to tune its power levelp; to achieve this. But the rates
achieved will also depend upon the powers used by the otter fiations. We define the following.
Power profile, P := {py j}r<k, j<n,represents the vector of the powers used at all the basenstat
and for all the users, with,, ; represents the power used by the BS of geibr userk in cell ;.

Channel State (CS), X := {H;1,H;2,--- ,Hy n}, a KN x M N matrix, represents the entire CS.

sYs

Rate for a given power profile and system,Rkj(P,H), represents the transmission ragdecated

to the userk by the base statioyj, in system represented by sys (refer table 2 and Appendig]oiof
description of example systems) when the base stationsawgergP and when the CS i%{.

Average Rate for a given system and power profileis the rate that is achieved on average when a
given system uses the power proffie: R;7" , .(P) = Ey[R;” (P, H)]. Let Ratg := { R0 | i }hj-

Power constraint (P < P) We use< in a special manner to define the power constraint. We say apow
profile P is "less that or equal to” and hence satisfies the constrafihed in terms of another power

profile P if the two profiles satisfy the constraints for each BS 3S;, pr; < >, pr; for all j < N.

I1l. ANALYSIS OF UPAMCN ALGORITHM WITH HETEROGENEOUS AGENTS

We briefly describe the universal power allocation alganittor multicell networks (UPAMCN), before

we proceed on with the analysis of the same in heterogen@amsaisos.



A. Universal Algorithm (UPAMCN): Brief summary

Each BS;j in every time slot knows the rates at which data is transthitteits users{R;"’ (P, H) }.

An iterative algorithm can find the average value of it. One tt#en update the power vectors to force
this average towards the deman{ds ;}.

Let dzrjl represent the number of bytes of data transmitted sucdlyssfuime slot ¢ + 1 by thejth
base station to its usér divided by the duration of the time slot. This ratio depengsnithe power
profile of the entire system in the previous sl@'f and the entire CS in the current sl@{/(™!), but
(P!, H'*1) are only partially known at the base stations. Howaifgf is still known at base station
as it is the source that pumps out the data and it preciselalsdggl = RS (P H!T) (see [1)).

With TI, representing the projection in to s&t, the UPAMCN algorithm is {u!} are the step sizes)
p?’}l =1y, [pfw- —ut (dfw- —71y,5)] with A; := {p € 7?,K:2:p/rC < P]} c A=A; x Ay x Ax. (3)

k
Via UPAMCN algorithm (3), all the agents (e.g., Bpupdate their own components (e.gg,: {pzd.}k)

in a decentralized manner, i.e., without the requiremenhefother agents updates (e.g., With@itj =
{pg-/;j’ # j}) and this is true for all time. Basically the agents (e.g., ageitobserve the estimates
required for their own iteration (e.g{dzd.}) directly, avoiding the need for the knowledge of the other’

parameter (e.g],?t_j) thus leading to a distributed algorithm. The analysis ¢fig3available in [1].

B. UPAMCN with heterogeneous agents
In a heterogeneous network, various agents need not bergytimdd and may update their components
at different rates, i.ey! in (3) may depend upon the agentFor example, the macro cells can operate

at a much slower rate than the small cells or vice versa. Thahere can be some indé% such the

agents withj < N; update at every time step while the agents with N; update only once im time

steps:
I .
pigt = M [k = 5 (dhy — )] whenjj < Ny (4)
P = 4, [pfw- - = (dfw- — ”w’)} if j > Ny, t=kn forsomen e {1,2,---}
kg

Pl else.

C. Two time scale algorithms: Brief Summary and comparison

Stochastic approximation algorithms can be described iereeil setting by:

Pt = pl+ pfHy (P, M), Ph=[ph - ply] forall j < N, (5)



Where{M;—} is a random process that can for example, represent somedfoestimation error. These

algorithms can be approximated by the solution of the ODIe (se e.g., [3]):
D= h;(P) with h;(P) := E[H,(P, M)] for all j (6)

and are shown to converge to a zero of the average funfiion- - , h|], under appropriate conditions
Wheneveru§. = ! for all j. There are situations in which different agents can updatéffarent rates,

ie., #5- need not be the same for gll For example one might have in (5) for somg < N
s = pf forall j < Ny andpf = b for all j > Ny with pf # .

Such situations are analyzed via the Two time scale basethagtc approximation results (see for
example [3], [4]) when say, = o(ub). These analysis primarily assume that, for any given fixed

value of the slower componenP( := {p;};>n,), the ODE corresponding to the faster components
(Pr:=A{pj}i<v)

Py (t) = hy(Ps(t), Ps) with hy := [hy, -+ hy, 1] (7)

has a unique globally stable attractdf(P,). Under some more assumptions, it is shown that the trajector

of the slower components is approximated by the ODE (seel{8pfiem 6.1, pp 287], [4, Theorem 1.1])
7.33 (t) = hS(PS(t)>A*(PS(t))) with h; := [th e 7hN] (8)

and the slower components converge towards the limit s¢teofitbove ODE.

So we have two sets of ODESs, equations (6) for single timeesalglorithms and the equations (7)-(8)
for two time scale algorithms. And the comparison of the tindf any algorithm (e.g., UPAMCN), with
or without the same update rate by all the agents, can be donerbparing the zeros of the right hand
sides of these ODEs. One can nofitkeat the two limit points have to be the same in the sense:

a) if P} is an attractor (so a zero of RHS) of ODE (8) th@g:, A*(P7)) is an attractor of ODE (6);
b) if (P, P}) is an attractor of the joint ODE (6) then necessafily= A*(P;) (because ODE (7) has

a unique attractor for any giveR;) and henceP; is an attractor of the ODE (8).

Remark: This implies that the algorithm converges to the same set of limit points, irrespective of the

disparities in the update rates.

2the precise analysis would require some extra conditiomsheme we are just pointing out the general outline. We obtain

the exact analysis for an example system in the coming stibsec



D. Analysis of UPAMCN with Heterogeneous agents

The algorithm that we would like to study (4) is slightly @ifent from the two time scale algorithms
discussed just above. Here, we need the result whem!say0 for all ¢ andul, > 0 only whent = km
for some integern. We approximate this algorithm with an algorithm in whicte telower component
is also updated every time slot but with a smaller updatefficient, that is whernyu!, = 1! /) (and in
the limit k. — o). This system can now be analyzed using the two time scalesQDE(8).

Example Scenario, Low SNR regime:We consider Low SNR regime and a single cell updating fast
in comparison with the rest, i.e., as in equation (4) wih = 1. Using [3, Theorem 6.1, pp 287] we
show that the UPAMCN converges to the same demand satispongr profile, as it would have done
in case all the users were updating at the same rate (i.en wkel).

We consider the systef@-D-ZF (a system with complete CS information, discrete transionisgates
and Zero forcing Precoder, see Table 2 of [1] for more detaitgler low SNR regime (with smait,
log(1+z) ~ x)

Pl
e (Hj, QiH, ")

K

RIS’j—D—ZF(P7 H) ~ 9

le\il,l;ﬁj Vi +op
Let us say without loss of generality that the BS 1 updatets fas, it updates its power profile every
time slot, while the rest update once intime slots wherex is very large. We approximate it with a
system in which the rest of the components are updated eivaeydot, albeit with a smaller coefficient

ut /K with k; — oo, say as below (for alk, j):

M .

Py = T, [pfm -5 (i - %a’)] whenj =1 (10)
M .

pi = T, [pi,j T tr (dk.j — %‘)] whenj > 1.

We study the above heterogeneous UPAMCN using the two auted ODESs (7)-(8). The fast ODE (7)

for UPAMCN, at slower component8_,, equals:

- . 1
Pra = Tk1— DPkiak1(P-1) With a j(P—1) = Ey . TR |
Zl:lJ;ﬁj N x T O0k;
while the ODE (8) corresponding to the slower componengs, (BS;j with j > 1)
ka’ = Tij— DPkj¥k,;(P-1) + 2, foranyk andj > 1 and where (11)

Vrj(P-1) = agy ([p’{(P_l),P_l]_j> with

. T
Pi(P_1) = [p{1(P-1),- P4 (P-1)] and withpf | == —t

a1 (P-1)



Note in the above thgbhj(P_1) represents the attractor of the faster ODE when the slowapoaents
are fixed atP_,. We obtain the following (Proof in Appendix of extended vers[?)):

Theorem 1: Under the assumptior’.1-4 (Section IV B of [1]) and for the system (10), whenever the
interference leved, ... := max-y; is within a limit the below result is true. For evefy> 0, the fraction of
time the tail of the slower components of the UPAMCN algaritt{ P, }.~., with initialization P! < P)
spends in thé-neighborhood of the limit sef,**, of the slower ODE (11) tends to one (in probability)
ast — oo. Further, whenlLs¥® the set of the demand satisfying power profiles is inside tygacity

regionC*¥*(P), it is a part of the limit sef.** in the sense:
L € {[pi(P-1),P-1]s Paeli™l. o

The above theorem also characterizes the limit set of the OBE show that all the demand satisfying
power profiles are indeed the attractors (for this low SNRngda) and hence constitute the Limit set
(see the proof in Appendix of extended versi@i)[In fact, the result about the limit set is correct even
when we consider all agents updating at the same rate. So dive aanclusion is that the UPAMCN
is not effected by the variation of the update rates at difiermgents. The example considered in this
section is a restrictive example, and we have partial thaitgustification in this case. However, in
the next sub section, via some numerical examples, we indbed that UPAMCN is unaffected by

disparities in the update rates for many general cases.

IV. SIMULATIONS AND NUMERICAL EXAMPLES

We consider a network with 3 base stations as in figure Il. Tieisvork has a macro BS (BS1) and
two small cell base stations (BS2 and BS3), both of which tepdaa faster rate in comparison with the
macro BS. Each of them support 8 users. Further, we assurtensgsnfiguratiorC-D-ZF (refer Table
2 and Appendix of [1]). Note that this is a system which supponly finite humber of transmission
rates and hence is a more practical example in comparisdntiagtone studied using the two time scale
analysis in the previous subsection. To keep it simple, vgeras that the demand rates of users in each
cell is the same and is given by = [.099 .198 .297 .396 .495 .594 .693 .792] for i = 1,2,3 .
The interference factoy = 0.5. We show via this case study the working of the algorithm dadrcthat
due to the inherent nature of the algorithm, UPAMCN can cayeeand track in a variety of scenarios.

The power profile at the macro cell is updated once itme slots while the small cells update every
time slot. We plot the UPAMCN power updates for two values<ofl and 10) in figures 2-3. We see

from the figures that the demands are met, power profile cgagetio the same point irrespective raf



Power convergence
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Fig. 2. Power convergence with heterogeneous users

Rate convergence
(3 BS, 8 users per BS, y=0.5, 0% = 0.1)
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Fig. 3. Rate convergence with heterogeneous users

albeit with different speeds. We further observe from the figures that the convergence speed of the
slower components is proportional @ which is quite intuitive (the effective number of updatefdre
convergence remain the same). More surprisingly the cgevee speed of the faster components does
not depend much upos. The reason for this being the following: the attractorshef taster components
P*,(p1) are (Lipschitz) continuous in the slower compongntand hence will vary little with small
changes in the slower component and hence it appears to baverged faster.

We further illustrate the robustness of UPAMCN algorithmaiagt update rate disparities in Table .



— K User 8 User 8
K Demand satisfying NE (converged power)
Small cell (BS 2)| Macro cell (BS1)
1 .0118 .0238 .0368 .0505 .0655 .0813 .0983 .1168
1 506 507
2 .0121 .0242 .0373 .0513 .0664 .0824 .0998 .1183
2 505 957
5 .0118 .0240 .0368 .0508 .0656 .0817 .0987 .1170
5 501 2321
10 | .0120 .0241 .0371 .0510 .0660 .0821 .0993 .1178
10 506 4540
25 .0120 .0242 .0375 .0515 .0666 .0828 .1001 .1186
25 507 11269
50 .0120 .0242 .0374 .0514 .0665 .0827 .0999 .1184
50 506 22907
100 | .0120 .0243 .0375 .0516 .0667 .0829 .1002 .1189
100 506 45014
TABLE |
TABLE Il

CONVERGED POWER PROFILE ABS1FOR DIFFERENTK
NO. OF ITERATIONS TO CONVERGE

Here, we tabulate the converged power profile of all the eigfetrs of the macro cell with different
We do not tabulate the quantities corresponding to the soedld as they do not change much with
We observe that UPAMCN converges to the same power profilalfdhe values ofx. In Table Il, we
also tabulate the number of time steps needed to convergdoatl ahich is within 3% of the demand
rates for all the users of the macro cell. We see that the rougtber of time steps for the convergence

is proportional tox.

V. CONCLUSIONS

Cellular networks with heterogeneous agents (e.g macte ogérlaid with small cells) can update
their power profile at different rates. We analyzed the mnesly proposed universal power allocation
algorithm to satisfy demand rates in multicell networks AMN) in this setting using the two time
scale stochastic approximation approach and showed thgbrtiposed algorithm works irrespective of

the disparities in the update rates.
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APPENDIX: PROOFS RELATED TOTWO TIME SCALE ALGORITHMS

Proof of Theorem 1: We obtain this proof via the [3, Theorem 6.1, pp 287]. The [3sémptions
A6.0, A6.1, A6.2, A6.3 and A63.5, pp 287] hold for this exampThus it remains to prove the [3,
Assumption A6.4], in order to apply [3, Theorem 6.1, pp 28iMe ODE corresponding to the faster

component (BS 1) for a given value of the other user’'s parare@t_; equals (for anyk and see [3])

Pen = Tk — Ravgk,j(Pr1,P-1) = rrj — Prjor1(P-1) where
(P_;) = E :
akmy _] = H H
N tr(H;,QiH; 2
D=1, N kit T ) + 0%

This fast ODE has unique solution,

TEk,1
a1(P-1)
andpj(P-1) is its unique globally stable attractor. Further it is easysée that there exists a constant

Pr1(t) = pp1(P-1) — e~ (P11 ith Pr1(P-1) = for all &

v < oo such that,

- v
g1 (P—1) — g1 (P—y)| < 2l
Ok1

and thus the functiop] is locally Lipschitz, satisfying [3, Assumption A6.4]. BB, Theorem 6.1, pp

Py — 77—1‘ With Y42 := max -y, for all k,

287], the tail of the trajectory of UPAMCN spends its time migiin the limit set of the mean ODE (see
[3] and with v (P_1) := e ([PI(P1), Pa) ),

Prj = Thkj — Pk;j¥k;j(P-1)+ 2, for anyk andj > 1.

We now characterize this limit set, denoted b§/°”. We will show that every internal (which is not
on the boundary of the constraint set) demand satisfyingep@aofile is a part of.s?: i) it is easy to
see that[p’{(Pil),Pil] is an internal demand satisfying power profile if and onlpif; is an internal
zero of the RHS of the above ODE; ii) below, we will show thaegvinternal zero of the RHS of the
above mean ODE, will be an asymptotically stable attractat laence is L5,

Let P*, be any internal zero of this ODE and let; := py ; — p;, ; for everyk andj > 1. Consider
a neighborhood of*; which is contained inside the constraint set (hence theeption term would be

zero) and in this neighborhood we have (nptevx ;(P*,) = ;)

erj= Pk 0k (P21) = Pjr(P-1) = —ep ¥k j(P1) + prj (Vrj(PL1) — ¢k 5(P-1)) -
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Let & represent the vectdrey ; }(x ;13 and there exists a constantlepending upon the andP*; such
that for all £ with |E| < r,

<€,E>< Y (=tng(P*) + Wimaa) IE.

k,j>1
Thus by [5, Global existence theorem, pp 169-170],

1€](t) < eXrom (F¥rs(Pr)ternen)t when initial conditions (0) € {€ : |€] < r}.

Hence as the interference reduces, i.ey,as. — 0 the exponent term becomes negative (in which case,
the error tends to zero asymptotically). For these smalleslof interference, every internal zero is an

asymptotically stable attractor. o



