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ABSTRACT
Several peer-to-peer systems for live streaming have been
recently deployed (e.g. CoolStreaming, PPLive, SopCast).
These all rely on distributed, epidemic-style dissemination
mechanisms. Despite their popularity, the fundamental per-
formance trade-offs of such mechanisms are still poorly un-
derstood. In this paper we propose several results that con-
tribute to the understanding of such trade-offs.

Specifically, we prove that the so-called random peer, lat-
est useful chunk mechanism can achieve dissemination at
an optimal rate and within an optimal delay, up to an addi-
tive constant term. This qualitative result suggests that epi-
demic live streaming algorithms can achieve near-unbeatable
rates and delays. Using mean-field approximations, we also
derive recursive formulas for the diffusion function of two
schemes referred to as latest blind chunk, random peer and
latest blind chunk, random useful peer.

Finally, we provide simulation results that validate the
above theoretical results and allow us to compare the per-
formance of various practically interesting diffusion schemes
in terms of delay, rate, and control overhead. In particu-
lar, we identify several peer/chunk selection algorithms that
achieve near-optimal performance trade-offs. Moreover, we
show that the control overhead needed to implement these
algorithms may be reduced by restricting the neighborhood
of each peer without substantial performance degradation.

Categories and Subject Descriptors
C.2.4 [Computer-Communication Networks]: Distributed
Systems—Distributed applications

; C.4 [Performance of Systems]: Design Studies

General Terms
Algorithms, performance
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P2P live streaming, epidemic diffusion, delay optimality.
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1. INTRODUCTION
The diffusion of live streaming through peer-to-peer (P2P)

overlays has become increasingly popular in the past few
years, as shown by the success of commercial systems like
CoolStreaming [23], PPLive [9], SopCast [2], TVants [1] and
UUSee [3]. These all rely on distributed, epidemic-style dis-
semination mechanisms: the stream is divided into small
parts, so-called chunks, that follow random, independent
paths in the peer population.

This is in contrast with structured systems like SplitStream
that consist in building a multicast overlay by means of one
or several static spanning trees [5]. The inherent scalabil-
ity and robustness of unstructured systems make them more
suitable for the heterogeneous, dynamic environment of the
Internet where peers have different upload and download ca-
pacities and may join or leave the system at random [13].
The price to pay is a random, hardly predictable perfor-
mance. It is the objective of the present paper to better
understand the performance trade-offs that can be achieved
by unstructured, epidemic live streaming systems.

1.1 Related work
The performance of unstructured P2P systems critically

depends on the peer/chunk selection algorithm used for the
chunk transmission between any two peers. These algo-
rithms may be broadly categorized as push or pull, depend-
ing on whether it is the sender or the receiver that does
the selection, respectively. Push-based schemes are more
suitable for upload-constrained systems, which is represen-
tative of peers connected through ADSL or cable for in-
stance, since the dissemination of chunks is then regulated
by the sender, as a function of its upload capacity. Pull-
based schemes, on the other hand, are more appropriate for
download-constrained systems, since the rate of chunk re-
quests adapts to the download capacity of each peer. These
allow peers to request those chunks that are closest to their
playback deadline, for instance.

It turns out that unstructured P2P systems are hard to
analyze, due to the strong interaction between peers imposed
by the peer/chunk selection algorithm. Most performance
studies rely either on measurements [4, 8], simulations [19]
or experiments [11, 12, 16, 22]. Analytical results, that are
key to the design of efficient, robust diffusion schemes, con-
cern either structured systems [7, 15, 18, 10] or unstructured
pull-based systems [20, 21, 24]. Very few theoretical results
exist in the practically interesting case of unstructured push-
based systems.



Notable exceptions are the paper by Massoulié et. al. [14],
showing the rate optimality of the so-called most deprived
peer, random useful chunk algorithm, and that by Sanghavi,
Hajek and Massoulié [17], showing the delay optimality of
the random peer, latest blind chunk algorithm. It turns out,
however, that the delay performance of the former is poor
due to the random chunk selection, while the rate perfor-
mance of the latter is poor due to the random peer selection.
To our knowledge, no unstructured P2P diffusion scheme has
yet been proved both rate and delay optimal.

1.2 Contributions
The main contribution of the paper is to prove that the so-

called random peer, latest useful chunk algorithm can achieve
dissemination at an optimal rate and within an optimal de-
lay, up to an additive constant term. This qualitative result
suggests that epidemic live streaming algorithms can achieve
near-unbeatable rates and delays.

Another key result of the paper is the delay optimality
of the random peer, latest blind chunk algorithm when com-
bined with source coding. Such a diffusion scheme is known
to achieve a diffusion rate of only 1 − e−1 in the critical
regime where the source speed is equal to the upload speed
[17]. It is thus necessary to add some redundancy to the
original signal to allow the peers to recover from chunk
losses. We show that the additional delay due to the cod-
ing/decoding scheme can be controlled (that is, made be
equal to O(1)) by bounding the correlation of successive
missing chunks.

Using mean-field approximations, we also derive recursive
formulas for the diffusion function of two schemes, the above
random peer, latest blink chunk algorithm as well as the so-
called latest blind chunk, random useful peer algorithm.

Finally, we provide simulation results that validate the
above theoretical results and allow us to compare the per-
formance of various practically interesting diffusion schemes
in terms of delay, rate, and control overhead. In partic-
ular, we identify several peer/chunk selection algorithms
that achieve near-optimal rate/delay performance trade-offs.
Moreover, we show that the control overhead needed to im-
plement these algorithms may be reduced by restricting the
neighborhood of each peer without substantial performance
degradation.

1.3 Outline
The paper is structured as follows. In Section 2 we define

the live streaming model and the schemes that we consider
in the paper. Section 3 is devoted to the theoretical results
on delay optimality. The recursive formulas are described
in Section 4. In Section 5 we give the simulation results
comparing the performance of the considered schemes under
various network conditions. Section 6 concludes the paper.

2. MODEL

2.1 Source rate and capacity constraints
Consider a P2P live streaming system consisting of one

source andN peers. The source creates a sequence of chunks,
numbered 1, 2, 3, . . ., at rate λ, and sends each chunk to one
of the N peers, chosen uniformly at random. The dissemi-
nation of each chunk to the N peers is then achieved by the
peers themselves.

Let V be the set of peers. For any u ∈ V , we denote
by s(u) the upload speed of peer u. This is the maximum
number of chunks that u can send per time unit. For sim-
plicity, we assume that there is no constraint on the number
of chunks that each peer can receive per time unit.

By convention, the average upload speed corresponds to
the transmission of one chunk by time unit, so that:

1

N

∑
u∈V

s(u) = 1.

We say that the system is in underload regime if λ < 1, in
critical regime if λ = 1 and in overload regime if λ > 1.
Clearly, some peers receive only a fraction of the chunks
sent by the source in the overload regime. Nevertheless,
peers may successfully decode the original audio or video
streaming signal if some redundancy has been added to this
signal and is included in the chunks sent by the source. Thus
all three regimes are of practical interest.

2.2 Push-based diffusion schemes
We shall focus on push-based diffusion schemes where the

transmission of a chunk between two peers is initiated by
the sender, which is the natural choice for the considered
upload capacity constrained system. We assume each peer
has only a partial knowledge of the overall system. This is
represented as a directed graph G = (V,E) where (u, v) ∈ E
if and only if u knows v, for all u, v ∈ V (we say that v is
a neighbor of u). Each peer can only send chunks to one of
its neighbors.

For any u ∈ V , let C(u) be the collection of chunks that
peer u has received. We denote by C the set of possible
collections of chunks owned by a peer. A push-based scheme
is formally described as a (possibly random) mapping from
V × CN to V × C that gives for any sender peer u, as a
function of the collections of chunks C(v) of its neighbors v,
the destination peer and the chunk c ∈ C(u) to be sent.

Push-based schemes may be broadly categorized into two
classes depending on whether the destination peer or the
chunk is selected first. In this paper, we shall restrict the
analysis to the following peer and chunk selection schemes:

Random peer: The destination peer is chosen uniformly
at random among the neighbors of u;

Random useful peer: The destination peer is chosen uni-
formly at random among those neighbors v of u such
that C(u) \ C(v) 6= ∅. When the chunk c is selected
first, the choice of the destination peer is restricted to
those neighbors v of u such that c 6∈ C(v);

Most deprived peer: The destination peer is chosen uni-
formly at random among those neighbors v of u for
which |C(u) \ C(v)| is maximum. When the chunk
c is selected first, the choice of the destination peer is
restricted to those neighbors v of u such that c 6∈ C(v);

Latest blind chunk: The sender peer u chooses the most
recent chunk (that is, the chunk of highest index) in
its collection C(u);

Latest useful chunk: The sender peer u chooses the most
recent chunk c in its collection C(u) such that c 6∈ C(v)
for at least one of its neighbors v. When the destina-
tion peer v is selected first, c is the most recent chunk
in the set C(u) \ C(v).



Random useful chunk: The sender peer u chooses uni-
formly at random a chunk c in its collection C(u) such
that c 6∈ C(v) for at least one of its neighbors v. When
the destination peer v is selected first, c is chosen uni-
formly at random in the set C(u) \ C(v).

A rich class of push-based schemes follows from the com-
bination of these peer/chunk selection algorithms. Those
considered in the paper are summarized in Table 1 below.
Figure 1 gives an example of peer/chunk selection under
these schemes. Note that, for this particular example, the
latest chunk of the sender peer has already been received by
all its neighbors. The transmission capacity of the sender
peer is then wasted in this state under the lb/up and lb/rp
schemes, since a peer will receive two or more copies of the
same chunk.

Table 1: Some push-based diffusion schemes.

Notation Scheme
rp/lb random peer, latest blind chunk
rp/lu random peer, latest useful chunk
dp/lu most deprived peer, latest useful chunk
dp/ru most deprived peer, random useful chunk

lb/rp (= rp/lb) latest blind chunk, random peer
lb/up latest blind chunk, useful peer
lu/up latest useful chunk, useful peer
lu/dp latest useful chunk, most deprived peer

1 2 3 65

5 6 7

1 2 6 8

64321

2 4 5 6

dp/ru dp/lu

lu/dp

lb/up

lu/up

rp/lu

Figure 1: Peer/chunk selection of a sender peer
(left) under the considered push-based schemes.

In the following, we assume that time is slotted so that
the transfer of any chunk by any peer takes exactly one time
slot. The source sends bλc chunks per time slot, plus one
additional chunk with probability λ−bλc, corresponding to
an arrival rate λ. Note that for λ < 1, the source sends
chunks according to a Bernoulli process. Similarly, peer u
sends bs(u)c chunks per time slot, plus one additional chunk
with probability s(u)− bs(u)c, corresponding to an average
upload speed of s(u).

We assume that at each slot, each peer has a perfect
knowledge of the state of its target peer, including the in-
tended transmissions of other peers to the same target peer.
In particular, all conflicts are solved at the beginning of each
slot, prior to the chunk transmission. The impact of imper-
fect knowledge resulting in transmissions of the same chunk
to the same target peer will be analyzed for the example of
the lb/ru scheme in Section 4.

2.3 Diffusion rate, diffusion delay
The rate/delay performance trade-off achieved by each

scheme is evaluated through the diffusion function r, where
r(t) is the probability that it takes no more than t time slots
for an arbitrary chunk created by the source to reach an ar-
bitrary peer. Equivalently, r(t) is the fraction of peers that
receive any given chunk no later than t time slots after its
creation, averaged over all chunk transmissions.

The diffusion function has the typical S-curve illustrated
by Figure 2. We refer to the asymptotic value of r(t) as
t tends to infinity as the diffusion rate. This corresponds
to the average fraction of chunks received by an arbitrary
peer; equivalently, this is the average fraction of peers that
eventually receive any given chunk. The maximum diffusion
rate is equal to 1 if λ ≤ 1 and to 1/λ in the overload regime
λ > 1.

Another key performance metric is the diffusion delay,
which is defined as the delay it takes for an arbitrary chunk
to reach a fraction 1 − ε of the peers that will eventually
receive that chunk, where ε is an arbitrary, small constant.
We take ε = 5% in the simulation results of Section 5. In
the homogeneous case where s(u) = 1 for all peers u, the
population of peers that have received any given chunk at
most doubles every time unit, so that the minimum diffusion
delay is of order log2(N) (cf. Theorem 1 below for a more
precise formulation); it may be less in heterogeneous cases
(in particular, if the upload capacity is concentrated on a
few peers only).

1

diffusion rate

diffusion delay time

fraction of peers

0

Figure 2: Performance metrics associated with the
diffusion function: diffusion rate and diffusion delay.

There is a natural trade-off between rate and delay. The
diffusion rate is typically maximized by a homogeneous dis-
semination of chunks among peers, irrespective of the age
of these chunks. This is achieved for instance by the dp/ru
scheme that has indeed been proved rate-optimal for a com-
plete graph in the underload regime, assuming the source
selects the most deprived peer [14]. We shall see that the
corresponding diffusion delay is actually far from optimal.

To minimize the diffusion delay, priority should be given
to the transmission of the latest chunk rather than to the
homogeneous dissemination of chunks among peers. The
rp/lb scheme for instance has been proved delay-optimal in
the reference scenario of a complete graph with homoge-
neous distribution of upload capacity, in both the critical
and overload regime [17]. The price to pay is a sub-optimal
diffusion rate, growing to 1 − e−1 in the critical regime as
the number of peers N tends to infinity, due to the reception
of multiple copies of the same chunk by some peers.



It is in fact unclear whether there exist push-based diffu-
sion schemes that are both rate- and delay-optimal. A key
result of the paper, proved in Section 3, is that the rp/lu
scheme can achieve dissemination at an optimal rate and
within an optimal delay, up to an additive constant term,
for the reference scenario in the underload regime. Note
that the question remains open in the general case. We use
simulations in Section 5 to compare the rate/delay trade-
offs achieved by the schemes of Table 1 in various scenarios,
including the three load regimes described above, heteroge-
neous upload capacity distributions and uncomplete graphs.

2.4 Implementation issues
There are of course a number of other key parameters

that should be considered in the design of efficient P2P live
streaming systems. One of them is the overhead that is gen-
erated by the exchange of control messages between peers
to maintain at each peer a fresh view of the collections of
chunks owned by its neighbors. The considered push-based
schemes differ significantly in this respect, ranging from the
rp/lb scheme that generates virtually no overhead (it is suf-
ficient for each peer to know its neighbors) to the dp/lu
scheme that generates a lot of control messages (it is neces-
sary for each peer to know the current collections of chunks
owned by all its neighbors).

The impact of overhead on the rate/delay performance of
a diffusion scheme could be quantified. This would require a
complete model of the P2P system, however, including the
transmission of control messages, whose frequency and con-
tent play a critical role. We prefer to model transmissions
of chunks only, assuming peers have a perfect knowledge
of the collections of chunks owned by their neighbors. We
shall simply compare qualitatively the overheads of the con-
sidered schemes and analyze the impact of some approaches
to reducing that overhead, by restricting the neighborhood
of each peer, on the efficiency of the chunk dissemination.

Another key parameter is related to source coding. In
practical P2P live streaming systems, the source contains
some redundancy in the original signal to recover from chunk
losses or delivery beyond the playback delay. The design
of the source coding scheme should then depend on the
rate/delay trade-off achieved by the diffusion scheme. Thus,
since r(t) corresponds to the fraction of chunks received by
an arbitrary peer after t time slots, the source speed must
be at least 1/r(t) that of the original signal, where t is the
playback delay, to allow the peers to successfully decode the
signal. Of course, many other parameters should be taken
into account. These include the fairness of the chunk dissem-
ination among peers, the statistical characteristics of succes-
sive chunks received by any given peer, and the additional
delay introduced by the source coding/decoding algorithms.
An example of joint design of diffusion scheme and source
coding scheme will be given in Section 3.

Finally, practical diffusion schemes should be robust to
cheating and to selfish behavior. Those schemes for which
a peer can improve its reception rate or delay by sending
false information about its state may rapidly collapse. Peers
should also be encouraged to upload chunks at the highest
possible speed, using for instance some form of tit-for-tat
mechanism similar to that of Bit-Torrent [6]. These issues
are not addressed in this paper but offer interesting perspec-
tives for future work.

3. DELAY OPTIMALITY
We shall now state the theoretical results on the delay

optimality of the random peer, latest blind chunk scheme
and the random peer, latest useful chunk scheme. Under
the former, each peer simply sends the latest chunk it has,
irrespective of whether the target peer has it or not; under
the latter, it sends the latest among the chunks that it has
and that the target peer has not yet received.

At each slot, a new chunk is created at the source with
probability λ ∈ (0, 1] and sent to one of the N peers chosen
uniformly at random. We assume a complete overlay graph
and a homogeneous upload capacity distribution, so that
the transmission of any chunk takes one slot. We denote
by D the delay it takes for any particular chunk to reach a
randomly selected peer after its creation by the source.

3.1 General lower bound
We first give a lower bound on D, valid for any diffusion

scheme. Specifically, we prove that D ≥ log2(N) + O(1),
where O(1) is a random variable uniformly bounded in N :

Theorem 1. For any diffusion scheme, we have:

Pr(D ≤ t) ≤ 2t

N
, ∀t ≥ 0. (1)

In particular, we have for all m > 0:

Pr(D ≤ log2(N)−m) ≤ 2−m. (2)

Proof. Let Yt denote the number of peers that have a par-
ticular chunk t time slots after its creation at the source,
assuming some diffusion scheme. Necessarily, Yt+1 ≤ 2Yt
irrespective of the diffusion scheme, since each peer has unit
upload capacity. Since Y0 = 1, we get Yt ≤ 2t for all t ≥ 0.
Now the probability that a randomly selected peer has the
chunk at time t is equal to E(Yt/N), from which (1) follows.
We deduce equation (2) by taking t = blog2(N)c−m in (1).
2

3.2 Random peer, latest blind chunk
We now consider the rp/lb scheme. This scheme has been

shown to achieve the optimal delay of log2(N) in the criti-
cal regime λ = 1, at the cost of a sub-optimal rate growing
to 1 − e−1 as N tends to infinity [17]. In particular, some
redundancy must be added to the original stream so as to
recover from the loss of chunks. The efficiency of the de-
coding scheme then critically depends on the distribution
of those chunks received by any given peer. We prove that
under the rp/lb scheme, each chunk is actually received by
any peer with probability at least:

q = 1− e−1/10

by time log2(N), independently of other chunks and peers,
for sufficiently large N . We shall discuss the consequence of
this result on the delay performance of a simple system that
combines source coding and the rp/lb scheme. The result
turns out to be also a key step in the proof of the joint
rate-delay optimality of the rp/lu scheme considered below.

In the sequel, we assume that the system starts at time
t = 0 and denote by At the arrival process of chunks at the
source: At = 1 if a chunk is created by the source at time t
and At = 0 otherwise. For all u ∈ V , we define Xt,t′(u) = 1
if the chunk created at time t has already been received by
peer u at time t′ and Xt,t′(u) = 0 otherwise. By convention,



we let Xt,t′(u) = 1 for all t′ ≥ t if At = 0, i.e., no chunk was
created by the source at time t. Finally, let:

T = blog2(N)c − 1. (3)

The following result is proved in Appendix A:

Theorem 2. For any time interval [a, b), consider the
following event:

E = {∀u ∈ V, ∀t ∈ [a, b), Xt,t+T (u) ≥ Zt(u)} ,

where Zt(u) are i.i.d. Bernoulli random variables of mean
q. Then the probability of event E is at least 1 − N−α, for
any α ∈ (0, 1) and sufficiently large N .

Now consider a P2P system that combines source coding
and the rp/lb push scheme. Assume that the source receives
original chunks at a rate of q − ε per time unit, where ε is
some small positive parameter. Select then some window
size W and assume that at time nW , the source creates W
encoded chunks from the (q − ε)W original data chunks it
has received over time interval [(n−1)W,nW ), using erasure
codes, so that this original data can be recovered from any
(q− ε)W chunks out of the collection of W encoded chunks.
Finally, let the source inject these W encoded chunks one
by one over the time interval [nW, (n+ 1)W ).

Then the injection rate of encoded chunks is λ = 1. Thus
the theorem entails that for sufficiently large N , with high
probability, the number of chunks received by any given peer
over time interval [nW + T, (n + 1)W + T ) is at least a bi-
nomial random variable with parameters (W, q). The prob-
ability p that this exceeds W (q − ε), and hence that decod-
ing can be performed, tends to 1 exponentially fast as W
increases. We have thus established that a simple system
combining source coding and the rp/lb scheme can achieve
diffusion at rate q− ε with arbitrarily small loss probability
in T +W = log2(N) +O(1) time slots.

It is worth noting that this system is delay-optimal but far
from rate-optimal, since the original streaming rate of the
source cannot exceed 1− e−1/10 ≈ 0.1. By an adaptation of
the proof given in Appendix A, it may actually be proved
that Theorem 2 is still valid for a delay of b(1 + ε) log2(N)c
and a probability q = 1 − e−1 − ε, where ε is an arbitrary
positive number. Thus a simple P2P system that combines
source coding and the rp/lb scheme can in fact achieve dif-
fusion at rate up to 1− e−1 ≈ 0.63 in (1 + ε) log2(N) +O(1)
time slots. The improvement in diffusion rate, at the ex-
pense of higher delays, illustrates the various performance
trade-offs that may be achieved by different combinations of
source coding and diffusion schemes.

3.3 Random peer, latest useful chunk
Finally, we state the main result of the paper, showing the

joint rate-delay optimality of the rp/lu scheme:

Theorem 3. Assume that λ < 1. There exists a constant
γ > 0 such that for all m ≥ 1:

Pr(D ≥ log2(N) +m) ≤ γ

m
, (4)

for sufficiently large N .

Equivalently, this result states that the transmission de-
lay D of any chunk to any peer is equal to log2(N) + O(1)
time slots, where the additive O(1) term is a random vari-
able, bounded in probability uniformly in N . This delay is
optimal in view of Theorem 1. The proof of Theorem 3 is
given in Appendix B.

4. RECURSIVE FORMULAS
In this section, we derive recursive formulas for the epi-

demic diffusion function of the latest blind chunk, random
peer and the latest blind chunk, random useful peer schemes
through mean-field approximations. Under the former, each
peer simply sends the latest chunk it has to a randomly cho-
sen peer; under the latter, it sends the latest chunk it has
to a randomly chosen peer among those peers that have not
yet received this chunk, if any.

We consider the reference scenario with complete graph
and homogeneous upload capacity distribution. We assume
that λ ≤ 1; the overload regime λ > 1 is considered in §4.4.
The number of peers N is assumed to be sufficiently large so
that the system may be considered in the mean-field regime
where peers are mutually independent. We further assume
that, for any given peer u, the event that a chunk belongs to
the collection C(u) of chunks owned by u is independent of
the event that any other chunk belongs to C(u). The validity
of the derived formulas will be assessed by comparison with
simulations in Section 5.

4.1 Latest blind chunk, random peer
We first consider the lb/rp scheme. Recall that r(t) corre-

sponds to the average fraction of peers that receive any given
chunk no later than t time slots after its creation. Without
any loss of generality, we assume that some tagged chunk is
created at time t = 0 and that the system is in steady state
at that time. Since the source sends each new chunk to a
randomly chosen peer, we have r(1) = 1/N . Now at any
time t ≥ 1, the tagged chunk is the latest of the collection
owned by an arbitrary peer u with probability:

p(t) = r(t)

t−1∏
k=1

(1− λr(k)). (5)

This follows from the independence assumption, noting that
for all k = 1, 2, . . . , t, r(k) is the probability that a chunk
created at time t − k is in the collection C(u) of chunks
owned by peer u at time t.

Due to the random peer selection strategy, the number
of copies of the tagged chunk that are received by an arbi-
trary peer at time t+ 1 is a binomial random variable with
parameters (N − 1, p(t)/(N − 1)). For large N , this can be
approximated by a Poisson random variable with mean p(t).
Thus the probability that an arbitrary peer receives at least
one copy of the tagged chunk at time t+ 1 is approximately
equal to 1− e−p(t). A fraction 1− r(t) of the peers that re-
ceive the chunk at time t + 1 actually need it. We deduce
the recursive formula:

r(t+ 1) = r(t) + (1− e−p(t))(1− r(t)), t ≥ 1, (6)

where p(t) is given by (5).

4.2 Latest blind chunk, random useful peer
We now consider the lb/ru scheme. The only difference

with the lb/rp scheme is that all transfers are useful as long
as some peers need the considered chunk. This gives the
recursion:

r(t+ 1) = r(t) + min(p(t), 1− r(t)), t ≥ 1, (7)

where p(t) is given by (5).



4.3 Delayed updates
As explained in 2.4, some control messages are needed to

maintain a fresh view of the collection of chunks owned by
each peer. Delaying some control messages reduce the over-
head but may impact the performance of the system. We
model such delayed updates by assuming that peers know
the state of system in the previous slot, but are not aware
of the ongoing transfers of the current slot. Therefore, col-
lisions can occur even under the lb/ru scheme when several
peers send the same chunk to the same target peer.

Consider as in §4.1 the diffusion of the chunk created at
time t = 0. A fraction 1 − r(t) of the N peers has not yet
received this chunk at time t. Thus the number of copies of
this chunk that are received by one of these N(1−r(t)) peers
at time t+ 1 is a binomial random variable with parameters
(N − 1, p(t)/N(1 − r(t))), where p(t) is given by (5). For
large N , this can be approximated by a Poisson random
variable with mean p(t)/(1 − r(t)). Thus the probability
that a peer that has not yet received the considered chunk
at time t receives at least one copy of this chunk at time t+1
is approximately equal to 1− e−p(t)/(1−r(t)). We deduce the
recursive formula:

r(t+ 1) = r(t) + (1− r(t))(1− e
−p(t)
1−r(t) ), t ≥ 1. (8)

4.4 Overload regime
In the overload regime, bλc new chunks are created by the

source at each slot, plus one additional chunk with probabil-
ity λ− bλc. The diffusion processes of these bλc or bλc+ 1
chunks will interfere in the diffusion process. We number
these chunks as 1, 2, . . . , bλc (or bλc + 1), where chunk 1
corresponds to the last created chunk. Thus chunk 1 has
priority over chunk 2, chunk 2 over chunk 3, and so on.

Now let ri be the diffusion function associated with a
chunk of index i. Again, we assume that some tagged chunk
of index i is created at time t = 0 and that the system is in
steady state at that time. At any time t ≥ 1, this chunk is
the latest of the collection owned by an arbitrary peer u if u
has got it and hasn’t got any fresher chunk. This happens
with probability:

pi(t) = ri(t)

i−1∏
j=1

(1− rj(t))

×
t−1∏
k=1

(1− (λ− bλc)rdλe(k))

bλc∏
j=1

(1− rj(k))

 . (9)

There are now dλe recursive formulas, one per diffusion func-
tion ri. These can be deduced from (6), (7), (8) by replacing
the functions r and p by ri and pi, respectively, for each con-
sidered diffusion scheme.

The global diffusion function follows by averaging:

r(t) =
1

λ

(λ− bλc)rdλe(t) +

bλc∑
i=1

ri(t)

 . (10)

5. SIMULATION RESULTS
In this section, we validate the above theoretical results

and evaluate the rate/delay performance trade-offs achieved
by the push-based diffusion schemes of Table 1 by means of
simulations.

Unless otherwise specified, results are derived for N = 600
homogeneous peers with a complete graph, which corre-
sponds to an optimal diffusion delay of log2(N) ≈ 9 slots.
Chunks that arrive more than 50 slots after their creation
are not taken into account, which is representative of a real
live streaming system with limited playback delay. In par-
ticular, the diffusion rate is approximated by the value of
the diffusion function r(t) at time t = 50.

5.1 Reference scenario
We first consider a reference scenario that consists of a

complete graph with a common upload speed s(u) = 1 for
all peers u. Figure 3 shows the diffusion functions in the
critical regime λ = 1.
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Figure 3: Diffusion in the reference scenario.

The first four schemes clearly outperform the three others.
Among these four top schemes, the dp/lu tends to be slower
than the three others, which is a consequence of the prior-
ity given to the peer selection over the chunk selection. The
performance of the last two schemes is good regarding either
rate or delay but not both, as announced in §2.3. Finally,
the high delay suffered by the rp/lu scheme may be sur-
prising in view of the delay optimality of this scheme stated
in Theorem 3. This is because the theoretical result is not
valid in the considered critical regime. Moreover, we shall
see in §5.3 that the additional constant delay predicted by
Theorem 3 is significant even in the underload and overload
regimes, as soon as the source speed λ is close to 1.

5.2 Impact of the number of peers
We now let the number of peers N vary from 75 to 4000.

The results are shown in Figure 4. The diffusion rate is
constant for all schemes but the lb/up and dp/ru schemes.
For the lb/up scheme it increases with N , which suggests
the asymptotic rate optimality of this scheme. As expected,
the diffusion rate of rp/lb is equal to 1 − e−1. The rp/lu
scheme, where the last useful chunk is selected, achieves a
rate close to 0.93. All schemes but the dp/ru scheme have an
optimal diffusion delay of log2(N) + O(1), which shows the
good scalability of these schemes. The additional constant is
significant for the rp/lu scheme (around 25 slots), moderate
for the dp/lu scheme (between 5 and 10 slots), slight for the
other schemes (less than 5 slots). Finally, the dp/ru scheme
has poor delay performance, which is a consequence of the
random chunk selection and induces a decrease of its rate
for large N (some chunks are received after the maximum
delay of 50 slots).
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Figure 4: Impact of the number of peers.

5.3 Impact of source speed
We now analyze the impact of the upload speed λ. Results

are shown in Figures 5(a)-5(b) when λ varies from 0 to 2,
for N = 600 peers. Observe that the rp/lu scheme has poor
delay performance not only in the critical regime λ = 1 but
in all regimes close to critical, as announced. This means
that the additional constant delay given in Theorem 3 is far
from negligible. The rp/lb scheme achieves a diffusion rate

close to 1−e−1/λ in low delay, as expected [17]. The perfor-
mance of the other schemes is nearly optimal for both rate
and delay, except for the dp/ru and dp/lu schemes that be-
have poorly in overload regime. Note that the dp/ru scheme
doesn’t reach any steady state, which is a consequence of the
random chunk selection coupled with the fact that each peer
receives at most a fraction 1/λ of the chunks.

5.4 Validation of the recursive formulas
We now validate the mean-field approximation used to

derive the recursive formulas of Section 4. Figures 6(a)-6(b)
compare the diffusion rate and diffusion delay obtained by
analysis and by simulation, in the scenario of §5.3. The
formulas are quite accurate for both rate and delay. The
most significant difference concerns the rp/lb scheme, where
the formula overestimates the delay for λ ≈ 0.3 by 1.5 slots
(corresponding to an error of 10%). Regarding the lb/up
scheme, the delay estimation is very good but the formula
slightly overestimates the rate for λ close to 1 (the error
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Figure 5: Impact of source speed.

is less than 4%). Finally, the formula of the lb/up scheme
with imperfect knowledge slightly overestimates both delay
and rate for λ ≈ 0.8 (error less than 6% for both metrics).
Interestingly, these anomalies occur at the maximum source
speed λ for which the diffusion rate is very close to 1; this
is due to the fact that the fraction of peers that need any
given chunk at time t, approximated by 1 − r(t), becomes
hard to estimate in this specific regime.

5.5 Heterogeneous upload capacities
So far we have considered the case of homogeneous upload

capacities only. The practically interesting case of heteroge-
neous upload capacities is much less well understood. Re-
call that, of all considered strategies, the dp/ru scheme is the
only one for which optimality results exist for heterogeneous
upload capacities (it is known to be rate-optimal).

In order to investigate the impact of heterogeneity, we
consider, for any fixed parameter h ∈ [0, 1], a scenario where
s(u) = 2 for a fraction 1

3
h of the peers, s(u) = 0.5 for another

fraction 2
3
h of the peers, and s(u) = 1 for all other peers.

The average upload capacity is therefore still equal to 1. We
refer to h as the factor of heterogeneity : h = 0 corresponds
to the homogeneous case, and the upload variance grows
linearly with h. Figures 7(a)-7(b) show the diffusion rate and
the diffusion delay of the considered schemes as a function
of the heterogeneity factor in the critical regime (λ = 1).

Observe that the performance of the top three schemes
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Figure 6: Validation of the recursive formulas.

worsens with h, for both rate and delay. In particular, the
diffusion delay approximately doubles when h grows from 0
to 1. The impact is less significant for the rp/lu scheme:
the diffusion rate remains approximately unchanged, while
the diffusion delay increases by 25%. Regarding the rp/lb
and lb/up schemes, the diffusion delay is almost insensitive
to heterogenity, but the diffusion rate is strongly impacted,
especially for the latter that looses about 35%.

5.6 Restricted neighborhoods
As mentioned in §2.4, a complete overlay graph is hard

to implement in practice because of overhead issues. We
propose to investigate three simple ways to bypass this issue:

Static graph: The graph G is an Erdös-Rényi graph with
an average degree of 10, that ensures connectivity with
high probability for the considered set of N = 600
peers. The graph remains the same during the whole
diffusion process.

Random graph: For each chunk transmission, the sender
peer selects uniformly at random two peers among the
N−1 other peers; the diffusion scheme then applies to
these two potential target peers. Note that the graph
is now dynamic.

Adaptive graph: For each chunk transmission, the sender
peer keeps track of the last target peer and select uni-
formly at random another peer among the N−2 other
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Figure 7: Diffusion as a function of heterogeneity.

peers; again, the diffusion scheme then applies to these
two potential target peers. Note that this technique
is somewhat reminiscent of the “optimistic unchoking”
used by BitTorrent [6].

The results are shown in Figure 8, in the scenarios of
§5.3 for the source speed λ and §5.5 for the heterogeneity
factor h. The same instance of the Erdös-Rényi graph is used
for all plots. We observe that for most diffusion schemes,
this static restriction of neighborhood strongly reduces the
diffusion rate. This is particularly true for the dp/lu and
dp/ru schemes in heterogeneous cases. The chaotic nature
of the diffusion rate as a function of heterogeneity is due
to the fact that results are derived for each value of h from
a different distribution of upload capacities over the nodes
of the Erdös-Rényi graph. This exemplifies the sensitivity
of the most deprived peer selection scheme to the network
structure.

The adaptive neighborhood, on the other hand, increases
the diffusion delay of most schemes. It turns out that the
basic random graph approach, where the sender peer se-
lects two potential target peers at random, achieves the best
trade-off. The performance degradation is slight in most
cases compared to the complete graph. In particular, the
top three schemes have very good performance, even in the
worst case of heterogeneous networks in the critical regime.
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Figure 8: Impact of restricted neighborhoods on performance.



6. CONCLUSION
We have analyzed the rate/delay performance trade-offs

of various push-based diffusion schemes. A key result of the
paper is that joint rate and delay optimality can be achieved
by these epidemic-style algorithms, whereas such optimality
results were known for structured systems only.

By simulation, we have identified some good diffusion
schemes like dp/lu, lu/dp, lu/up and lb/up, and provided
an explicit formula for the diffusion function of the latter.
These are strong practical contenders for a live streaming
system. Some key implementation issues remain open, how-
ever, like the joint design of the source coding and diffusion
schemes, the building and evolution of the overlay graph, the
frequency and size of control messages and the robustness
to cheating and selfish behavior.
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APPENDIX
A. PROOF OF THEOREM 2

Let us first establish the following intermediate result.

Lemma 1. Let β ∈ (0, 1) be a fixed constant. The number
of attempts η to push any given chunk during the T time slots
following its creation verifies:

Pr(η ≥ N/9) ≥ 1− 2N−β , (11)

for sufficiently large N .

Proof. Consider the classical gossip process, described as
follows. There is a population of N users. In each round,
each infected user selects uniformly at random another user,
which becomes infected after its being selected.

Denoting by Yt the number of infected individuals after t
rounds, starting with Y0 = 1, we now establish bounds on
the values of Yt that strengthen the bounds provided in [17].
Let Ȳt denote the expected value of Yt.

To this end, we first recall the following result from [17]:

Lemma 2. For any t ≥ 0, let:

G(y) = E(Yt+1|Yt = y).

We have:

G(y) = y + (N − y)[1− (1− 1/N)y].

Moreover, the function G is non-decreasing, and verifies:

2y(1− y/N) ≤ G(y) ≤ 2y. (12)



This yields the following corollary:

Corollary 1. For any t ≥ 0, we have the following
bounds:

2t
[
1− 2t

N

]
≤ Ȳt ≤ 2t. (13)

Proof. Since Y0 = 1 and Yt ≤ 2Yt−1 for all t ≥ 1, we have
Yt ≤ 2t for all t ≥ 0, from which the second inequality in
(13) follows.

The first inequality in (13) is obvious when 2t > N . Let
us thus assume that 2t ≤ N . Write then

Ȳt = E[G(Yt−1)].

Thus, in view of (12),

E[2Yt−1(1− Yt−1/N)] ≤ Ȳt.

Using the fact that Yt−1 ≤ 2t−1 almost surely, this entails

2Ȳt−1(1− 2t−1/N) ≤ Ȳt.

By induction, this further implies:

2t
t−1∏
n=0

(1− 2n/N) ≤ Ȳt.

By the inequality (1−x)(1−y) ≥ 1−x−y, valid for any two
numbers x, y ∈ [0, 1], the previous inequality implies that:

Ȳt ≥ 2t
[

1−N−1
t−1∑
n=0

2n
]
.

The desired inequality follows. 2

The argument detailed in [17, Proof of Theorem 5] implies
the following result:

Lemma 3. Let β ∈ (0, 1) be a fixed constant. There exists
some ε > 0 such that the number of attempts η to push any
given chunk in the T time slots following its creation verifies:

Pr(η ≥ ȲT − 2TN−ε) ≥ 1− 2N−β . (14)

We are now ready to complete the proof of Lemma 1. In
view of (3) and (13), one has:

ȲT − 2TN−ε ≥ 2T [1− (1/N)2T −N−ε]
≥ (N/4)[1− 1/2−N−ε]
≥ N/9,

for sufficiently large N . Combined with (14), this yields the
desired result (11). 2

The proof of Theorem 2 proceeds as follows. For each
time slot t ∈ [a, b), we consider the event Bt that the chunk
created at time t has been pushed at least Mt times by
time t+ T , where Mt is a Poisson random variable Mt with
mean N/10. By Chernoff’s inequality, the probability that
Mt > N/9 is exponentially small in N . It then follows from
Lemma 1 that:

Pr(Bt) ≥ 1− 3N−β , (15)

for sufficiently large N . Since each target peer is chosen uni-
formly at random, the total number of selections of a given
peer u among the first Mt attempts to push a chunk gener-
ated at time t is a Poisson random variable with mean 1/10.

Furthermore, these Poisson random variables are mutually
independent across peers and across chunks. Let Zt(u) = 1
if the corresponding Poisson random variable is positive, and
Zt(u) = 0 otherwise. Since

Pr(Zt(u) = 1) = 1− e−1/10,

these variables are distributed as specified in Theorem 2.
Finally, note that on the event ∩t∈[a,b)Bt, each peer u has
received each chunk generated at time t by time t+ T pro-
vided Zt(u) = 1. The probability of this event is, by the
union bound, at least:

1− 3(b− a)N−β = 1− 3(b− a)

Nβ−α N−α.

The proof follows by choosing β > α. 2

B. PROOF OF THEOREM 3
We first give an informal description of the argument be-

fore providing the details. Our aim is to find a constant
γ > 0 such that for any m ≥ 1, the probability of a given
peer not receiving a given chunk after T + m time slots is
bounded by γ/m.

To this end, we shall consider, for some arbitrary time
slot a and some constant δ ∈ (0, 1), the number of chunks
created over the time interval [a, b), with b − a = dδme,
and not yet received by some arbitrary peer at time a′ =
b+T . We shall show that over the time interval [a′, b′), with
b′ − a′ = m − dδme, with probability 1 − O(1/m), all such
originally missing chunks must have been received at the
exception of at most ` missing chunks, for some fixed `. By a
monotonicity argument, the probability that a chunk created
at time a is not received by time b′ is at most `/(b− a) +
O(1/m) = O(1/m). Thus the probability that a chunk is
not yet received b′ − a = T + m slots after its creation is
O(1/m), which is the announced result.

To establish the intermediate result, we consider for any
given set L of ` chunks created over [a, b) the number M(L)
of peers who made push attempts during [a′, b′) towards the
considered peer, say peer v, while these pushers did hold
some chunk with time stamp in L. We show that with prob-
ability 1 − O(1/m), one such opportunity must have been
used to provide the target peer v with one of these chunks,
by showing that M(L) is larger than the number of later
chunks that can be provided to v during [a′, b′).

This number of later chunks is bounded from above by
the quantity I + J , where I and J are defined as follows:
I denotes the number of chunks created over [a, b′ − T ); J
denotes the number of chunks created over [b′ − T, b′) and
received by peer v. Thus the main step consists in showing
that with probability 1−O(1/m), for all L ⊂ [a, b) such that
|L| = `, it holds that

M(L) > I + J. (16)

We now provide the detailed arguments. For any given
λ < 1, define:

δ =
1− λ

7
. (17)

Select ` > 0 such that

Pr(B ≥ 1) ≥ 1− δ, (18)

where B is a binomial random variable with parameters
(`, q), with q as defined in Theorem 2. It can be readily



checked that the following choice will do:

` =

⌈
log(1/δ)

q

⌉
.

Consider the event E defined in Theorem 2, and the corre-
sponding random variables Zt(u). Recall that on E , at time
a′ = b+ T , peer u holds the chunk created at time t ∈ [a, b)
whenever Zt(u) = 1. For a given subset L ⊂ [a, b), let:

K(L) =
∑
u∈U

max
t∈L

Zt(u)× 1{u contacts v during [a′, b′)}.

Clearly, on the event E , it holds that K(L) ≤M(L).
We now introduce the following event:

F = E ∩ I ∩ J ∩ K,

where

I = {I ≤ (λ+ δ)m}, J = {J ≤ δm},

and

K = {∀L ⊂ [a, b), |L| = `, K(L) ≥ (1− 4δ)m}.

On the event F , inequality (16) must hold for all size-` sub-
sets L of [a, b). Indeed, necessarily

M(L) ≥ K(L) ≥ (1− 4δ)m,

and, in view of (17),

I + J ≤ (λ+ 2δ)m = (1− 5δ)m.

Let us show that event F has probability 1 − O(1/m).
To this end, note first that I follows a binomial distribution
with parameters (m,λ); hence, by Chernoff’s inequality, the
probability of event I verifies:

Pr(I) = Pr(I ≤ (λ+ δ)m) ≥ 1− e−θm, (19)

for some positive constant θ which depends on λ and δ only.
To bound the probability of event J , note that, using an
argument similar to that in the proof of Theorem 1, the
random variable J verifies:

E[J ] ≤ 1

N

T∑
n=0

2n ≤ 1.

Hence, Chebitchev’s inequality entails that:

Pr(J ) = Pr(J ≤ δm) ≥ 1− 1

δm
. (20)

Finally, the random variable K(L) is distributed as a Bi-
nomial random variable with parameters (N, p), with

p = Pr(B ≥ 1)× (1− (1− 1/N)m−dδme).

The first term is the probability that Zt(u) = 1 for some
t ∈ [a, b), for some arbitrary peer u; the second term is the
probability that an arbitrary peer contacts v during [a′, b′).
In view of (18), the probability p satisfies p ≥ p′ for suffi-
ciently large N , with:

p′ = (1− 3δ)
m

N
.

Denoting by K′ a Binomial random variable with parame-
ters (N, p′), we obtain for sufficiently large N ,

Pr(K) = Pr(∀L ⊂ [a, b), |L| = `, K(L) ≥ (1− 4δ)m}),

≥ Pr(K′ ≥ (1− 4δ)m)(
b−a

` ),

≥ 1−

(
b− a
`

)
e−κm, (21)

where the last inequality follows from Chernoff’s inequality,
for some positive constant κ which depends on δ only.

Put together, inequalities (19)-(21) and Theorem 2 imply

Pr(F) ≥ 1−N−α − e−θm − 1

δm
−

(
b− a
`

)
e−κm, (22)

for sufficiently large N .
Now it is easily seen that the following monotonicity prop-

erty holds, for an arbitrary peer u, any time slots t, t′ such
that t < t′:

Xt,t′(u) ≥d Xt+1,t′(u).

In words, the older the chunk, the more likely it has already
been received by peer u. This provides the first inequality
in the following:

Pr(Xa,b′(v) = 0) ≤ 1

b− a
∑
t∈[a,b)

Pr(Xt,b′(v) = 0)

≤ 1

b− a
∑
t∈[a,b)

Pr(Xt,b′(v) = 0|F) + Pr(F)

≤ `

b− a + Pr(F),

where F is the complement of event F . The last inequality
follows because on event F , the number of chunks created
over [a, b) and not yet received by peer v is no larger than
`. In view of (22), we get:

Pr(Xa,b′(v) = 0) ≤ `

b− a+N−α+e−θm+
1

δm
+

(
b− a
`

)
e−κm.

Thus, provided m ≤ Nα, and using b−a = dδme, we obtain:

Pr(Xa,b′(v) = 0) ≤ γ

m
,

where γ is the constant given by:

γ =

[
`+ 1

δ
+ 1 + sup

m≥1

(
me−θm +mdmδe`e−κm

)]
.

This constant only depends on λ since so do δ, `, θ and κ,
cf. (17), (18), (19) and (21). 2
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