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Abstract: High performance computing applications must be resilient to faults, which are com-
mon occurrences especially in post-petascale settings. The traditional fault-tolerance solution is
checkpoint-recovery, by which the application saves its state to secondary storage throughout exe-
cution and recovers from the latest saved state in case of a failure. An oft studied research question
is that of the optimal checkpointing strategy: when should state be saved? Unfortunately, even
using an optimal checkpointing strategy, the checkpointing frequency must increase as platform
scale increases, leading to higher checkpointing overhead. This overhead precludes high parallel ef-
ficiency for large-scale platforms, thus mandating other more scalable fault-tolerance mechanisms.
One such mechanism is replication, which can be used in addition to checkpoint-recovery. Using
replication, multiple processors perform the same computation so that a processor failure does not
necessarily imply application failure. While at first glance replication may seem wasteful, it may
be significantly more efficient than using solely checkpoint-recovery at large scale. In this work
we investigate a simple approach where entire application instances are replicated. We provide a
theoretical study of checkpoint-recovery with replication in terms of expected application execu-
tion time, under an exponential distribution of failures. We design dynamic-programming based
algorithms to define checkpointing dates that work under any failure distribution. We also conduct
simulation experiments assuming that failures follow Exponential or Weibull distributions, the lat-
ter being more representative of real-world systems, and using failure logs from production clusters.
Our results show that replication is useful in a variety of realistic application and checkpointing
cost scenarios for future exascale platforms.

Key-words: Fault-tolerance, replication, checkpointing, parallel job, Weibull, exascale



La réplication pour Pamélioration de la
résilience des applications sur systemes exascales

Résumé : Les applications de calcul a haute-performance doivent étre ré-
siliantes aux pannes, car les pannes ne seront pas des événements rares sur les
plates-formes post-petascales. La tolérance aux pannes est traditionnellement
réalisée par un mécanisme d’enregistrement et redémarrage, au moyen duquel
I’application sauve son état sur un systéeme de stockage secondaire et, en cas
de panne, redémarre a partir du dernier état sauvegardé. Une question souvent
étudiée est celle de la stratégie de sauvegarde optimale: quand 1’état doit-il étre
sauvé ? Malheureusement, méme quand on utilise une stratégie de sauvegarde
optimale, la fréquence de sauvegarde doit augmenter avec la taille de la plate-
forme, augmentant mécaniquement le colit des sauvegardes. Ce colit interdit
d’obtenir une trés bonne efficacité sur des plates-formes a trés large échelle,
et requiert d’utiliser d’autres mécanismes de tolérance aux pannes, qui passent
mieux a I’échelle. Un mécanisme potentiel est la réplication, qui peut étre utilisée
conjointement avec une solution de sauvegarde et redémarrage. Avec la réplica-
tion, plusieurs processeurs exécutent le méme calcul de sorte que la panne de
'un d’entre eux n’implique pas nécessairement une panne pour l'application.
Alors qu’a premiere vue une telle approche gaspille des ressources, la répli-
cation peut étre significativement plus efficace que la seule mise en ceuvre de
techniques de sauvegarde et redémarrage sur des plates-formes a trés grande
échelle. Dans la présente étude nous considérons une approche simple ot une
application toute entiere est répliquée. Nous fournissons une étude théorique
d’un schéma d’exécution avec réplication lorsque la distribution des pannes suit
une loi exponentielle. Nous proposons des algorithmes de détermination des
dates de sauvegarde quand la distribution des pannes suit une loi quelconque.
Nous menons aussi une étude expérimentale, au moyen de simulations, basée
sur une distribution de pannes suivant une loi exponentielle, de Weibull (ce qui
est plus représentatif des systémes réels), ou tirée de logs de clusters utilisés
en production. Nos résultats montrent que la réplication est bénéfique pour un
ensemble de modeles d’applications et de colt de sauvegardes réalistes, dans le
cadre des futures plates-formes exascales.

Mots-clés : Tolérance aux pannes, réplication, checkpoint, tdche paralléle,
Weibull, exascale
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1 Introduction

As plans are made for deploying post-petascale high performance computing
(HPC) systems [I0] 23], solutions need to be developed to ensure resilience to
failures that occur because not all faults can be automatically detected and cor-
rected in hardware. For instance, the 224,162-core Jaguar platform is reported
to experience on the order of 1 failure per day [21],[2], and its scale is modest com-
pared to platforms in the plans for the next decade. For applications that enroll
large numbers of, or perhaps all, processors a failure is the common case rather
than the exception. One can recover from a failure by resuming execution from
a previously saved fault-free execution state, or checkpoint. Checkpoints are
saved to resilient storage throughout execution (usually periodically). More fre-
quent checkpoints lead to less loss when a failure occurs but to higher overhead
during fault-free execution. A checkpointing strategy specifies when checkpoints
should be taken.

A large literature is devoted to developing efficient checkpointing strategies,
i.e., ones that minimize expected job execution time, including both theoretical
and practical efforts. The former typically rely on assumptions regarding the
probability distributions of times to failure of the processors (e.g., Exponential,
Weibull), while the latter rely on simulations driven by failure datasets obtained
on real-world platforms. In a previous paper [4], we have made several contri-
butions in this context, including optimal solutions for Exponential failures and
dynamic programming solutions in the general case.

A major issue with checkpoint-recovery is scalability: the necessary check-
point frequency for tolerating failures in large-scale platforms is so large that
processors spend more time saving state than computing. It is thus expected
that future platforms will lead to unacceptably low parallel efficiency if only
checkpoint-recovery is used, no matter how good the checkpointing strategy.
Consequently, additional mechanisms must be used. In this work we focus on
replication: several processors perform the same computation synchronously, so
that a fault on one of these processors does not lead to an application failure.
Replication is an age-old fault-tolerant technique, but it has gained traction
in the HPC context only relatively recently. While replication wastes com-
pute resources in fault-free executions, it can alleviate the poor scalability of
checkpoint-recovery.

Consider a parallel application that is moldable, meaning that it can be
executed on an arbitrary number of processors, which each processor running
one application process. In our group replication approach, multiple application
instances are executed. One could, for instance, execute 2 distinct n-process ap-
plication instances on a 2n-processor platform. Each instance runs at a smaller
scale, meaning that it has better parallel efficiency than a single 2n-process in-
stance due to a lower checkpointing frequency. Furthermore, once an instance
saves a checkpoint, the other instance can use this checkpoint immediately.
Given the above, our contributions in this work are:

e A theoretical analysis of the optimal number of processors to use for a
checkpoint-recovery execution of a parallel application, for various parallel
workload models for Exponential failure distributions;

e An effective approach for group replication, with a theoretical analysis
bounding expected execution time for Exponential failure distribution,
and several dynamic programming solutions working for general failure
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distributions;

e Extensive simulations showing that group replication can indeed lower
application running times, and that some of our proposed strategies deliver
good performance.

The rest of this paper is organized as follows. Section [2] discusses related work.
Section [3] defines the theoretical framework and states key assumptions. Sec-
tion [ discusses the optimal number of processors for a checkpoint-recovery
execution of a parallel application under an Exponential distribution of failures.
Section [f] provides several approaches for group replication, and the theoretical
analysis of one of them. Section [6] resp. Section [7], describes our experimental
methodology and results. Each section corresponds to a different set of results,
for historical reasons. Finally, Section [8] concludes with a summary of our find-
ings and with future perspectives.

2 Related work

Checkpointing policies have been widely studied in the literature. In [9], Daly
studies periodic checkpointing policies for Exponentially distributed failures,
generalizing the well-known bound obtained by Young [29]. Daly extended his
work in [16] to study the impact of sub-optimal checkpointing periods. In [26],
the authors develop an “optimal” checkpointing policy, based on the popular
assumption that optimal checkpointing must be periodic. In [6], Bouguerra et
al. prove that the optimal checkpointing policy is periodic when checkpointing
and recovery overheads are constant, for either Exponential or Weibull failures.
But their results rely on the unstated assumption that all processors are reju-
venated after each failure and after each checkpoint. In our recent work [4], we
have shown that this assumption is unreasonable for Weibull failures. We have
developed optimal solutions for Exponential failures and dynamic programming
solutions for any failure distribution, demonstrating performance improvements
over checkpointing approaches proposed in the literature in the case of Weibull
and log-based failures. The Weibull distribution is recognized as a reasonable
approximation of failures in real-world systems [I4] [25]. The work in this paper
relates to checkpointing policies in the sense that we study a replication mech-
anism that is used as an addition to checkpointing. Part of our results build on
the algorithms and results in [4].

In spite of all the above advances, several studies have questioned the fea-
sibility of pure checkpoint-recovery for large-scale systems (see [12] for a dis-
cussion of this issue and for references to such studies). In this work, we study
the use of replication as a mechanism complementary to checkpoint-recovery.
Replication has long been used as a fault-tolerance mechanism in distributed
systems [I3] and more recently in the context of volunteer computing [I8]. The
idea to use replication together with checkpoint-recovery has been studied in
the context of grid computing [28].One concern about replication in HPC is
the induced resource waste. However, given the scalability limitations of pure
checkpoint-recovery, replication has recently received more attention in the HPC
literature [24) [31), [TT].

In this work we study “group replication,” by which multiple application in-
stances are executed on different groups of processors.An orthogonal approach,
“process replication,” was recently studied by Ferreira et al. [I2] in the context
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of MPI applications. To achieve fault-tolerance, each MPI process is replicated
in a way that is transparent to the application developer. While this approach
can lead to good fault-tolerance, one of its drawbacks is that it increases the
number and the volume of communications. Let V,,; be the total volume of
inter-processor communications for a traditional execution. With process repli-
cation using g replicas per replica-groups, each original communication now
involves g sources and g destinations, hence the total communication volume
becomes Vi,; x g2. Instead, with group replication using g groups, each origi-
nal communication takes place g times, hence the total communication volume
increases only to Vio; X g. Another drawback of process replication is that it
requires the use of a customized MPI library (such as the prototype developed
by the authors in [I2]). By contrast, group replication is completely agnostic to
the parallel runtime system and thus does not even require MPI. Nevertheless,
even for MPI applications, group replication provides an out of the box fault-
tolerance solution that can be used until process replication possibly becomes a
mainstream feature in MPI implementations.

3 Framework

We consider the execution of a tightly-coupled parallel application, or job, on
a platform composed of p processors. We use the term processor to indicate
any individually scheduled compute resource (a core, a multi-core processor,
a cluster node) so that our work applies regardless of the granularity of the
platform. We assume that system-level checkpoint-recovery is enabled.

The job must complete W units of (divisible) work, which can be split ar-
bitrarily into separate chunks. The job can execute on any number ¢ < p
processors. Letting W(q) be the time required for a failure-free execution on ¢
processors, we use three models:

o Perfectly parallel jobs: W(q) = W/q.

o Generic parallel jobs: W(q) = (1 —y)W/q+~W. As in Amdahl’s law [IJ,

~v < 1 is the fraction of the work that is inherently sequential.

o Numerical kernels: W(q) = W/q +yW?/3/,/q. This is representative of

a matrix product or a LU/QR factorization of size N on a 2D-processor
grid, where W = O(N3). In the algorithm in [3], ¢ = r? and each proces-
sor receives 2r blocks of size N2/r? during the execution. Here v is the
communication-to-computation ratio of the platform.

Each participating processor is subject to failures. A failure causes a down-
time period of the failing processor, of duration D. When a processor fails, the
whole execution is stopped, and all processors must recover from the previous
checkpoint. We let C(gq) denote the time needed to perform a checkpoint, and
R(q) the time to perform a recovery. The downtime accounts for software reju-
venation (i.e., rebooting [I7,[8]) or for the replacement of the failed processor by
a spare. Regardless, we assume that after a downtime the processor is fault-free
and begins a new lifetime at the beginning of the recovery period. This recovery
period corresponds to the time needed to restore the last checkpoint. Assuming
that the application’s memory footprint is V' bytes, with each processor holding
V/q bytes, we consider two scenarios:

« Proportional overhead: C(q) = R(q) = aV/q = C/q with « some con-

stant, for cases where the bandwidth of the network card/link at each
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processor is the I/O bottleneck.

o Constant overhead: C(q) = R(q) = oV = C with « some constant, for
cases where the bandwidth to/from the resilient storage system is the I/O
bottleneck.

We assume coordinated checkpointing [27], meaning that no message logging /re-
play is needed when recovering from failures. We assume that failures can
happen during recovery or checkpointing, but not during a downtime (otherwise,
the downtime period could be considered part of the recovery period). We
assume that the parallel job is tightly coupled, meaning that all ¢ processors
operate synchronously throughout the job execution. These processors execute
the same amount of work W(q) in parallel, chunk by chunk. The total time (on
one processor) to execute a chunk of size w, and then checkpointing it, is w +
C(q). Finally, we assume that failure arrivals at all processors are independent
and identically distributed (7id).

4 Optimal number of processors for execution

Let E(q) be the expectation of the execution time, or makespan, when using
g processors, and ¢op; the value of ¢ that minimizes E(g). Is it true that the
optimal solution is to use all processors, i.e., gopr = p? If not, what can we say
about the value of gop:? This question was partially and empirically addressed
in [26], via experiments for 4 MPI applications for up to 35 processors. Our
approach here is radically different since we target large-scale platforms and
seek theoretical results in the form of optimal solutions. The main objective
of this section is to show analytically that, for Exponential failures, E(q) may
reach its minimum for some finite value of ¢ (implying that g, is not necessarily
equal to p).

Assume that failure inter-arrival times follow an Exponential distribution
with parameter A. In our recent work [4], we have shown that the optimal
strategy to minimize the expected makespan E(g) is to split W into K* =
max(1, | Ko(q)|) or K* = [Ky(q)] same-size chunks, whichever leads to the

smaller value, where K¢(q) = HM%‘A(Q(M

ber of chunks. L denotes the Lambert function, defined as L(z)e"(*) = 2. This
result shows that the optimal strategy is periodic and that the optimal expec-
tation of the makespan is:

is the optimal (non integer) num-

E*(q) = K*(q) (qlA + E(Xp(q))) eTAR() (e DWD | 0C(q) 1) (1)
where E(Xp(q)) denotes the expectation of the downtime. It turns out that, al-
though we can compute the optimal number of chunks (and thus the chunk size),
we cannot compute E*(q) analytically because E(Xp(q)) is difficult to compute.
This is because a processor can fail while another one is down, thus prolonging
the downtime. With a single processor (¢ = 1), Xp(g) has constant value D,
but with several processors there could be cascading downtimes. It turns out
that we can compute the following lower and upper bounds for E(Xp(q)):

Proposition 1. Let Xp(q) denote the downtime of a group of q processors.

Then
e(qfl))\D -1

D < ]E(XD(Q)) < W

(2)

RR n° 7876
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Proof. In [4], we have shown that th optimal expectation of the makespan is
computed as:

1

E*(q) = K*(q) (q/\ +E(Trec(q))> (eq?(%‘? +qAC(q) _ 1) (3)

where E(T}..(q)) denotes the expectation of the recovery time, i.e., the time
spent recovering from failure during the computation of a chunk. All chunks
have the same recovery time because they all have the same size and because
of the memoryless property of the Exponential distribution. It turns out that
although we can compute the optimal number of chunks (and thus the chunk
size), we cannot compute E*(q) analytically because E(T;...(q)) is difficult to
compute. We write the following recursion:

Xp(q)+ R(q) if no processor fails
Trec(q) = during R(g) units of time, (4)
Xp(q) + Tiost (R(q)) + Trec(q) otherwise.

Xp(q) is the downtime of a group of ¢ processors, that is the time between
the first failure of one of the processors and the first time at which all of them
are available (accounting for the fact a processor can fail while another one
is down, thus prolonging the downtime). Tj,s:(R(q)) is the amount of time
spent computing by these processors before a first failure, knowing that the
next failure occurs within the next R(q) units of time. In other terms, it is the
compute time that is wasted because checkpoint recovery was not completed.
The time until the next failure of a group of ¢ processors is the minimum of ¢ 7id
Exponentially distributed variables, and is thus Exponential with parameter gA.
We can compute E(Tj0s:(R(q))) = q%\ - % (see [M] for details). Plugging
this value into Equation [4] leads to:

E(Tyec(q)) = e @ (E(Xp(q)) + R(q))

(1 — e 9MR@) (E(XD(q)) + q% - % + E(Tm(‘m) ©)

Equation [5| reads as follows: after the downtime Xp(q), either the recovery
succeeds for everybody, or there is a failure during the recovery and another at-
tempt must be made. Both events are weighted by their respective probabilities.
Simplifying the above expression we get:

E(Trec(q)) = E(Xp(q))e D 4 qi/\(quR(q) —1) (6)

Plugging back this expression in Equation [3] we obtain the value given in Equa-
tion 1

Now we establish the desired bounds on E(Xp(q)) We always have Xp(q) >
Xp(1) > D, hence the lower bound. For the upper bound, consider a date at
which one of the ¢ processors, say processor ig, just had a failure and initiates
its downtime period for D time units. Some other processors might be in the
middle of their downtime period: for each processor i, 1 < i < ¢, let t; denote
the remaining duration of the downtime of processor i. We have 0 <¢; < D for
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1<i<gq, t, =D, and t; =0 means that processor ¢ is up and running. Let
X B’”’tq (¢) be the remaining downtime of a group of ¢ processors, knowing that
processor 7, 1 < i < g, will still be down for a duration of ¢;, and that a failure
just happened (i.e., there exists iy such that ¢;, = D). Given the values of the
t;’s, we have the following equation for the random variable Xg""t“ (¢):

D
if none of the processors of the group
Xg""t" (q) = fails during t}/le n,ext D units of time
1oty thet)
CZ—‘lost (D) + XDl (q)

otherwise.

In the second case of the equation, consider the next D time-units. Processor i
can only fail in the last D —¢; of these time-units. Here the values of the t’s de-

pend on the t;’s and on Tt (D). Indeed, except for the last processor to fail,

lost
say i1, for which ¢} = D, we have t; = max{t; — Tltolgtt" (D),0}. More impor-
tantly we always have Tltolsttq (D) < Tlfs’?’“"o(D) and XB""tq (q) < Xg’o’”’o(q)

because the probability for a processor to fail during D time units is always larger
than that to fail during D—¢; time-units. Thus, E(XB""tq (9)) < E(Xg’o""o(q)).
Following the same line of reasoning, we derive an upper-bound for X g’o’”’o(q):

D
if none of the ¢ — 1 running processors of the group
X000 < fails during the downtime D
D,0,..,0 D,0,..,0
ﬂost (D) + XD (Q)
otherwise.

Weighting both cases by their probability and taking expectations, we obtain

e (xg50)

< e~(@=DADD | (1 — ¢~(a=DAD) (E (TD,O,..,O(D)) B (XB’O’“’O(q)))

lost

lost

hence E (Xg"’wo(q)) < D+ (DA _1)p (TD’O""O(D)), with

D,0,..,0 - 1 D
E <Tlost (D)> - (q _ 1)/\ - elg—=)AD _1°
We derive ot I Sa-AD _ |
< <
() <5 (x5 ) < S0

which concludes the proof. As a sanity check, we observe that the upper bound
is at least D, using the identity e* > 1+ x for = > 0. O

While in a failure-free environment E*(¢) would always decrease as ¢ in-
creases, using the above lower bound on E(Xp(g)) we obtain the following
results:

RR n° 7876
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Theorem 1. When the failure distribution follows an Ezponential law, E*(q)
reaches its minimum for some finite value of q in the following scenarios: all
job types (perfectly parallel, generic and numerical) with constant overhead, and
generic or numerical jobs with proportional overhead.

Note that the only open scenario is with perfectly parallel jobs and pro-
portional overhead. In this case the lower bound on E*(g) decreases to some
constant value while the upper bound goes to +00 as ¢ increases.

Proof. We show that lim,_,4 o, E*(¢) = 400 for the relevant scenarios. We first
plug the lower-bound of Equation [2] into Equation [f] and obtain:

E(Tree(a)) > D@ 4 (o030 1),
q

From Equation [I] we then derive the lower-bound:

E*(q) > Ko(g) (i N D> o) (RO )
q

tion [1|is minimized by Ko, where Ko(q) = HM%A%)W“)'

using the fact that, by definition, the expression in the right hand-side of Equa-
With constant overhead. Let us consider the case of perfectly parallel jobs
(W(q) = W/q) with constant checkpointing overhead (C(q) = R(q) = C). We
get the lower bound:

1 2w
* > aAC [ Roig TINC _
E*(g) > Ko(q) <qA +D> e (e 1)

where Ko(q) = W. When ¢ tends to 400, Ko(g) goes to AW, while

(q%\ + D)e?r¢ eTota TAC _ 1) goes to +o00. Consequently, E*(¢) is bounded
below by a quantity that goes to 4+oco, which concludes the proof. This result
also implies that E*(g) reaches a minimum for a finite g value for other job types
(generic, numerical) with constant overhead, just because the execution time is
larger in those cases than with perfectly parallel jobs.

Generic parallel job with proportional overhead. Here we assume that
W(q) = W/q+~W, and use proportional overhead: C(q) = R(q) = %. We get
the lower bound:

E*(q) > Ko(q) (& + D> AC (eiwz%ié?w +AC 1)
q

where Ko(q) = %. As before, we show that limgy—, o E¥ ;) (¢) = +00
to get the result. When ¢ tends to 400, Ky(g) tends to +oo, while (q%\ +

A\C AWHIAYW 4 3 ¢ L. .
D)e (e Ko(a) — 1) tends to some positive constant. This concludes the

proof. Note that this proof also serves for generic parallel jobs with constant
overhead, simply because the execution time is larger in that case than with
proportional overhead.
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Numerical kernels with proportional overhead. Here we assume that
W(q) = W/q+~yW?*?/,/q, and use proportional overhead: C(q) = R(q) = %.
We get the lower bound:

1 AWHAW2/3 /g
E*(¢) > Ko(g) ()\ + D> e <€ Ro@ O 1>
q

2/3
where Ky(q) = %. As before, we show that lim, o E .. (¢) =
+o00 to get the result. When ¢ tends to +o00, Ky(g) tends to -+oo, while

AW+AW2/3 /g
AWARIVE VT LNC s .
(q%\ + D) (7 oo Y 1) tends to some positive constant. This

concludes the proof. O

5 Group replication

Since using all processors to run a single application instance may not make
sense in light of Theorem [T} the group replication approach consists in executing
multiple application instances on different processor groups, where the number
of processors in a group is closer to gope. All groups compute the same chunk
simultaneously, and do so until one of them succeeds, potentially after several
failed trials. Then all other groups stop executing that chunk and recover from
the checkpoint stored by the successful group. All groups then attempt to
compute the next chunk. Group replication can be implemented easily with
no modification to the application, provided that the recovery implementation
allows a group to recover immediately from a checkpoint produced by another
group. In this section we formalize group replication as an execution protocol
called ASAP (As Soon As Possible), and analyze its performance for Exponential
failures. We then introduce dynamic programming solutions that work with
general failure distributions.

5.1 The ASAP execution protocol

We consider g groups, where each group has ¢ processors, with g x ¢ < p. A
group is available for execution if and only if all its ¢ processors are available.
In case of a failure, the downtime of a group is a random variable Xp(q) > D,
whose expectation is bounded in Proposition If a group encounters a first
processor failure at time ¢, the group is down between ¢t and t + Xp(q).

The ASAP algorithm proceeds in k macro-steps. During macro-step j, 1 <
j < k, each group independently attempts to execute the j-th chunk of size w;
and to checkpoint, restarting as soon as possible in case of a failure. As soon as
one of the groups succeeds, say at time tj»”d, all the other groups are immediately
stopped, macro-step j is over, and macro-step (j+1) starts (if j < k). Note that
the value of k, the total number of chunks, as well as the chunk sizes, the w;’s,
are inputs to the algorithm (we always have 25:1 w; = W(q)). We provide an
analytical evaluation of ASAP for Exponential failure laws, and discuss how to
choose these values, in Section [5.2}

Two important aspects must be mentioned. First, before being able to start
macro-step (j + 1), a group that has been stopped must execute a recovery, in
order to restart from the checkpoint of a successful group. Second, this recovery
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N~

Group 1 <
= } Failure
Group 2 = E= Recover
=! Downtine (of a group)
Group 3 w 10(q) - Downtine (of a processor)

eny end
1 tg

time

Figure 1: Execution of chunks w; and ws (macro-steps 1 and 2) using the
ASAP protocol. At time t$"¢ Group 1 is not ready, and Group 2 is the only
one that does not need to recover.

may start later than time t;f"d, in the case where the group is down at time tj"d.
An example is shown in Figure [I} in which group 1 cannot start the recovery
at time t;"d. The only groups that do not need to recover at the beginning of
the next step are the groups that were successful for the previous step, except
during the first step at which all groups can start computing right away.

We now provide an analytical evaluation of ASAP for Exponential failure
laws, and show how to compute the number of macro-steps k and the values of
the chunk sizes w;.

5.2 Exponential failures

Let use assume that the failure rate of each processor obeys an Exponential
law of parameter \. For the sake of the theoretical analysis, we introduce a
slightly modified version of the ASAP protocol in which all groups, including
the successful ones, execute a recovery at the beginning of all macro-steps,
including the first one. This new version of ASAP is described in Algorithm
It is completely symmetric, which renders its analysis easier: for macro-step j
to be successful, one of the groups must be up and running for a duration of

R(q) +w;j +C(q).

Algorithm 1: ASAP (wq, ..., wk)

1 for j=1tok do

2 for each group do in parallel
3 repeat
4
5

Finish current downtime (if any)
Try to perform a recovery, then a chunk of size w;, and finally to
checkpoint
if execution successful then
‘ Signal other groups to immediately stop their attempts

8 until one of the groups has a successful attempt

Consider the j-th macro step, number the attempts of all groups by their
start time, and let IV; be the index of the earliest started attempt that success-
fully computes chunk w;. In Figure [2 we have j = 2, the successful chunk of
size R+wq + C is the fourth attempt, so Ny = 4. To represent each attempt, we
sample random variables X/ and Y/, 1 < i < Nj, that correspond respectively
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R(q) + w2+ Clg)

Attempt i (of step 2) has size X?

Group 1

— and is followed by a downtime of size Y;?

N
Group 2 Joby XN

BN
Group 3 /ol:;j Job,
AN\

g 15

Figure 2: Zoom on macro-step 2 of the execution depicted in Figure|l] using the
(X,Y) notation of Algorithm Recall that Job; has size X2 +Y;? for 1 <i < 3,
and Joby has size R(q) + w2 + C(q).

to the ' tentative execution of the chunk and to the i'" downtime that follows
ﬁ(ﬁi#A@.NMEﬂmtXf<R+mg+Cﬁni<A%amiX&}jR+wj+C.
All the Xij ’s follow the same distribution Dy, namely an Exponential law of
parameter gA. And all the Yij ’s follow the same distribution Dx,(g), that of
the the random variable Xp(q) corresponding to the downtime of a group of ¢
Processors.

The main idea here is to view the N; execution attempts as jobs, where the
size of job i is Xij + Yij, and to distribute them across the g groups using the
classical online list scheduling algorithm for independent jobs [22] section 5.6].
This formulation (see Proposition [2|) allows us to provide an upper bound for
the starting time of job NN;, and hence for the length of macro-step j, using a
well-known scheduling argument (see Proposition . We then derive an upper
bound for the expected execution time of ASAP (see Theorem [2).

Algorithm 2: Step j of ASAP (wy, ..., wg)

i1 /* i represents the number of attempts for the job */
L0 /* L represents the list of attempts for the job */
Sample Xij and Yij using Dx and Dx |, (4) respectively
while X7 < R(q) + w; + C(q) do
Add Job;, with processing time Xij + Yij7 to L
14—1+1
Sample Xij and Yij using Dx and Dx ,(4) respectively
N]' — 1
Add Jobn;, with processing time R(q) +w; + C(q), to £
/* the first successful job has size R(q)+w; + C(q), not Xf\,j +YJ{,J_
*/
10 From time t;f’ﬁdl on, execute a List Scheduling algorithm to distribute jobs of £

)

© 0w N O A W N

to the different groups (recall that some groups may not be ready at time ¢

Proposition 2. The j-th macro-step of the ASAP protocol can be simulated

using Algorithm [3: the last job scheduled by Algorithm [3 ends exactly at time
tend,
J

Proof. The List Scheduling algorithm distributes the next job to the first avail-
able group. Because of the memoryless property of Exponential laws, it is

RR n° 7876



Using group replication for resilience on exascale systems 14

tend — gend
- .
X4,
) Tind @) =< R(q) +w; +C (q)=
e end

Figure 3: Notations used in Proposition [3]

equivalent (i) to generate the attempts a priori and greedily schedule them, or

(ii) to generate them independently within each group. O
Proposition 3. Let Tt(fb(e?t:ﬁﬁc(q)) be the time elapsed between t;ﬁ‘{ and the

truestart

beginning of JobN (see Figure E} We have E (T(R(q)+wJ+C(Q))) < E(Y) +

E(N,)B(X)~B(X )+(E(N) DEX) where X and Y are random variables corre-

3
sponding to an attempt (sampled using Dx and Dx ) respectively). Moreover,
we have B(N;) = eMI@+wi+C(0) gnq IE(XJJ»Vj) = q%\ + R(q) +w; + C(q).

Proof. For group z, 1 < z < g, let Y, denote the time elapsed before it is ready
for macro-step j. For example in Figure 2} we have Y: >0 (group 1 is down at
time te”d), while Y, = Y5 = 0 (groups 2 and 3 are ready to compute at time
te”d) Proposition [2| has shown that executing macro-step j can be simulated
by executing a List Schedule on a job list £ (see Algorlthm' We now consider
g “jobs” Joby, x = 1,...,g, so that Job, has duration Y,. We now consider
the augmented job hst L =LU sz Job,. Note that £’ may contain more
jobs than macro-step j: the jobs that start after the successful job Joby, are
discarded from the list £. However, both schedules have the same makespan,
and jobs common to both systems have the same start and completion dates.

w Y, Nj= XI4v7
Thus, we have Tt(flgzz:rt’ +OW@) < = )+Z YD this key inequality

is due to the property of list scheduhng the group which is assigned the last
job is the least loaded when this assignment is decided, hence its load does
not exceed the average load (which is the total load divided by the number of
groups). Given that E(Y,) < E(Y), we derive

E (X2 X)) +E (X))
g

E (T(R(Q)+W1+C( ))) S ]E(Y) +

truestart

But NN; is the stopping criterion of the (Xj ) sequence, hence using Wald’s

theorem we have E(Zfi’l X7) = E(N;)E(X) which leads to ]E(Z I X]) =
E(N,)E(X) — E(XJNJ) Moreover, as N; and Y/ are independent Varlableb,

3
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we have E(vaszl Y/) = (E(N;) — 1)E(Y), and we get the desired bound for
E(TR@ e FC@)y

truestart
Finally, as the expected number of attempts when repeating independently

until success an event of probability « is 1 (geometric law), we get E(N;) =
era(F(a)+w;+C(a)) - The value of ]E(XJN”') can be directly computed from the

definition, recalling that X]Nj > R(q) + wj + C(q) and each X/ follows an
Exponential distribution of parameter gA. O

Theorem 2. The expected execution time of ASAP has the following upper
bound:

1= W) + - (1 + E(Y)) Aa(R(0)+C (@) px a2
9 g \gA
(91 11 )
tk ( E(Y) + R(q) + C(q)) — = —
p (E(Y) + R(q) + C(q)) TN

which is obtained when using k* = max(1, |ko]) or k* = [ko| same-size chunks,
whichever leads to the smaller value, where:
AW (g)

ko = .
T +L ((g 1 (gfl)qA(R(q)JrC(q))fg) e—(1+)\q(R(q)+C(q))))

T+gAE(Y)

Proof. From Proposition [3] the expected execution time of ASAP has upper
bound Tugap = ijl a;, where

N; )
0y = 5(y) 4 R LB DR | (g + 00

Our objective now is to find the inputs to the ASAP algorithm, namely the num-
ber k of macro-steps together with the chunk sizes (wy,...,w), that minimize
this Th4sap bound.

We first have to prove that any optimal (in expectation) policy uses only a
finite number of chunks. Let a be the expectation of the ASAP makespan using
a unique chunk of size W(q). According to Proposition

o = E(T(R(Q)+W(Q)+C(Q))) +C(q) + W(q) + R(q),

truestart

and is finite. Thus, if an optimal policy uses k* chunks, we must have k*C/(q) <
a, and thus k* is bounded.

In the proof of Theorem 1 in [4], we have shown that any deterministic
strategy uses the same sequence of chunk sizes, whatever the failure scenario,
thanks to the memoryless property of the Exponential distribution. We cannot
prove such a result in the current context. For instance, the number of groups
performing a downtime at time ¢{"? depends on the scenario. There is thus
no reason a priori for the size of the second chunk to be independent of the
scenario. To overcome this difficulty, we restrict our analysis to strategies that
use the same sequence of chunk sizes whatever the failure scenario. We optimize
Tasap in that context, at the possible cost of finding a larger upper bound.

We thus suppose that we have a fixed number of chunks, k, and a sequence of
chunk sizes (w1, . . ., wg ), and we look for the values of (wy, .. .,ws) that minimize
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Tasap = Z§:1 a;. Let us first compute one of the a; term. Replacing E(N;)
and IE(X;VJ' ) by the values given in Proposition and E(X) by q%\, we get

—1 1 1
a; = ij + gekq(R(q)+w1+C(q)) (qA + E(Y)>

g
g—1 11
+—EY)+R(q) +C(q) — ——
7 (E(Y) + R(q) + C(q)) Py
1 1/1 ~
Tasap = LW 4= ( 4 E(y)) e (R()+C(a)) E eNWj
g g \qA =
g—1 11
+l<:<]EY + R(q) +C(q —)
7 (E(Y) + R(q) + C(q)) T

By convexity, the expression 25:1 e is minimal when all w;’s are equal (to
W(q)/k). Hence all the chunks should be equal for T4gap to be minimal. We
obtain:

-1 1 /1 a
Tasap = gTW + ( + IE(Y)) AUR@)HC () e Aa 5

9\
g—1 11
+k< E(Y) + R(q) + Clq —).
; (E(Y) + R(q) + C(9)) T
Let f(z) = Tlace’\q@ + Tox, where
S (1 N E(y)) MEDHC@)  and
9 \gA
g—1 11
7o =|—— (E(Y)+ R(q) +Clq —).
2= (45 €0 + R +0@) -
A simple analysis using differentiation shows that f has a unique minimum,
and solving f'(z) = 0 leads to 7'16)‘(1% (1 - %@)) + 7 = 0, and thus to
= )“IL@ = k*, which concludes the proof. O
()

Using the upper bound of E(Y) = E(Xp(q)) in Proposition [I} we can com-
pute numerically the number of chunks and the expectation of the upper bound
given by Theorem

5.3 Group replication heuristics for general failure distri-
butions

The results of the previous section are limited to Exponential failures. We now
address turn to the general case. In Section[5.3.1] we recall the dynamic program
designed in [4] to define checkpointing dates in a context without replication.
We then discuss how to use this dynamic program in the context of ASAP
(Section [5.3.2). Finally, in Section we propose heuristics that correspond
to more general execution protocols than ASAP.
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Algorithm 3: DPNEXTFAILURE (W7, ..., 7p)

if W =0 then return 0
best < 0; chunksize < 0
for w = quantum to W step quantum do
(expected__work, 1st__chunk) < DP-
NEXTFAILURE(W — w, 71 +w + C(p), ..., p +w + C(p))

W N =

5 cur__exp_work <
Poye(mi +w+C(p)y .oy p+w+ C(p) | 71,0, ) X (w + expected__work)
6 if cur__exp_work > best then best <+ cur__exp_work; chunksize < w

I

return (best, chunksize)

5.3.1 Solution without replication

According to [4], the most efficient algorithm to define checkpointing dates, for
general failure distributions and when no replication is used, is the dynamic
programming approach called DPNEXTFAILURE, shown in Algorithm [3] This
algorithm works on a failure by failure basis, maximizing the expectation of the
amount of work completed (and checkpointed) before the next failure occurs.
This algorithm only provides an approximation of the optimal solution as it
relies on a time discretization. (For the sake of simplicity, we present all dynamic
programs as recursive algorithms.)

5.3.2 Implementing the ASAP execution protocol

A key question when implementing ASAP is that of the chunk size. A naive
approach would be to use DPNEXTFAILURE. Each group would call DPNEXT-
FAILURE to compute what would be the optimal chunk size for itself, as if there
were no other groups. Then we have to merge these individual chunk sizes to
obtain a common chunk size. This heuristic, DPNEXTFAILUREASAP, is shown
in Algorithm (the ALIVE function returns, for a list of ¢ processors, the amount
of time each has been up and running since its last downtime). For the MERGE
operator, one could be pessimistic and take the minimum of the chunk sizes,
or be optimistic and take the maximum, or attempt a trade-off by taking the
average. Two important limitations of this heuristic are: 1) the MERGE operator
that has no theoretical justification; and 2) the use of chunk sizes defined using
an obsolete failure history. The latter limitation shows after a group is victim
of a failure: the failure history has changed significantly but the chunk size is
not recomputed (this has no consequences with an Exponential distribution as
the Exponential is memoryless).

5.3.3 Other execution protocols

In order to circumvent both limitations of DPNEXTFAILUREASAP, we relax
the constraint that all groups work with the same chunk size. Each group now
works with its own chunk size that is recomputed each time the group fails, and
each time one of the groups successfully complete its own chunk. This leads to
the heuristic DPNEXTFAILURESYNCHRO in Algorithm Each time a group
successfully works for the duration of its chunk size and checkpoints its work,
it signals its success to all groups which then interrupt their own work. This
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Algorithm 4: DPNEXTFAILUREASAP(W).

1 while W # 0 do
2 for each group x = 1..g do in parallel
3 (T(x=1)q+1s - - - s T(@=1)q+q) < ALIVE((z — )g+ 1, ..., (x — 1)g + g)
4 (exp_works, ws) <~ DPNEXTFAILURE(W, T(z—1)g+1; - - - » T(w—1)q+q)
5 w < MERGE(w1, . . .,wq)
6 for each group do in parallel
7 repeat
8 Try to execute a chunk of size w and then checkpoint
9 if successful then
10 ‘ Signal other groups to immediately stop their attempts
11 else if failure then Complete downtime and perform recovery
12 until One of the groups signals its success
13 W—W-w
14 for each group do in parallel
15 if not successful on last chunk then Perform recovery from last
successfully completed checkpoint

behavior is clearly sub-optimal if the successful completion is for a very small
chunk and an interrupted group that was computing a large chunk was close
to completion. The problems are that: 1) chunk sizes are defined as if each
group was alone; and 2) the definition of the chunk sizes does not account for
the fact that the first group to complete its checkpoint defines a mandatory
checkpointing date for all groups.

Algorithm 5: DPNEXTFAILURESYNCHRO(W).

1 for each group x = 1..g do in parallel
2 while W # 0 do
3 (To=1)g+1s - - +» T(w=1)q+q) < ALIVE((x = L)g+1,...,(x — 1)¢+ g)
a (exp_works, ws) <~ DPNEXTFAILURE(W, T(z—1)g+1; - - - » T(@—1)q+q)
5 Try to execute a chunk of size w, and then checkpoint
6 if successful then
7 Signal other groups to immediately stop their attempts
8 W =W — ws
9 if failure then Complete downtime
10 if failure or signal then
11 ‘ Perform recovery from last successfully completed checkpoint

To address these problems, rather than doing another attempt at reusing
DPNEXTFAILURE, we design a brand new dynamic program. In [4], without
replication, we found that a dynamic program that minimizes the expectation
of the makespan would require an intractable exponential number of states to
record which processors fail and when. Hence we aimed instead at maximizing
the expectation of the work completed before the next failure. We now extend
this approach to the context of replication. The first failure will only interrupt
a single group. Therefore, the objective should be to maximize the expectation
of the work completed before all groups have failed. This approach ignores
that once a group has failed, it will eventually restart and resume computing.
However, keeping track of such restarts would require recording which processors
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have failed and when, thus once again leading to an exponential number of
states.

To avoid having the first completed checkpoint force a checkpoint for all
other groups we design a new dynamic program, DPNEXTCHECKPOINT (Algo-
rithm @ DPNEXTCHECKPOINT does not define chunk sizes, i.e., amount of
work to be processed before a checkpoint is taken, but instead it defines check-
point dates. The rationale is that one checkpointing date can correspond to
different amounts of work for each group, depending on when the group has
started to process its chunk, after either its last failure and recovery, or its last
checkpoint, or its last recovery based on another group’s checkpoint. The func-
tion WORKALREADYDONE (Line [3)) returns, for each group, the time since it
started processing its current chunk.

DPNEXTCHECKPOINT proceeds as follows. At the checkpointing date, the
amount of work completed is the maximum of the amount of work done by
the different groups that successfully complete the checkpoint. Therefore, we
consider all the different cases (Line , that is, which group z, among the
successful groups, has done the most work. We compute the probability of each
case (Line . All groups that started to work earlier than group x have failed
(i.e., at least one processor in each of them has failed) but not group z (i.e.,
none of its processors have failed). We compute the expectation of the amount of
work completed in each case (Lines [12{and . We then sum the contributions
of all the cases (Line and record the checkpointing date leading to the
largest expectation (Line . Note that the probability computed at Line
explicitly states which groups have successfully completed the checkpoint and
which groups have not. We choose not to take this information into account
when computing the expectation (recursive call at Line . This is to avoid
keeping track of which group had failed, thereby lowering the complexity of
the dynamic program. This explains why the conditions do not evolve in the
conditional probability at Line [T1}

Finally, Algorithm [7] shows the algorithm, called DPNEXTFAILURE, that
uses DPNEXTCHECKPOINT. Each time a group is affected by an event (a failure,
a successful checkpoint by itself or by another group), it computes the next
checkpoint date and signals the result of its computation to the other groups
(e.g., by broadcasting it to the g group leaders). Hence, a group may have
computed the next checkpoint date to be ¢, and that date can be either un-
modified, or postponed, or advanced by events occurring on other groups and
by their re-computation of the best next checkpoint date. In practice, as these
algorithms rely on a time discretization, at each time quantum a group can
check whether the current time is a checkpoint date or not.

6 First set of experimental evaluations

6.1 Simulation framework

In this section we detail our simulation methodology. We use both synthetic
and real-world failure distributions. The source code and all simulation scenar-
ios are publicly available at: http://perso.ens-1lyon.fr/frederic.vivien/
Data/Resilience/HIPC2012/.
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Algorithm 6: DPNEXTCHECKPOINT(W, T', Ty, T1, ..., Tgq)

w

o N o o s

10

11

12

13

14
15

if W =0 then return 0

best__work <+ 0; next__chkpt < date

(W1, ..., Wy) + WORKALREADYDONE(T) /* Time since last recovery or
checkpoint */

Reorder groups in non-increasing availabilities (W7 is maximum)

fort =T toT + W — W, step quantum /* Loop on checkpointing date */
do

cur_work <0

forx=1tog /* Loop on the first group to successfully work
until t 4 C(q) */
do

0+ (t+C(q)) —To /* Total time elapsed until the checkpoint
completion */

-1
proba szl Prait(Ty1)q+1 + 05 s Ty a+p + 0 [ Ty1)g415 - T(y-1)g4p)
X Psuc(T(z-1)g41 + 0y ooy Tla—1)gp T 0 | T(amt)qt 15 -3 T(a—1)g+p)

w < min{W — W,,t —T} /* Work done between T and t by group
z */

(rec_w, rec_t) < DP-

NEXTCHECKPOINT(W — W, —w, T +w + C(q) + R(q), To, T1,-..,Tp)

cur__work < cur_work + proba X (W, + w + rec_w)
if cur_work > best__work then

best_work < cur_work; next_chkpt <t

return (best_work, next__chkpt)

Algorithm 7: DPNEXTFAILURE(W).

1
2
3
4
5
6
7
8
9

10

11
12

13
14
15

for each group x = 1..g do in parallel
while W # 0 do
(T1, ey Tgq) < ALIVE(L, ..., gq)
To <+ TIME() /* Current time */
date < DPNEXTCHECKPOINT(W, Ty, To, Ti,...,Tgq)
Signal all processors that the next checkpoint date is now date
Try to work until date and then checkpoint
if successful work until date and checkpoint then
Let y be the longest running group without failure among the
successful groups
Let w be the work performed by y since its last recovery or
checkpoint
W+ W—-w
if group x last recovery or checkpoint was strictly later than that of
y then
‘ Perform a recovery

if failure then Complete downtime
if failure or signal then Perform recovery from last successfully
completed checkpoint
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6.1.1 Heuristics

Our simulator implements the following eight checkpointing policies:

e Two versions of the ASAP protocol: OPTEXP, that uses the optimal and
periodic policy established in [4] for Exponential failure distributions and
no replication; OPTEXPGROUP, that uses the periodic policy defined by
Theorem [2| for Exponential distributions.

o The six dynamic programming approaches in Section 5.3} DPNEXT-
FAILURE, the 3 variants of DPNEXTFAILUREASAP, DPNEXTFAILURESYN-
CHRO, and DPNEXTFAILURE.

Our simulator also implements BESTPERIOD, which is a numerical search for the
optimal period for ASAP. We evaluate each candidate period on 50 randomly
generated scenarios. To build the candidate periods, the period computed for
OpTEXP is multiplied and divided by 1 + 0.05 x ¢ with ¢ € {1,...,180}, and
by 1.19 with j € {1,...,60}. BESTPERIOD corresponds to the periodic policy
that uses the best period found by the search. The evaluation of BESTPE-
RIOD on a configuration requires running 24,000 simulations (which would be
prohibitive in practice), but we include it for reference. Based on the results
in [], we do not consider any additional checkpointing policy, such as those
defined by Young [29] or Daly [9] for instance. We point out that OPTEXP and
OprTEXPGROUP compute the checkpointing period based solely on the MTBF,
implicitly assuming that failures are exponentially distributed. For the sake of
completeness we nevertheless include them in all our simulations, simply us-
ing the MTBF value even when failures are not exponentially distributed. To
use OPTEXP with g groups we use the period from [4] computed with |p/g]
processors.

6.1.2 Platforms

We target two types of platforms, depending on the type of the failure distribu-
tion. For synthetic distributions, we consider platforms containing from 32,768
to 1,048,576 processors. For platforms with failures based on failure logs from
production clusters, because of the limited scale of those clusters, we restrict
the size of the platforms to a maximum of 131,072 processors, starting with
4,096 processors. For both platform types, we determine the job size W so
that a job using the whole platform would use it for a significant amount of
time in the absence of failures, namely ~ 3.5 days on the largest platforms for
synthetic failures (W = 10,000 years), and = 2.8 days on those for log-based
failures (W = 1,000 years). Otherwise, we use the same parameters as in [4]:
C =R =2600s D =260s, vy =100 for generic parallel jobs, and v = 0.1
for numerical kernels. Note that the checkpointing overheads come from the
scenarios in [7] and are smaller than those used in [12].

6.1.3 Failure scenarios

Synthetic failure distributions — To choose failure distribution parameters
that are representative of realistic systems, we use failure statistics from the
Jaguar platform. Jaguar contains 45,208 processors and is said to experience
on the order of 1 failure per day [21], 2]. Assuming a 1-day platform MTBF

gives us a processor MTBF equal to 4‘3’2;)8 ~ 125 years. For the Exponential

RR n° 7876



Using group replication for resilience on exascale systems 22

distribution, we then have A as A = —=== and for Weibull, which requires two

parameters k and A, we have A = MTBF/T(1+ 1/k) and we fix k to 0.7 based
on the results of [25]. (We have shown in [4] that the general trends were not
influenced by the exact values used for k nor for the MTBF.)

Log-based failure distributions — We also consider failure distributions
based on failure logs from production clusters. We used logs from the largest
clusters among the preprocessed logs in the Fuailure trace archive [19), i.e., from
clusters at the Los Alamos National Laboratory [25]. In these logs, each fail-
ure is tagged by the node —and not just the processor— on which the failure
occurred. Among the 26 possible clusters, we opted for the only two clusters
with more than 1,000 nodes, as we needed a sample history sufficiently large
to simulate platforms with more than 10,000 nodes. The two chosen logs are
for clusters 18 and 19 in the archive (referred to as 7 and 8 in [25]). For each
log, we record the set S of availability intervals. A discrete failure distribu-
tionfor the simulation is then generated as follows: the conditional probability
P(X >t | X > 7) that a node stays up for a duration ¢, knowing that it has been
up for a duration 7, is set to the ratio of the number of availability durations
in § greater than or equal to ¢, over the number of availability durations in &
greater than or equal to 7.

Scenario generation — Given a p-processor job, a failure trace is a set of failure
dates for each processor over a fixed time horizon h (set to 2 years). The job
start time is assumed to be 1 year for synthetic distribution platforms, and 0.25
year for log-based distribution platforms. We use a non-null start time to avoid
side-effects related to the synchronous initialization of all processors. Given the
distribution of inter-arrival times at a processor, for each processor we generate
a trace via independent sampling until the target time horizon is reached.For
simulations where the only varying parameter is the number of processors a <
p < b, we first generate traces for b processors. For experiments with p processors
we then simply select the first p traces. This ensures that simulation results are
coherent when varying p. Finally, the two clusters used for computing our log-
based failure distributions consist of 4-processor nodes. Hence, to simulate a
131,072-processor platform we generate 32,768 failure traces, one for each four-
processor node.

6.2 Simulation results

In this section we discuss simulation results, but only show graphs for perfectly
parallel applications under the constant overhead scenario. The reason is that
all trends and conclusions are similar regardless of the application and overhead
models. The full results are provided in Appendix [A] All results are averages
over at least 50 instances.

6.2.1 Exponential failures

Figure [4] plots average makespan vs. number of processors in the case of expo-
nential failures for our various algorithms. A first observation is that OPTEXP
is close to BESTPERIOD (the two curves are indistinguishable), and better than
all replication algorithms up to 22° processors. In other terms, assuming expo-
nential failures, group replication is not worthwhile until the platform becomes
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very large (i.e., two millions of processors or more). Considering those algo-
rithms that use replication, we find that OPTEXPGROUP with g = 2 delivers
performance very close to that of the numerical lower bound on any periodic
ASAP policy (BESTPERIOD with g = 2) and slightly better than the perfor-
mance of OPTEXP with g = 2. The implication is that determining chunk
sizes according to Theorem [2] is more efficient than using two application in-
stances that each use the chunk size determined by OPTEXP. In other terms,
it is better to compute the chunk sizes by explicitly considering that multi-
ple groups are used. Turning to the dynamic programming solutions, we find
that DPNEXTFAILURESYNCHRO leads to the worse results, outperformed by
DPNEXTFAILUREASAP. The three variants of this algorithm (with MERGE be-
ing the minimum, the average, or the maximum) are indistinguishable which
is why Figure 4] shows only one curve. By contrast, DPNEXTFAILURE is the
best among the dynamic programming algorithms, leading to equivalent or bet-
ter results than its competitors. Furthermore, its performance is close to that
of BESTPERIOD with ¢ = 2, meaning that it is close to the optimal periodic
policy. Perhaps the most striking result is that DPNEXTFAILURE is (slightly)
outperformed by the periodic policy OPTEXP with g = 2. This result is some-
what expected because this policy is specifically designed for exponential fail-
ures. However, it computes the checkpointing period ignoring that replication is
used! By contrast, DPNEXTFAILURE is based on strong theoretical foundations
and was designed specifically to handle multiple groups efficiently. Yet, with
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exponential failures, it does not outperform OPTEXP with g = 2. We conclude
that our dynamic programming approach is not able to do better than a naive
approach in the presence of exponentially distributed failures. Although the
results in this section are interesting from a theoretical point of view, recall that
failures in real-world systems are known to not be exponentially distributed.

6.2.2 Log-based failures

For log-based failures with the constant overhead scenario, using all the avail-
able processors to run a single application instance leads to significantly larger
makespans. This is seen in Figures [7] the no-replication strategies, shoot up-
ward when p reaches a large enough value. For instance, with traces based on
the logs of LANL cluster 18, the increase in makespan is more than 37% when
going from p = 26 to p = 217,

6.2.3 Weibull failures

Figure[fis similar to Figure[dbut shows results for Weibull failures with k& = 0.7.
This figure does not include results for DPNEXTFAILURESYNCHRO and DP-
NEXTFAILUREASAP, as these algorithms, as in the case of exponential failures,
lead to results strictly worse than that of DPNEXTFAILURE. We see that using
replication pays off at lower scale (2! processors). Another difference, is that
OPTEXPGROUP with g = 2 is no longer close to the numerical lower bound
BESTPERIOD with g = 2. This is expected because failures are no longer expo-
nentially distributed. Other observations are more or less unchanged, including
the fact that DPNEXTFAILURE with g = 2 still does not outperform OpPTEXP
with ¢ = 2. While this result was perhaps not a concern in the previous section
since failures were exponentially distributed, it is here a very surprising result.
One might expect that OPTEXP, which assumes exponential failures, would
lead to poor results when confronted with Weibull failures, or at least poorer
results than an approach designed specifically to handle replication with general
failures.

It turns out that the Weibull distribution with & = 0.7 is too close to an expo-
nential distribution to be detrimental to the performance of OPTEXP. Smaller
values of k are reasonable, as seen for instance in [20] (k ~ 0.5) and in [25]
(0.33 < k < 0.49). Figure [8 shows average makespan results for k values be-
tween 0.4 and 0.95, for OpTEXxP, BESTPERIOD, and DPNEXTFAILURE all with
g = 2. We observe that for lower £ < 0.5, OpTEXP is more than a factor 2
worse than BESTPERIOD, while DPNEXTFAILURE is within less than 10% of
it. Confirming the observation made on Figure [5 once k reaches 0.7 then OpPT-
Exp is closer to BESTPERIOD than DPNEXTFAILURE. To further illustrate the
impact of the value of k, Figure [9] shows results like those in Figure [f] but for
k = 0.5. Results for g = 3 groups are also included in this figure since, unlike
for exponential failures and for Weibull failures with & = 0.7, using more than 2
groups can prove beneficial with low k. The main observation is that, regardless
of the number of groups used, OPTEXP is significantly outperformed by DP-
NEXTFAILURE, which remains close to BESTPERIOD. We conclude that overall,
and unlike OPTEXP, our dynamic programming algorithm provides performance
close to the numerical lower bound for the whole range of k, the parameter defin-
ing the possible shape of Weibull distributions.
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7 Second set of experimental evaluations

7.1 Simulation methodology

In this section we detail our simulation methodology. Source codes and simula-
tion scenarios are publicly available at http://perso.ens-1lyon.fr/frederic.
vivien/Data/Resilience/Replication.

7.1.1 Evaluated algorithms

Our simulator implements two versions of the ASAP protocol in the case of
exponentially distributed failures. The first version, OPTEXP, simply uses for
each group the optimal and periodic policy established in [4] for Exponential
failure distributions and no replication. To use OPTEXP with g groups we use
the period from [4] computed with |p/g]| processors. The second, OPTEXP-
GROUP, uses the periodic policy defined by Theorem Both OpTEXP and
OpTEXPGROUP compute the checkpointing period based solely on the MTBF,
assuming that failures are exponentially distributed. We nevertheless include
them in all our experiments, simply using the MTBF value even when failures
are not exponentially distributed. The simulator also implements BESTPERIOD
(Section and DPNEXTFAILURE (Section [5.3.3). Note that the execution
times reported when using DPNEXTFAILURE include the time needed to run
Algorithms [6] and [7] Based on the results in [4], we do not consider any addi-
tional checkpointing policy, such as those defined by Young [29] or Daly [9] for
instance.

7.1.2 Platform and job parameters

We consider platforms containing from 32,768 to 4,194,304 processors. We de-
termine the job size W so that a job using the whole platform would use it for a
significant amount of time in the absence of failures, namely =~ 21 hours on the
largest platforms (W = 10,000 years). In all experiments we use D = 60 s, and
C = R =60 s, 600 s, and 6000 s, thus spanning the spectrum from relatively
fast to relatively slow checkpointing/recovery. We also ran experiments with a
very short C' = R = 6 s, but the results are virtually identical to those obtained
with C = R = 60 s and we do not present them. Finally, we use v = 10~° for
generic parallel jobs, and 7 = 0.1 for numerical kernels (see Section [3]). Here,
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we only present and discuss the constant overhead scenario (C'(¢) = R(q) = C).
Results from the proportional overhead scenario are consistent with those for
the constant overhead scenario and can be found in the companion research
report [5].

7.1.3 Failure distributions

To choose failure distribution parameters that are representative of realistic
systems, we use failure statistics from the Jaguar platform. Jaguar contained
45,208 processors and is said to have experienced on the order of 1 failure per
day [30]. Assuming a 1-day platform MTBF leads to a processor MTBF equal
to 42’62508 ~ 125 years. We generate both Exponential and Weibull failures,
the former serving as a best case yet unrealistic scenario and the latter being
representative of failure behavior in production systems [14] 25] 20} [15]. For
the Exponential distribution of failure inter-arrival times, we simply set A =
For the Weibull distribution, which requires two parameters, a shape
k=1g—(z/N)*

ﬁ'
parameter k and a scale parameter A, and has density %(%) for
x > 0, we have A\ = MTBF/I'(1 + 1/k). Based on the results in [14} [25] 20}
15] we use for the value of k either 0.5 or 0.7. For small values of the shape
parameter k, the Weibull distribution is far from an Exponential distribution,
meaning that it is far from being memoryless. We resort to generating synthetic
failure traces because it is unclear how to extrapolate production failure logs
for current platforms, e.g., as available in [19], to post-petascale platforms in
a reasonable manner. One option is to use available smaller failure logs and
use oversampling to simulate failures on larger platforms. Unfortunately, such
oversampling introduces biases, and the validity of the obtained results would
be questionable.

7.1.4 Failure scenario generation

Given a p-processor job, a failure trace is a set of failure dates for each processor
over a fixed time horizon, which we set to 2 years in our simulations. The job
start time is assumed to be at 1 year. We use a non-zero start time to avoid
side-effects related to the synchronous initialization of all processors. Given the
distribution of inter-arrival times at a processor, for each processor we generate
a trace via independent sampling until the target time horizon is reached.

7.2 Simulation results

In this section, we only present simulation results for perfectly parallel applica-
tions under the constant overhead model. All trends and conclusions are similar
regardless of the application and overhead models. For completeness, we pro-
vide the full results in Appendix All results are averages over at least 50
instances, and all graphs show one-standard-deviation error bars.

7.2.1 Exponential failures

Figure [I0] shows average makespan vs. the number of processors for our algo-
rithms, each used assuming g = 1, 2, or 3 groups, assuming Exponential failures.
A first observation is that many curves overlap each other: for a given g all algo-
rithms lead to similar average makespan. For instance, for C' = R = 600 s and
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Figure 10: Average makespan vs. number of processors, Exponential failures,
MTBF = 125 years.

g = 2, and taking OPTEXP as a reference, the relative difference between the
average makespan of OPTEXP and that of the other three algorithms is at most
6.81% (and only 2.31% when averaged over all considered numbers of proces-
sors). In spite of such small differences, several trends emerge. OPTEXP almost
always leads to higher average makespan than OPTEXPGROUP (note that for
g = 1 the two algorithms are equivalent). Over the 8 numbers of processors
considered, the 3 values for R = C, and the 3 values for g, i.e., 72 scenarios,
OpPTEXP leads to average makespans shorter than that of OPTEXPGROUP only
4 times (for R = C = 6000 s, for 2'® to 22! processors, and by at most 3.27%).
BESTPERIOD never leads to an average makespan higher than that of OpTEXP
or OPTEXPGROUP, and outperforms them by up to several percents across all
the R = C and g values. DPNEXTFAILURE leads to mixed results, with equal
or shorter average makespan than OPTEXPGROUP, resp. BESTPERIOD, for 31,
resp. 24, of the 72 different scenarios.

A second observation is that the use of g > 1 (i.e., multiple groups) often
does not help and can even lead to larger average makespans. For R = C =
60 s, increasing g from 1 to 2, or from 2 to 3, never leads to a lower average
makespan for any of our algorithms. For R = C' = 600 s, the only improvements
are seen when going from 1 to 2 groups, for the OpTEXP, OPTEXPGROUP, and
BESTPERIOD algorithms, and only with more than 22! processors. The relative
improvements are at most 7.75% for 22! processors, and between 25.40% and
41.09% for 222 processors. No improvements are achieved when going from 2
to 3 groups. More improvements are seen for C = R = 6000 s. When going
from 1 to 2 groups, improvements are achieved starting at 2'® processors, with
improvements up to between 93.64% and 95.17% at large scale, for all four
algorithms. When going from 2 to 3 groups, relative improvements are seen
starting at 2'° processors, reaching up to between 85.09% and 85.78% for all
four algorithms.

For low and moderate checkpointing overheads, C' = R = 60 s or 600 s,
the average makespan decreases as the number of processors increases. Instead,
for high checkpointing overheads, C' = R = 6000 s, the average makespan
initially decreases but starts increasing at large scale. This is particularly no-
ticeable when using g = 1 group. For instance, the average makespan using
OPTEXP goes from 21.83 s with 220 processors to 249.39 s with 22! processors,
or an increase by a factor 11.42. The increase is similar with BESTPERIOD
and marginally lower with DPNEXTFAILURE (a factor 9.72). The reason for
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Figure 11: Average makespan vs. number of processors, Weibull failures, k =
0.7, MTBF = 125 years.

this makespan increase is simply that with a high checkpointing overhead, the
parallel efficiency is low as processors spend more time in checkpointing activ-
ities than in actual computation. This observation is precisely the motivation
for using g > 1 (see Section . With g = 2, we still see increases in aver-
age makespans, but only by a factor between 2.46 and 2.53 when going from
220 processors to 22! processors for all algorithms. With g = 3, this factor is
between 1.34 and 1.39 for all algorithms. Therefore, the use of group replica-
tion improves parallel efficiency and can lead to scalability improvements. For
instance, with ¢ = 1 or g = 2, regardless of the algorithm in use, it is not advis-
able to use 220 processors as the makespan is lower when using 2'° processors.
With g = 3, instead, there is a reduction in average makespan when going from
219 processors to 220 processors for all our algorithms (the relative percentage
reductions are between 14.58% and 18.81%).

Based on the above, we conclude that for Exponential failures group repli-
cation can be useful when the checkpointing overhead is relatively large and/or
when the scale of the execution is large. While large checkpointing overheads
decrease parallel efficiency, the use of group replication makes it possible to
limit this decrease or even to increase parallel efficiency at some scales. All our
algorithms lead to comparable performance, with BESTPERIOD leading to good
results even though marginally outperformed by DPNEXTFAILURE in some in-
stances. While these results are interesting, and although Exponential failures
have been studied in all previously published works, their relevance to practice
is not clear given that real-world failures follow non-memoryless distributions.
In the next section we present results for Weibull failures, which are more rep-
resentative of real-world failure scenarios.

7.2.2 Weibull failures

Figures and show results for Weibul failures with £ = 0.7 and k£ = 0.5,
respectively. For low R = C' = 60 s and for k = 0.7 (Figure , results
are similar to those seen in the previous section for Exponential failures: the
use of multiple groups does not help, and all algorithms lead to sensibly the
same performance. The gaps between the algorithms become larger for k = 0.5,
i.e., when the failure distribution is farther from the Exponential distribution,
with the advantage to BESTPERIOD (Figure . For instance, for k = 0.5,
220 processors, and using g = 2 groups, BESTPERIOD leads to an average
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Figure 12: Average makespan vs. number of processors, Weibull failures, k =
0.5, MTBF = 125 years.

makespan lower than that of OpTEXP, OPTEXPGROUP, and DPNEXTFAIL-
URE by 10.46%, 51.04%, and 2.08%, respectively. A general observation in all
the results for replication (g > 1) with Weibull failures, regardless of the value of
C = R, is that OPTEXPGROUP leads to much poorer results than all the other
algorithms. This is because the analytical development of Theorem [2] relies
heavily on the Exponential failure assumption. As a result, OPTEXPGROUP
is even outperformed by OPTEXP, even though this algorithm also assumes
Exponential failures. In all that follows we no longer discuss the results for
OPTEXPGROUP.

For C = R = 600 s and k£ = 0.7, and unlike the results for Exponential
failures, at large scale the average makespan of the g = 1 executions increases
sharply while the average makespans for g > 1 executions remain more stable
(Figure . In other words, even when checkpointing overheads are mod-
erate, group replication is useful for increasing parallel efficiency once the scale
is large enough. This result is amplified when failures are further from being
Exponential, i.e., for k = 0.5 (Figure . For k = 0.5, going from g = 1
to g = 2 groups is beneficial for OPTEXP starting at 2!7 processors and for
BESTPERIOD and DPNEXTFAILURE starting at 2'® processors. Going from
g = 2 to g = 3 groups is beneficial for OPTEXP andBESTPERIOD starting at
219 processors, and for DPNEXTFAILURE starting at 22° processors. In terms
of comparing the algorithms with each other, in Figure all algorithms ex-
perience a makespan increase after the initial decrease. Only BESTPERIOD and
DPNEXTFAILURE, when using g = 3 groups, have a decreasing makespan up to
220 processors. When going to 22! processors, these algorithms lead to relative
increases in makespan of 18.50% and 14.99%, and larger increases when going
from 22! to 222 processors. Across the board, BESTPERIOD with ¢ = 3 groups
leads to the lowest average makespan, with DPNEXTFAILURE with g = 3 groups
a close second. The average makespan of DPNEXTFAILURE is at most 15.66%
larger than that of BESTPERIOD, and in fact is shorter at low scales (for 25
and 216 processors).

Results for C = R = 6000 s show similar but accentuated trends. For
k = 0.7 (Figure the main results are similar to those obtained for k =
0.5 with C = R = 600 s. The best two algorithms are BESTPERIOD and
DPNEXTFAILURE using g = 3 groups, but both algorithms show an increase in
makespan starting at 2! processors. For k = 0.5 (Figure [12(c)) this increase
occurs at 28 processors and is sharper for DPNEXTFAILURE than BESTPERIOD.
Even though group replication helps, with such large checkpointing overheads
parallel efficiency cannot be maintained beyond 2'7 processors.
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Figure 13: Average makespan vs. number of processors, C' = R = 6000 s,
MTBF = 125 years.

We conclude that although with Exponential failures all our algorithms are
more or less equivalent (see Section , with more realistic Weibul failures
BESTPERIOD emerges as the best algorithm. The only algorithm that leads
to makespans comparable to those of BESTPERIOD is DPNEXTFAILURE, but it
never leads to a lower average makespan than BESTPERIOD at large scale. Even
though DPNEXTFAILURE relies on a sophisticated DP approach, the brute-force
but pragmatic approach used by BESTPERIOD turns out to be more effective.
Even when using BESTPERIOD, our results show that application scalability is
hindered by higher checkpoint overheads, which is expected, but also by lower
k values, i.e., by less exponentially distributed failures.

7.2.3 Checkpointing contention

The results presented so far are obtained assuming that the checkpointing over-
head (R = C) does not depend on the number of groups. There are cases
in which this assumption could give an unfair advantage to group replication.
Consider an application with a given memory footprint V', in bytes, running on
a platform with a total of ¢ processors. With no replication (g = 1) the total
volume of data involved in a checkpoint is V. Assuming that V' is no larger than
the aggregate RAM capacity of ¢/g processors, then group replication can be
used with g > 1 groups. In this case, since each group executes the application,
the total volume of data involved in a checkpoint at each group is also V. Since
groups may checkpoint/recover at the same time, the amount of data involved
can be up to g x V, or a factor g larger than in the no-replication case.

To evaluate the impact of group replication on checkpointing overhead, we
introduce a checkpointing contention model in our simulation. Whenever mul-
tiple checkpointing/recovery operations are concurrent, they receive a fair share
of the checkpointing/recovery bandwidth. For instance, if n checkpointing op-
erations begin at the same time, and no other checkpointing or recovery occurs
over the next n x C' time units, then all n checkpointing operations finish after
n x C time units. More generally, considering that a checkpointing/recovery op-
erations requires C' units of activity, over a time interval At during which there
are n ongoing such operations each operation performs % /At units of activity
(if one of these operations requires fewer units of work to complete, consider a
shorter At interval).

Our objective in this section is to determine whether group replication can
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still be beneficial when considering checkpointing contention. We repeated all
the experiments presented in Sections and [7.2.2] For C = R = 60 s,
checkpointing contention has negligible impact on the results, and the impact for
C = R =600 s is lower than that for C' = R = 6000 s. This is expected since the
larger the checkpointing/recovery overhead, the more likely that more than one
group is engaged in checkpointing or recovery at the same time. Thus, among
all our results, those for C = R = 6000 s should be the most disadvantageous
for group replication. These are the results presented in Figure [I3] which shows
average makespan vs. number of processors for BESTPERIOD without and with
contention (denoted by BESTPERIOD-Cont), for ¢ = 1,2, and 3, for C = R =
6000 s, for Exponential failures and for Weibull failures with £ = 0.7 and £ = 0.5.

As expected the average makespan of BESTPERIOD is increased due to check-
pointing contention when multiple groups are used. However, even with con-
tention, group replication outperforms the no-replication case at large scale. For
Exponential failures, using g = 2 groups outperforms using g = 1 group as soon
as the number of processors reaches 2'®, both with and without contention. Us-
ing g = 3 groups outperforms using ¢ = 2 groups when there are either 2'° or
220 processors with contention. The lowest average makespans with contention
are achieved using either 28 processors split in ¢ = 2 groups, or 2! processors
split in ¢ = 3 groups. For Weibull failures with & = 0.7, using g = 2 groups
outperforms using g = 1 group starting at 2'6 processors, with or without check-
pointing contention. With contention, using g = 3 groups never outperforms
using g = 2 groups, and ties its performance starting at 2'® processors. For
Weibull failures with k¥ = 0.5, using ¢ = 2 groups outperforms using g = 1
group starting at 2'5 processors with or without contention. With contention,
using ¢ = 3 groups is beneficial over using g = 2 groups when there are 27
processors but the lowest makespan overall is achieved with g = 2 groups and
215 processors.
We conclude that although checkpointing contention increases the makespan
of group replication executions, the makespans of these executions are still
shorter than that of no-replication execution at the same or slightly higher
scales than when no contention takes place. One difference due to contention is
that in our experiments using g = 3 groups is never worthwhile.

8 Conclusion

In this paper, we have studied group replication as a fault-tolerance mechanism
for parallel applications on large-scale platforms. While others have studied
process replication [I2], group replication is a more general, simpler, and less
intrusive approach. We have defined an execution protocol for group replication,
ASAP. We have derived a bound on the expected application makespan using
this protocol when failures are exponentially distributed. We have also proposed
several dynamic programming algorithms to minimize application makespan
that apply regardless of the failure distribution. We have evaluated all these
approaches, along with no-replication approaches proposed in previous work, in
simulation. Our main findings are that (i) replication can significantly lower
the execution time of applications on very large scale platforms, for failure and
checkpointing characteristics corresponding to today’s platforms; and (ii) our
DPNEXTFAILURE dynamic programming approach is close to the optimal peri-
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odic solution (determined via a numerical search for the best period that would
be prohibitively expensive in practice). Some of the approaches that we have
evaluated are more effective than DPNEXTFAILURE when the failure distri-
bution is close to the exponential distribution. However, studies have shown
that failures in production platforms today are far from being exponentially
distributed [14} [25] 20, [15].

An interesting direction for future work is to compare group replication
with process replication [I2], both theoretically and experimentally, thereby
determining in which regimes one replication method is better than the other, if
at all. A more ambitious longer-term objective is to generalize this work beyond
the case of coordinated checkpointing, for instance in the case of hierarchical
checkpointing schemes based on message logging.
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Figure 14: Evaluation of the different heuristics on a platform with Exponen-
tial failures (MTBF = 125 years).
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Figure 15: Evaluation of the different heuristics on a platform with Weibull
failures (MTBF = 125 years, and k = 0.70).
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Figure 16: Evaluation of the different heuristics on a platform with failures
based on the failure log of LANL cluster 18.
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Figure 17: Evaluation of the different heuristics on a platform with failures
based on the failure log of LANL cluster 19.
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B Full results for the second set of experimental
evaluations
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a) Exponential b) Weibull k£ = 0.7 ¢) Weibull k£ = 0.5
(3) C' = R =600, D = 60.

7 F:

g0 o e a

a) Exponential b) Weibull k£ = 0.7 ¢) Weibull k£ = 0.5
(4) C = R = 6000, D = 60.

Figure 18: Evaluation of the different heuristics on a platform where MTBF =
125 years.

RR n° 7876



Using group replication for resilience on exascale systems 52

a0
ber of

a) Exponential b) Weibull £ = 0.7 ¢) Weibull k£ = 0.5
(2) C = R =60, D = 60.

number of processo nmber of processo

a) Exponential b) Weibull k£ = 0.7 ¢) Weibull k£ = 0.5
(3) C' = R =600, D = 60.

a) Exponential b) Weibull £ = 0.7 ¢) Weibull k£ = 0.5

(4) C = R = 6000, D = 60.

Figure 19: Evaluation of the different heuristics on a platform where MTBF =
125 years, in a system with contention.
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