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ABSTRACT. We study the homogenization of Hamilton-Jacobi equations with
oscillating initial data and non-coercive Hamiltonian, mostly of the Bellman-
Isaacs form arising in optimal control and differential games. We describe
classes of equations for which pointwise homogenization fails for some data.
We prove locally uniform homogenization for various Hamiltonians with some
partial coercivity and some related restrictions on the oscillating variables,
mostly motivated by the applications to differential games, in particular of
pursuit-evasion type. The effective initial data are computed under some as-
sumptions of asymptotic controllability of the underlying control system with
two competing players.

1. Introduction. We are concerned with the homogenization of Hamilton-Jacobi
equations with oscillating initial data

O+ H(z,%2,D.uf) =0 in (0,00) x RN 1)

u®(0,2) = h(z, %) in RY
with Hamiltonian H and initial data A at least continuous and Z"-periodic in the
second entry where the oscillating variables appear. The goal is finding an effective
Hamiltonian H : RY x RY — R and effective initial data k : R — R such that u¢
converges (locally uniformly) as e — 0 to the solution of

0w + H(z,D,uf) =0 in (0,00) x RY

u®(0,z) = h(2) in RV, @
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The problem was studied by several authors for initial data h = h(z) independent
of £ and with coercive Hamiltonian, that is, for all 2 € RY,

lim H(z¢,p) = +oo uniformly in ¢ € RY. (3)
[p|—+o0

The construction of the effective Hamiltonian H by tools of ergodic control and a
convergence theorem were first proved in the pioneering paper of Lions, Papani-
colaou and Varadhan [31]. A variational proof was given by E [22] for H convex
in p = Du, and Evans [23] introduced the general approach called Perturbed Test
Function Method. Estimates of the rate of convergence were proved in [17] (see also
[32]), Hamiltonians with discontinuous dependence on z were studied in [16] and
with terms u€ /e in [29], iterated homogenization in [7]. We refer to [1] for the nu-
merical methods and to [24, 26] for the connections with the weak KAM theory, see
also the references therein. Under the coercivity assumption (3) the theory was also
extended to oscillations more general than periodic, such as quasi-periodic [15, 30]
and stationary ergodic [35, 33, 21, 39], and to domains with periodic holes [28, 2].

Much less is known when the coercivity condition (3) fails and the initial data
depend on some oscillating variables, h = h(z, Z). Homogenization for non-coercive
Hamiltonians with special structures was studied in [8, 14, 36, 27, 4, 5, 11, 18, 20].
For initial data with oscillations and general degenerate parabolic equations, Alvarez
and the first author [3] reduced the construction of the effective initial data h to
a stabilization problem and treated the boundary layer at ¢ = 0; applications were
made in [6, 5].

The development of a sufficiently general theory of homogenization for non-
coercive Hamiltonians faces the obstruction of several counterexamples to pointwise
convergence. For the basic equation of front propagation

ot +g (g) |D.u®| =0
it was observed in [13, 19] that there is no such convergence as soon as g changes
sign. In [5] it was shawn that when H depends also on z, besides Z, H may
have a less regular dependence on z that prevents convergence at some points and
uniqueness for (2). Simple examples are also the equations

T —

Opu® + |ug| — |ug| = cos (27r y) in (0,00) x R?, (4)

and

Opu® + ug + uy | = cos (271'9U y) in (0,00) x R? (5)

that are both solved by u®(¢,z,y) = tcos(2r*=) that does not converge at any

point off the line x = y. The same two equa‘iions with null right hand side do
not homogenize the initial data h(Z, %) = cos (27rx%y), because this function is a
stationary solution. Note that in (4) the Hamiltonian goes to +o0 in some directions
and to —oo in others, whereas in (5) it is bounded below and fails to be coercive
just in one direction. In Section 3 we describe two classes of equations modeled on
these examples for which homogenization fails for at least one choice of smooth and
periodic forcing term or initial data.

In this paper we focus our attention on the Hamiltonians of Bellman-Isaacs type

that arise in deterministic optimal control and in the theory of two-person, zero-sum
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differential games, namely

H(Za Cap) = géig%leaj({fp : f(za Ca a, b) - l(Z, C?av b)} (6)

under standard boundedness and continuity assumptions on f and [ and without
condition (3). The game-theoretic interpretation of our problem is presented in
Section 2, together with some preliminary results from earlier papers. Our model
problem is the convex—concave eikonal-type equation

atu6 + 91 (5177% %a %) |Dxu€| — 92 (xaya %7 %) |Dyu€‘ =1 (xvya %7 %) )
in (0, 4+00) x RNt x RNz, (7)
uE(O,w,y):h(:v,%%,%), in RNt x RNz,

In view of the negative examples mentioned before we look for special forms of os-
cillations under partial coercivity conditions. Some of our main results concern
problems where the oscillating terms involve only *=¥, motivated by games of
pursuit-evasion type where the costs depend only on the distance between some
coordinates of the two players. In other results we make assumptions of decoupling
of the vector field f of the form f(z,(,a,b) = (f1(2,(,a), f2(z,(, b)), that are also
common for differential games.

In Section 4 we study problems with oscillations only on a subspace and coercivity
in the directions of the subspace. This is related to the work of Barles [11] and the
recent paper of Viterbo [38] on symplectic methods in homogenization. We give
some applications to control and game problems, among which (7) with

N —
N1 = Ny = —, g1,92,!, h depending only on (wy E‘y) g1 > g2 or g1 < ga,

2
(8)
and this result is sharp if go = v¢; for some constant ~.

In Section 5 we study the stabilization property of the Hamiltonian that allows to
define the effective initial data h. This is done by developing a notion of asymptotic
controllability of an underlying control system with two players introduced in [9],
and studying it by game theoretic ideas combined with PDE-viscosity methods. A
byproduct is the homogenization for the model problem (7) when the assumption
that h = h(z,y, *=%) in (8) is replaced by the existence of a saddle h, such that

hs(x,y) = max min h(z,y,£,n7) = min max h(z,y,&,n).
s(z,y) Jnax, oin (@,y,€,m) [nin max (2,y,€,m)
Note that these two assumptions on h are somehow opposite, because a function of
& — n has a saddle in (§,n) only if it is a constant.
In Section 6 we consider equation with decoupled fast variables

Opu® + Hy(z,y, E,Dwug) — Hy(z,y, y,Dqu) =0 fort>0,(z,y) € RM x RN
€ g

so that the coupling of the fast components takes place only via the initial data. If
H, and H; are coercive we prove homogenization for h that either has a saddle or
is of the form h = hy(z,y, =) + ha(z,y, £).

Finally, in Section 7, for a two-dimensional example we compute explicitly the
effective Hamiltonian and find a differential game whose value function is the solu-
tion of the effective Cauchy problem. This can be called effective differential game.
Here we observe the unexpected phenomenon of a cost independent of the controls
in the e-problem that produces a control-dependent effective cost in the limit.

Some results of this paper appeared in the second author’s Ph.D. thesis [37].
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2. Setting and preliminary results. In this section we describe the problem,
list the basic assumptions and recall some known results.

2.1. The problem and the game model. We consider the Cauchy problem
(1) where H : RY x RN x RN — R is at least continuous, h : RN x RV — R
is bounded uniformly continuous, and both are Z~-periodic with respect to the
oscillating variable ¢ = £. We are concerned with the limit of the solution u® of
(1) as € — 0. We assume the existence and uniqueness of a viscosity solution u®:
sufficient conditions for this are well-known, for instance in the case of Hamiltonian
H of Tsaacs type (6), see [10] and the references therein. Our basic assumptions on
Hamilton-Jacobi-Isaacs equations are the following.

A and B are given compact subsets of metric spaces;

the functions f and [ are bounded uniformly continuous

in RY x RN x A x B, with values respectively in RY and R;

f is Lipschitz—continuous in (z, {), uniformly with respect to (a, b); (9)
the data f,[, h are Z"V-periodic with respect to the variable ¢, i.e.

for any z € RV, (a,b) € A x B, ¢ = f,1, h satisfies

(2, a,b) = (2, + k,a,b) for any ¢ € RN k € ZN.

Lemma 2.1. Let H be of Isaacs type (6) (9). Then H is coercive if and only if,
for any z,p € RN, there exist v > 0 and C > 0 such that

H(z,¢,p+p) = vlpl = C(1+ [pl), for all ¢,p € RY. (10)

Proof. Inequality (10) readily implies (3). The viceversa is a consequence of the
homogeneity property of H. In fact, for any z,( € RV we have

. . p
—D- — < _— 3 —1[).
min max{~p-f(,¢,a,b) l(z,C,a,b)}_lpgélgI&a{ ) f(z,C,a,b)}Jrsup( )

The coercivity (3) gives

= inf mi —q- b
v(z,q) nf, minmax {—¢ - f(2,¢,a,b)} > 0
for any z,q € RV, |q| = 1. By setting v = v(2) := min{v(z,q) : |q| = 1} > 0, we
get

i — D) - — > Bl +inf(—
minmax{~(p+p) - f(2,¢,a,b) = 1(z,¢,a,b)} > v|p + p| + inf(=1),

for all ¢,p € RY.
Thus we obtain (10) with C' := max{v,sup(}. O

The Cauchy problem (1) with the Isaacs Hamiltonian (6) arises in the theory of
differential games [25], as we describe next.

Consider the sets A and B of measurable functions defined on (0,+oc0) with
values in A and B respectively. In the game theory terminology, such functions
are the (open-loop) controls associated to two players. The state of the system is
governed by the ODE

{th(ztyz,;aatabt) (11)

zZo = %,
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and depends on a € A, b € B. Next define, for a time-horizon ¢ > 0, initial state
z€ RN, a € Aandb e B, the cost-payoff functional of the game with running cost
I and terminal cost h

J(t,z,a,b) = /tl (zs, %,as,bs) ds+h (zt, %) .
0

This is the functional the first player wants to minimize and the second wants to
maximize.

A strategy for the first player (respectively, for the second player) is a map « :
A — B (respectively, 8 : B — A). A strategy a for the first player it is said
nonanticipating if for any ¢ > 0 and any b,0' € B, by = b, for any 0 < s < ¢t
implies afb]; = a[b']s for any 0 < s < t, and the definition for the second player is
symmetric. We denote

I' := {a: A — B nonanticipating strategy for the first player}
A :={f: B — A nonanticipating strategy for the second player}
The lower value function of the zero-sum differential game just described is
ut(t,z) := érg; ilelg J(t, z, a[b],b),

where zg obeys (11) with a = a[b]. Symmetrically, the upper value function is
v°(t,z) := sup inf J(¢,z,a, B[a]),
BeA a€A
where z; obeys (11) with b = S[a].

It was proved in [25] that under the assumptions (9) the lower value u® is the
unique viscosity solution of the Cauchy problem (1) with Isaacs Hamiltonian (6).
Symmetrically, the upper value v is the unique viscosity solution of the Cauchy
problem (1) with Hamiltonian

Er(zv C7p) = I;leai{gélg{_p . f(z7<a a/7b) - l(Z, C,CL, b)}

Therefore our results have an interpretation in terms of differential games with
fast space-periodic oscillations in the dynamical system and in the cost.

2.2. Ergodicity, stabilization and the effective Cauchy problem. Following
[31, 8], we consider, for any fixed z, p € RY and § > 0, the problem

ow’ + H(z,(,Duw’ +p)=0  inRY. (12)
Assume (6) (9) or, more generally, that for a modulus w
[H(2,¢,p) — H(z,,p) <w (¢ =1+ 1p) ¥¢,¢,peRY. (13)

Then the problem (12) has a unique viscosity solution w®(¢) (see, e.g., [10]).
Definition 2.2. We say that H is ergodic if, for all z,p, dw’(¢) converges to a
constant as § — 07, uniformly with respect to ¢. In this case we set
H(z,p) = — lim du’.
(z,p) Jm ow
Remark 1. If H is ergodic then H : RN x RY — R is continuous, see, e.g., [3].
The value H(z,p) can also be characterized as the unique constant A € R such that
the problem
7)‘+H(ZaCaDX+ﬁ):Oa fOI‘CERN,
also called (true) cell problem, admits a solution x(¢).
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If H is of Isaacs type (6) a representation formula for H is obtained as soon as w?®
is recognized as the lower value function of a discounted infinite horizon differential
game, with dynamics

(14)

G = J(Z, Gty ae,by)
CO = C S RN?

and cost functional
—+oo
/ 67681(27 Ctaatabt) d87
0

that is,

+oo
wi(Q) = infsup [ e Oz Gualbe) ds,
a€lpeB Jo
where (s obeys (14) with a = «/[b]. B
Another equivalent characterization of H is given through the uniform limit of
—w(t, )/t as t — +oo, where w(t, () solves

Oyw + H(z,¢,Dw +p) = 0, for t >0, ¢ € RV,

with initial condition w(0, () = 0; see [8, 3, 4]. The latter characterization will not
be used in this paper.

Next consider, for any fixed Z € RN, the problem

{at»u + H'(%,¢,Dv) =0 in (0,00) x RY (15)

0(0,0) = h(z,Q) in RV

where H' is the homogeneous part of H. We refer to [3] for the abstract definition
of H'. Here we will use it for H of Isaacs’ type (6) and in this case
H’ = mi —p- b)}.
(2, ¢, p) = minmax{—p- f(z,¢,a,b)}
Definition 2.3. We say that the pair (H,h) is stabilizing (to a constant) if, for all

z, u(t, () converges to a constant as t — 400, uniformly with respect to ¢. In this
case we set

h(z) == tli)r(r)lov(t,o.

Remark 2. Under the current assumptions (9) A is bounded and uniformly contin-
uous in RY [3]. The unique solution of (15) is the lower value function of the finite
horizon differential game with dynamics (14) and merely terminal cost functional
h, that is,

U(tag) = Hlf sup h(f, Ct)? (16)
a€l peB

where (; solves (14) with a; = a[b]t, see [25]. Then

h(z) = lim inf sup h(z,G)- (17)

For further information, references, and some counterexamples on the long-time
behavior of solutions to Hamilton-Jacobi equations, we refer to [12].

Definition 2.4. We say that there is homogenization for the problem (1) if for
any z € RY and p € RY there exist H(z,p) and h(z) such that u®(t,z) converges
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uniformly on compact subsets of (0,00) x RV, as ¢ — 07, to the unique solution
u(t, z) of

(18)

Owu+ H(z,Du) =0 in (0,00) x RY
u(0,2) = h(z) in RV,

In other words, we say there is homogenization if not only u® converges but its
limit is also characterized as the solution of a well-posed Hamilton-Jacobi equation.
The three notions just recalled are linked by the following general result.

Theorem 2.5. Assume that H is ergodic, the pair (H,h) is stabilizing, and H
satisfies the comparison principle. Then there is homogenization for (1). Moreover,
if h = h(z) only, the convergence is locally uniform on [0, 4+00) x RY.

Proof. See Theorem 1 and Corollary 2 in [3]. O

Saying that H satisfies the comparison principle means the following: for any T’ >
0, if v and v are bounded and, respectively, an upper semicontinuous subsolution
and a lower semicontinuous supersolution in viscosity sense of dyu + H(z, Du) = 0
on ]0, T[xRY, u(0,2) < v(0,2) for all z € RY, then u < v everywhere, see, e.g.,
[10]. The comparison principle holds, for instance, if for a modulus w

|H(z,p) — H(Z',p)| <w(]z — Z|(1 + |p|)) Vz,2 € RV, (19)
An example of effective Hamiltonian H that does not satisfy the comparison prin-

ciple is in Chapter 8 of [5].

2.3. The model problem: the convex—concave eikonal equation. All the
results of the paper will be tested on the convex—concave eikonal-type equation (7),
where 2z € RY is written as z = (z,y) with z € RN and y € RV2, Ny + No = N.
The assumptions are

Lh,g1,92 : RY x RN — R bounded and uniformly continuous,
g1 and go Lipschitz-continuous,
I,h, 1,92 ZN-periodic with respect to (&,7) = (£, 2).

€’ e

The Hamiltonian in (7) is convex with respect to D u if g1 > 0 and concave with
respect to Dyu if go > 0, which motivates the name of the model problem. It is a
special case of (6) because

g1 (I’, Y, 67 T’)|pT| = Elli)i{ip’r - agi (I, Y, 67 77)}
792(1'7 Y, f, 77)|py| = fg‘lgi{fpy : bgg(.’ﬁ, Y, ga 77)}
The associated differential game has dynamics

it =0 ($t79t7%7%) Qt, |at| < 17
U= g2 (T, 9, 2, %) by, |be] <1, (20)
Lo =T, Yo =Y,

with cost functional independent of the controls

t
/ l<xsaysaﬁv%> d8+h($t7yt7ﬁ7&>'
0 g € g €
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3. Failure of pointwise homogenization. In this section we show that homog-
enization for non-coercive Hamiltonian may fail to hold, if no assumptions on the
operator H and the initial data h are imposed. We will consider the case of convex-
concave Hamiltonians, and a class of convex but non-coercive Hamiltonians.

3.1. Convex—concave Hamiltonians.

Example 1. Let v > 0 with y~! € Z. The problem

Opu + ug| — y|us| = cos (271"”7?/;’_1) in (0,00) x R2, (21)
u¢(0,z,y) =0 in R2
does not homogenize if x # % In fact, an explicit solution of (21) is given by
a1
u®(t,z,y) = tcos <27rw)
€
and u° has no limit for ¢ — 0.
Example 2. Let v > 0 with y~! € Z. The problem
Opu® + |ug] — ylug| =0 for (0,00) x R?
r—y~~1 . 2 (22)
u®(0,z,y) = cos (277%) in R

does not homogenize if z # % In fact, an explicit solution of (22) is given by the

-1
u(t,x,y) = cos <27rw)
€

and u® does not converge to any function as € vanishes.

steady solution

The next Propositions generalize these examples to other convex-concave Hamil-
tonians in dimension 2.

Proposition 1. Let u® be a solution of

{&gus i@y, 2 Eg) = Halwy, 2, 6u)) = U2 L), in (0,00 x B2
uf(0,2,y) =0, in R?,
and assume that constants v1,v9, 3 > 0 and C,Cy > 0 exist, such that
|Hi(z,9,6,m.02) — 1|pa?] < C1o |Halw,y,&m,py) — valpy || < Co. (24)
Then, for all § > 0, there exists | : R? — R analytic such that
lier[i)rlf u(t,x,y) < —dt, hgni%lip ut(t,z,y) > ot

@l

1 _
for any t > 0 and any x,y such that xv, * # yvy ©. Moreover | is Z*-periodic if

1~ Y8 and v,=Y/P belong to 7.

Proof. First of all, observe that for any A, u € R, the solution of the problem
Opv° + vy |vs|P — 1/2|1)Z\ﬁ = 1+ Acos (2?” (xz/l_l/ﬁ - yu{l/ﬂ)> in (0,00) x R?
v¢(0,z,y) =0 in R?

(25)
satisfies

liminf v®(t, z,y) = t(u — A), limsup v® (¢, z,y) = t(p + A), (26)

e—0+ e—0+
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1
for any x,y such that J;l/fl/ﬁ # yv, 7. In fact the solution of (25) is explicitly given

by
2 - _
v (t,x,y) =t {,u—&— Acos <57T (;I;yl B _ yv; 1/6))} .

To prove the Proposition we argue by comparison with supersolutions and sub-
solutions of the auxiliary problem (25). For a fixed § > 0 define

I(z,y) == (C1 4+ Ca + 9) cos (27T (mufl/ﬁ —yugl/’g)) ,
with Cy and Cy as in (24). We have
0= atus + Hl (xaya E) g7ui) - H2 (xvya Ea gyu;) —1 (Ev g)
e e e e

X
< 0t + mn[uS|? — luS|® + Cy + Co — (g’ g)

Put p = —(C1+Cs) and A = C1+Cs+46, and let v° be the corresponding solution of
(25). The previous computation shows that u° is a supersolution of (25). Therefore
the Comparison Principle gives

limsup ©® > limsupv® = t(pu + A) = ot.

e—0t e—0t
Analogously, we have
0= atua + Hl (5571/, E? y7u§) - H2 (xayu Eu y>u2) - l (£7 y)
€' € €' e €' e
> Ot + n|ug|” — mug|’ — Cr = Cy =1 (E, Q)
€' e
and, by comparison with the solution ¢ of the problem (25) with p replaced by
i = C1 + Cs and X as before, we obtain
liminf u® < liminf ¢ =t(z — \) = —dt.
im < im0 = 1.~ )
Finally, it is straightforward to check that [ is Z2-periodic if and only if v, ~*/# and
vy~ /8 belong to Z. O

Remark 3. If the condition v1 /%, 1,1/ ¢ Z is weakened to (I/l/VQ)l/ﬁ € Q the
function [ constructed in the proof is still T-periodic in both z and y for some T € Z
possibly larger than 1. Therefore we have a counterexample to homogenization also
in this case. The result is sharp for the model problem Hi(ps) = v1|pz|, Ha(py) =
va|py|, because a result of Cardaliaguet [18] shows that homogenization holds in the
non-resonant case v /vy ¢ Q.

Proposition 2. Let u® be a solution of
{8,:u5 + Hy(2,y, 2,4, us) — Ho(z,y, 2, %,u;) =0, in (0,00) x R?

e’ e’y

27
u(0,2,9) = h(E, 1), in R?, @

and assume that (24) holds. Then, for any § > 0 and any T > 0, there exists
h:R? — R analytic such that that the solution of (27) satisfies

liminfu®(t,z,y) < =6, limsupu®(t,z,y) > 6

e—0 e—0t

1

1 1
for any 0 < t < T and any x,y € R such that xzv, ° # yvy, ©. Moreover h is
72 -periodic if vi =8 and vy~ belong to 7.
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Proof. For A\, € R to be chosen consider the problem
Opv° + vy |vs|P — I/2|Uz|ﬁ =p, in (0,00) x R?
ve(0,z,y) = h(%, Y1), in R?,

gle

h(z,y) := Acos (27r (wyl_ﬁ _ yu2_‘3>) .

Since v |h;|® = va|hy|?, the solution of (28) is

z oy
“(t,x,y) = ut h(f,f)
vE(t, T, y) = pt + o2

(28)

with

1

_1 _1
and limsup,_,q v = A+ ut for av, ” # yv, 7. By (24)
0= 815“6 + Hl (xa Y, £7 y’“i) - H2 (:I"7 Y, £7 y7u1€/>
e'e gleg !
< O + vi|ug|® + Cr — valuy|? + Co,
so u® is a supersolution of (28) if u < —C; — Cs. Then the Comparison Principle
for (28) gives u® > v° and

limsup u®(t,x,y) > A+ pt >0, foranyt e (0,7

e—0
if we choose A > § — pT'. The other inequality is obtained in a symmetric way and
the proof of the periodicity of h is straightforward. O
3.2. Hamiltonians vanishing in a direction.

Example 3. The problem
{&gus + |ug +us| = cos (2r*=2) in (0,00) x R?

29
u(0,z,y) =0 in R? (29)

does not homogenize. In fact, an explicit solution of (29) is u (¢, z,y) = t cos(2r*=¥)

which has no limit for x # y as € — 0.

Example 4. The problem
Opuf + |ug, +ug| = (l_ ?n (02, ) x R? (30)
u(0,z,y) = cos(Qw?y) in R

does not homogenize. In fact, an explicit stationary solution of (30) is u®(t,z,y) =

cos(2m*—¥) which has no limit for z # y as ¢ — 0.

The following Propositions generalize the previous examples.

Proposition 3. Consider the problem

{&u‘E + H(z,D.u®) =1(%), in (0,00) x RN 31)
u®(0,2) =0, in RN,
Assume that there exists po € ZN \ {0} such that
H(z,Apo) =0, forany A €R, zeRYN. (32)
Then, for any & > 0 there exists | : RN — R analytic and Z"N —periodic, such that
lieg(iﬁf u®(t, z) = —0dt, lieriitip u(t,z) = ot (33)

for any t > 0 and any z € RN, 2z # py.



HOMOGENIZATION OF NONCOERCIVE HJI EQUATIONS 11

Proof. Fix 6 > 0 and set [(z) = ¢ cos(2mpg-z). Then, the function u®(t, z) := tl(z/¢)
solves the problem (31). In fact, D, u®(¢,z) = Apo, with

- _27Tt5

sin (27rp0 . E) .

€
Then u° satisfies (33). O
Proposition 4. Consider the problem

{&ue + H(2,D,u®) =0, in (0,00) x RN

uf(0,2) = h (%), in RV, (34)

Assume that there exists pg € ZN \ {0}such that (32) holds. Then, for any & > 0
there exists h : RN — R analytic and Z" —periodic, such that
liminf u®(¢, 2) = —4, limsupu®(t,z) =6 (35)

e—0*+ e—0+

for anyt >0 and z € RN, z # py.

Proof. Fix 6 > 0 and set h(z) = ¢ cos(2mpg- z). Then, the function u®(¢, z) = h(z/¢)
is a steady solution of (34) and it satisfies (35). O

Remark 4. In both propositions of this section the condition (32) cannot be weak-
ened by replacing A € R with A > 0, i.e., the Hamiltoninan vanishing on a half line
instead of a whole line: see the examples of homogenization in Chapter 9 of [5].

Also the assumption that pg € Z is sharp for Hamiltonians H = H(p) convex
and 1-homogeneous, i.e. of the form H(p) = max,ca {—p- f(a)}. In fact, if this
assumption fails, then for all k € ZV H(k) # 0, and so k- f(a) # 0 for some a € A.
This is the non-resonance condition of Arisawa and Lions [8], which implies the
homogenization of (31), see Chapters 7 and 9 of [5]. The same reference also proves
that there is homogenization of (34) as well if, in addition, for all k& € Z" there
exist a,a’ € A such that k- f(a) # k- f(d').

4. Homogenization on subspaces.

4.1. The general case. Let M < N and denote with V' an M—-dimensional vector
subspace in R, with 6 its generic element, and with zy the projection of z € RY
onto V. We consider H = H(z,0,p) : RN x V x RN — R ZM_periodic with respect
to 6. The goal of this section is to prove homogenization for the problem

{8tu€+H(z 2 D.uf) =0 in (0,00) x RY

s e

u®(0,2) = h(z,2%) in RY (36)

assuming that H satisfy the following coercivity condition restricted to V: for all
z,p € RV
|p|liI$ooH(Z’ 0,p+ p) = +oo, uniformly with respect to § € V. (37)
peV
The basic regularity of the Hamiltonian that we require is (13), that now reads
|H(z,0,p) — H(2,0',p)| <w(|0 —&'|(L+|p|])) V0,0 €V, z,peRY,  (38)
and the existence of L > 0 and a modulus w such that

|H(2,0,p)—H(2',0,p)| < Llz—2'|(14|p|) +w(|z—2'|) V2,2, peRY 0cV. (39)
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For the regularity of the effective Hamiltonian we also use that for some C; > 0
|H(2,0,p)] < Ci(1+[p]) Vz,peRY,0eV. (40)
All the three last conditions are verified if H is of Isaacs type (6) satisfying (9).

Proposition 5. Assume (37), (38), and (39). Then H is ergodic. Moreover,
(i) if L =10 in (39) then

[H(z,p) = H(Z ,p)| Sw(lz = 2') Vz,2 €RY; (41)
(i) if L > 0 and (40) holds, then there exists K > 0 such that
[H(z,p) = H(Z',p)| < K|z = 2'|(1+ [p) +w(|z = 2]) V2,2, peRY.  (42)

Proof. By a suitable choice of the coordinate axes we can assume without loss of
generality that V is generated by the first M vectors of the canonical basis of R,
Thus zy = (z1,...,2M,0,...,0). We also use the notation

0o := (61,...,01,0,...,0), 0cRM,
For given z,p € RN, we will prove that there is a constant A such that
H(z,¢,Dex +p) = A, for ( €RY, (43)

has a ZM-periodic viscosity solution x(¢). This reduces to a problem in RM™ by
introducing

HV(Haq) :H\Z/p(97Q) = H(z7907qo +p>7 G,QERM,

and the cell problem
Hy(9,DY) =\, for § € RM. (44)
By (37) Hy satisfies

lim Hy(#,q) = 400 uniformly with respect to § € RM. (45)

lg|—00

Then there is a unique A such that (44) has a ZM-periodic solution y(6) [31, 23].
We extend ¥ to RY by setting x(¢) := X(¢v). Since Dx(¢) = (DX(¢v))o, X solves
(43) and then A\ = H(z,p).

Next we show the regularity of H. To this end we recall that

H(z,p)=— ;irr(l) ow’(6; 2, p),
where w’(-; z, p) solves
sw® + HP (0, Dw’) =0, for § € RM. (46)
If (39) with L = 0 holds, then w’(-; z, p) also satisfies in viscosity sense
ow’ + Hé"”(e, Duw’) <w(|z—2|) in RM,

The Comparison Principle holds for this equation, because H‘Z,/ P is bounded and

uniformly continuous on RM x Bg, for any ball Bg and the coercivity condition (45)
holds. Then

w6(9;27p) - wé(e;z/ap) < w(|z - Z/|) Vo e RM? szlvp € RN'

By exchanging the roles of z and 2z’ and then letting § — 0 we get (41).
In the case L > 0 in (39), (40) gives

max | HE(0,0)] < max [H(z,60,p)| < Ci(1+ |pl), V,p.
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Then the Comparison Principle for (46) implies
max 5w’ (0)] < Ca(1+[pl),  Vzp.

By Lemma 2.1 (with [ replaced by [ + f - p) we have for some v,Cy > 0
HyP(0,9) = vig| — Ca(1 + [p]).
Then

|Dw’| < (1+1[p).

Ch+Cs
v
By (39) w®(+; z,p) satisfies
Sw’ + Hf/'”’(e, Duw’) <w(|z—2'|) + L|z — 2'|(1 + |Dw’| + |p|) in RM,

so the Comparison Principle for (46) gives

w’ (6;2,p) — w’(0;2',p) < w(lz =) + |z = 2|(1 + Ip])

VO eRM 2,2/ peRVN.

L01+02+V
v

As before we let 6 — 0 and get (42). O

Corollary 1. Under the assumptions of Proposition 5, if the initial condition does
not depend on the oscillating variables, i.e., h = h(z), then a solution u® of (306)
converges as € — 07 locally uniformly on [0,+00) x RN to the unique solution of

O+ H(z,Du) =0 fort>0,2¢€RYN,
u(0,2) = h(z) for z € RN,

Proof. Tt is enough to put together Proposition 5 and Theorem 2.5, and recall
that the condition (42) implies the Comparison Principle for the effective Cauchy
problem. 0

Theorem 4.1. Assume that (37) holds and that H is of Isaacs type (6) and satisfies
(9). Then, for all h = h(z,0) : RN x V — R, bounded, uniformly continuous and
periodic with respect to 0, the pair (H,h) is stabilizing and there exists H(z,p)
satisfying (41) and such that the solution u® of (36) converges, locally uniformly on
the compact subsets of (0,400) x RN to u, unique solution of

{Gtu+H(z,Du) =0 fort>0,zeRY
= minh(z,0 RY.
u(0, 2) min (2,0) forze
Proof. As in the proof of Proposition 5 we can assume that V' is generated by the
first M vectors of the canonical basis of RY. We also use the same notations, i.e.,
zv = (21,---,2:,0,...,0) for z € RN 0y := (01,...,04,0,...,0) for # € RM and
H{/(07Q) = H,(Z,a(),(IO), G,QERM,

where H' is the homogenous part of H. To show that (H,h) is stabilizing, we fix
z € RY and consider the problem

(47)

atw+H/(2,(C1,~-~,<M),DCU)):O t>0,C€RN,
w(0,¢) = h(z, (C1s-- -, Cur))s ¢ RV,
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This reduces to the problem in RM
{&u? + H/,(2,0,Dgii) =0 fort >0, 0 cRM
w(0,0) = h(z,0) for 6 € RM.
Since H is of Isaacs’ type and condition (37) holds, Lemma 2.1 implies that for
some constant v > 0
Hi{,(2,0,p) > v|p|, for any § € RM pecRM, (48)
Then the comparison principle gives
I]]I{l]lv}l h(z,-) < w(t,0) <w(t,0), foranyt>00cRM
where (¢, ) is the solution of
{atw +U|Dg] =0 fort>0,0eRM
w(0,0) = h(z,0)  for 6 € RM.
It is easy to see that w(t,0) = mingm h(Z,-) for ¢ large enough. Then
tginoo w(t,0) = rﬂrglji\}l h(z,-).

Next we observe that w(t,{) = w(t,{y) by uniqueness of solution of (47) (note

that Dew(() = (D@ (Cv))o). Hence, the pair (H,h) is stabilizing and h(z) =
minga h(Z,-). Now the conclusion follows from Proposition 5 and Theorem 2.5. O

Remark 5. In the statements of Corollary 1 and Theorem 4.1 the assumption of
coercivity to +oo (37) can be replaced by one to —oo, namely,
lim H(z,0,p+p)=—o0. (49)
peV
|p[—+o00

The only difference is the formula for the effective initial data A in Theorem 4.1
which is now

u(0, 2) = max h(z,6) for z € RV,
[222%

The proofs are essentially the same.

4.2. Applications and examples. Oscillations of pursuit-evasion type. We
assume that IV is even and consider the problem

(50)

Ot + H (x,y, %7Dzu€,Dqu) =0 fort>0,z,yeRN?2
us(0,2,y) = h (z,y, =) for z,y € RV/2,

g

with H of Isaacs type satisfying (9). The oscillations affect only the difference
between the x and the y variables. This fits problems where x and y represent the
coordinates of two conflicting players and the cost functional involves the distance
of the two opponents. In pursuit-evasion games the cost is an increasing function of
such distance that the pursuer wants to minimize and the evader to maximize. Let
H:RY x RV/2 x RN — R be ZN/2-periodic with respect to 6 = 4 and assume

for all z € RV, | llim H(z,0,q,—q) = 400, uniformly in 6 € RN/2. (51)
q|—+o0
qERN/2

As a consequence of Theorem 4.1 we have the following.



HOMOGENIZATION OF NONCOERCIVE HJI EQUATIONS 15

Corollary 2. Under the previous assumptions and for h = h(x,y,0) bounded uni-
formly continuous and periodic in 0, the pair (H,h) is stabilizing and there exists
H(x,y,pz,py), Lipschitz—continuous with respect to (z,y), such that the solution u®
of (50) converges, locally uniformly on the compact subsets of (0, 4-00) x RN/2 x RN/2
to u, unique solution of

Owu+ H(z,y,Dyu, Dyu) =0 fort >0, z,y € RN/2,

Proof. Consider the N/2 dimensional subspace of R

Vi={(g,—q) : ¢ € RV?}.
An orthogonal basis for V is given by v* = e — !TN/2 (i = 1,...,N/2), where
{e/}2 ) is the canonical basis of R . For any z = (z,y) € RM/? xR"/? we compute:

N/2 N/2

v = (20 =Y (@i — i)' = (@ —y), —(@ —y)).

i=1 i=1
Next observe that (9) implies, for some L > 0, |H(z,0,p + p) — H(z,0,p)| < L|p|.
Then we take p = (py, —pz) € V and use (51) to get
Therefore (37) holds and Theorem 4.1 gives the desired conlusion. O

Example 5. [Convex-concave eikonal equation] Consider the model problem
Ouf + g1|Dyuf| — ga|Dyuf| =1 in (0,+00) x RNVt x RNz,
u(0,z,y) = h in RV x RNz,

Then there is homogenization in the following cases:

1. g1,92,1,h depend only on (z,y, £) and, for some v > 0, g1 > v Va,y;

2. g1, 92,1, h depend only on (z,y,£) and, for some v >0, go > v Vx,y;

3. Ny = Ny = &, g1,92,1,h depend only on (z,y, L%
(91— g2)(2,9,0) > v V,y,0 € RN/,

The three statements follow immediately from Theorem 4.1, Remark 5, and Corol-

lary 2, respectively.

) and, for some v > 0,

Example 6. Consider the special case of convex-concave eikonal equation with
oscillations of pursuit-evasion type and g; proportional to gs, i.e.,

atu6 Jrg(l’,y, l;y)|D”ﬂu€| - ’Yg(xvya Jle;y)|Dqu| = l(l‘,y, w;y)’
in (0, +00) x RV,
u®(0,2,y) = h(z,y, =), in RVt x RNz,

with 7 constant, g : RN xRY/2 — R bounded, Z"/2-periodic in § = =¥, Lipschitz—
continuous, and such that g(z,y, ) > v for some v > 0. Then we have the following
sharp result:

there is homogenization for all data g,l,h <= v #1.

In fact, if v = 1, Example 1 and Example 2 show that homogenization may not
occur even if g and either h or [ are constant. On the other hand, if v < 1 there is
homogenization by case 3 of the previous example, and for v > 1 there is homoge-
nization by Remark 5.
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Convex non-coercive Hamiltonians. Consider the problem with Hamilton-
ian convex in the (D,u, Dyu) variables

{Btus +g(z,y, Z2)|Dyu® + yDyuf| = I(z,y, *=2) fort >0, z,y € RN/2

€

u(0,z,y) = h(z,y, *7*) for z,y € RV/?

g

under the usual assumptions (9) and with v € R | g(z,y,0) > v for some v > 0.
Then we have the sharp result:

there is homogenization for all data g,l,h <= v # 1.

In fact, if v = 1, Examples 3 and 4 show that homogenization may not occur even
if g and either h or [ are constant. On the other hand, if v # 1 (51) holds and then
there is homogenization by Corollary 2.

Systems with controlled acceleration. Consider the control system in RY
with a single player

To =, 550:3/,

{ = (i ) (52)

with a cost functional

t . .
/ l(ms,x's,xs,as) ds—i—h(mt,;tt,xt) ,  (t>0).
0 € €

Note that the oscillations affect only the velocity and not the position of the system.
By the usual substitution ys = &, this is rewritten as a standard problem in RN, N =
2M and we assume the usual conditions (9). The value function u®(t,x,y) satisfies
the Hamilton-Jacobi-Bellman equation

out —y - Dyut + max{—DyUE - f (:E,y, y,a) —1 (amy, y,a)} =0,
acA IS S
for t > 0,2,y € RM (53)
uf(0,2,y) = h (z,y, £) for z,y € RM.,
Assume that for any (z,7) € RV there exists v > 0 such that
of (z,y,m,A) 2 B(v), for any n € RY, (54)

where B(r) is the open ball with radius r centered at 0 and €6 stands for the closed
convex hull. Condition (54) is equivalent to the following coercivity condition: for
any fixed (7,y) € RY there exist v > 0 and C > 0 such that

I[;leaf‘({_py - f(x,y,m,a) — Uz, y,n,0)} > v|p,| — C, for any py,,n € RM.
Thus the Hamiltonian
H(z,y,1, P2, py) = =Y - px + max{=py - f(z,y,1,0) = Uz,y,n,a)}

satisfies (37) with V = {(z,y) € RY : 2 = 0} and therefore there is homogenization
for (53) by Theorem 4.1.

The same result holds for differential games where f and ! depends also on a
second control b;. The the H-J-Isaacs equation is

o —y - Dyu® —i—%ninmax{—Dqu - f (x,y, y,a,b) —1 (a:,y, y,a,b)} =0,
€B a€cA £ S

Now the Hamiltonian is coercive in the direction of Dyu if (54) is replaced by

Vbe B @f(x,y,m, A b) D B(v), foranynec R,
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and therefore in this case there is homogenization.

A quadratic Hamiltonian arising in H*° control. We present an appli-
cation where the Hamiltonian is of Isaacs type (6) but does not satisfy the usual
assumptions (9) and grows quadratically in some components of Du. Consider a
system with controlled acceleration as in the previous example, and assume it is
affected by an unbounded noise

{Cft = [ (ze, @0, 2, aq) + by

. (55)
To =, To =Y,

with by € R™. As in the theory of robust or H* control we consider a running cost

of the form .
7 . T 72|bs‘2
l=1{zs, 25, —,0a5 | — )
€ 2

where the constant v > 0 is the disturbance attenuation level. In this example
we suppose the terminal cost is h(xy, 4¢). We assume that 1,1, A satisfy (9). As
before, by putting y, = &, we rewrite the system in R, N = 2M. By the theory of
Soravia, see Appendix B of [10] and the references therein, u®(¢,x,y) is the unique
viscosity solution of

D R -
O — y - Dy — |97u2+max{—Dqu~f(l’,y,g,a) *l(xayag’a)} =0,
27y € c
t>0,$,y€RMa

w(0,2,y) = h(z,y), z,y € RM.
(56)
|12 ~ ~
Note the quadratic term —% in the Hamiltonian. Since f and [ are bounded
by (9), the Hamiltonian
|pyP

H(x,y,1, pasPy) = =Y Po — + max {—py f(z,y.m.a) — l~(x7y,n7a)}

2’72 a€A

is coercive to —oo with respect to p,, i.e., it satisfies (49) with V = {(z,y) € RV :
x = 0}. Therefore there is homogenization for (56) by Corollary 1 and Remark 5.

5. Asymptotic controllability and the effective initial data. This Section is
devoted to the study of the stabilizing property of (H,h). Special forms for h are
taken into account: in Section 5.1 we suppose that, for any (z,y) € RM x RNz,
h(z,y,&,n) has a saddle point in RV x R¥2 whereas in Section 5.3 we consider
h(z,y,€,m) of pursuit-evasion type, i.e., depending on the difference & —n € RV/2.

We consider Hamilton—Jacobi-Isaacs operators of type (6) with assumption (9).
The study of the stabilization of (H,h) is based on the analysis of the associated
differential game. For every fixed z = (z,y) € R™ x R™2 we look at the control
system

(o =¢=(&n) € RN x RN

where (; = (&, n:). As already mentioned in Section 2.2, for H of type (6), (H,h)
is stabilizing at (x,y) if the lower value of the game (20) associated to the cost
h(zx,y,-, ) converges to a constant as t — +00, i.e.,

{ét = f(z, ¢t ae,bt)

lim inf sup h(z,y, &, n¢) = h(x,y) uniformly in ¢,
t——+oo0 ael’ beB



18 MARTINO BARDI AND GABRIELE TERRONE

where (&, m¢) is the solution of (20) with a = «a[b]. We additionally require that the
homogeneous part of H satisfies the Isaacs’ condition

/ B .
H(x7ya€’777pw7py) L gélgr(?eaj({ p f<x3y7£7naa7b)}

_?eaﬁ%m{ —p- f(z,y,&,m,a,b)}, (57)

for any (z,y) € RY, (&,1) € RY, p = (ps,py) € RY. It is well known [25] that
if (57) holds, the lower value and upper value of the finite horizon game (20) with
cost h coincide, that is

sup inf A(w,y, & e) = inf suph(z, y, & o). (58)
BEA acA a€l peB

Remark 6. Condition (57) is satisfied, for example, when H has the form
H(Za Capmapy) = gélél%leaj({fpx : fl(za Ca a) — Dy - fQ(Za Ca b) - Z(Z, Ca a, b)}
In particular it holds in the model problem of Section 2.3.

5.1. Terminal cost with a saddle. In this subsection we assume that for any

(z,y) € RN x RNz the function h(z,v,-,-) has a saddle point in RM x RNz that
is, for any (z,y) € RNt x R™2 there exists hy(z,y) such that

hs(x,y) = max min h(x = min max h(z 59

(x,y) Jnax oin (,y,&n) = Loy max (@,9,&m) . (59)

In what follows we will denote by dist the Euclidean distance in RV, i.e. for any

z,y € RN, dist(x,y) = |z — y|. As usual, for any + € RY and any 7 C RY, with

dist(z, 7) we mean the infimum of {dist(z,y) : y € T}.
Definition 5.1. Let z = (x,7) € RVt x Rz be fixed and consider the game (20).
We say that the £-variables are asymptotically controllable by the first player if

there exists a function x, with x(t) — 0 as t — +o0, such that, for any initial state
¢ € RN, and any € € RM | there exists a strategy & € I of the first player such that

dist(&:,€) < k(t) forany be B, any t > 0

where (; = (&, 1) is the solution of (20) with a = @[b]. The definition of asymptotic
controllability of the n-variables by the second player is symmetric.

Proposition 6. Let z = (x,y) € RNt x R™2 be fived. Suppose that the &-variables
are asymptotically controllable by the first player, and the n-variables by the second
player. Suppose also that (57) and (59) holds. Then the pair (H,h) is stabilizing
at (z,y), and h(z,y) = hy(z,y).

Proof. We denote by w(+) a modulus of continuity of the function h(z,y,-,-). Fix an
initial state ¢ € RN, and a point ¢ € R™' as in Definition 5.1. Since the &-variables
are asymptotically controllable by the first player, there exists & € I" such that the
corresponding path ¢, = (&, 7;) of (20) with a = &[b] satisfies

h(.i?, yvghﬁt) < w(|£~t - £|) + h($7ya£7 ﬁt) < W(K,(t)) + mr?xh('ra y:éa 77)7t > 0.
for any b € B, t > 0. Then

Helfriuph(x Y &) < Suph(x y, &, i1) < w(n(t)) +mgxh(x7y,€_,n)
«@ eB

and taking the limsup for t — +o00, and the minimum over all £, we get

lim sup inf sup Wz, y, &, me) < rngln max h(z,y,&,m), uniformly in ¢ = (&, o).

t—+oo @€l pe
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A symmetric computation gives:

lim inf sup mf h(x,y,&,n) > max mln h(z,y,&,m), uniformly in C.
t——+o0 ﬁEA a€ n

Therefore (58) and (59) give

thm 1r€1f sup h(x,y,&,m:) = hs(x,y), uniformly in ¢
— 00 be

and then h(z,y) = hs(z,v). O
Example 7. Consider a system (20) of the form

ét = fl(Z,ftJ]t»at)
ne = fa(2, &, me, br) (60)
50 = 55 To =1

where the first player controls only the first IV variables and the second player
controls only the last Ny variables. Assume that for some vy,v5 > 0

Efl(zaganaA) 2 B(Vl)a @fQ(Zagaan) 2 B(”Q)a VZ, (5777) € RN7 (61)

where B(r) := {q : |q| < r}. Then it is well-known that the first player has a strategy
that brings the first N; components of the system to & within a time |¢ — £|/vy, no
matter what is the control of the second player (see, for instance, [34]). Since the
state space RV /Z" is compact we conclude that the &-variables are asymptotically
controllable by the first player. Symmetrically, the second player has a strategy
that brings the last No components to a given 7 within a time |n — 7|/v2 for any
a € A, so also the n-variables are asymptotically controllable.

5.2. Homogenization for pursuit-evasion oscillations and initial data with
a saddle. As a first application of the preceding Section 5.1 we consider the problem

Owu + Hy(z,y, =¥, Dyuf) — Ha(z,y, =¥, Dyuf) =0, fort >0, z,y € RV/2,
(O,m,y)—h(x,y,g,g) for iE,yERN/2,
(62)
with
H1<$,y, aapa:) = r;leaj({_pz : f1($7y7 9, CL) - ll(xa yveva)}a
H2<x7ya97py) = _gélg{_py : fQ(xay597b) - l2(x7y797b)}'

In other words, the underlying control system has the form (60) and the running
cost also splits as

l(x,y,0,a,b) = l1(z,y,0,a) + la(z,y,0,b).

Corollary 3. Assume that h has a saddle (59), (9) holds, and for any (x,y) € RN
there exist constants vy,v2,6 > 0, and C,Co, C3 such that

Hl(xayaoapr) 2 V1|px| - Cla (Vl - 5)|py| =+ 03 Z HQ(IE,y’G,py) 2 V2|py| - C?v
Vo e RV/2,
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Then there exist H such that the solution u® of (62) converges locally uniformly on
the compact subsets of (0,4+00) x RN to the unique solution u of

owu+ H(z,y,Dyu, Dyu) =0 fort >0, z,y € RN/2,
w(0,2,y) = hs(z,y) for x,y € RN/2,
PTOOf' Set H(xaya07p17py) = Hl(x7y707px) - Hz(ﬂf,y,9,py) and fix T,y € RN/z
Then
H(z,y,0,p,—p) > élp| —C1 — C3, forall §,p€ RN/2,

By Proposition 5 and the proof of Corollary 2, H is ergodic and H satisfies the com-
parison principle. By Lemma 5.2 below, the coercivity of Hy, Hy implies the prop-
erties (61) of the underlying control system. This entails the asymptotic controlla-
bility of the £ and the 7 variables of (60) by the first player and the second player,
respectively, see Example 7. Moreover the Isaacs condition (57) is clearly satisfied.
Therefore by Proposition 6 the pair (H, k) is stabilizing and h(x,y) = hs(x,y). The
conclusion now follows from Theorem 2.5. O

The next Lemma completes the previous proof.
Lemma 5.2. Let K C RN be a closed convez set and v > 0. Then

ma};{cp-UZV|p| foranyp e RY  «— KD B(). (63)
ve

Proof. If K O B(v) then, for any p € RN, max,cx p-v > max,ep() P - v = Vp|.

To prove the converse implication we observe first that K contains a ball B(p),
for some p > 0. Otherwise 0 ¢ intK, and p € RY with |p| = 1 would exist such
that, for any v € K, p-v < 0. Then, by taking the maximum over v € K we obtain
a contradiction with the left hand side of (63).

It remains to prove that we can take p = v. If not, put p:=sup{p <v: K 2
B(p)}. Thus B(p) is the larger ball contained in K, and there exists v € 0K with
|6| = p. For any v € K we have (v — ) -0 < 0, that is, v-© < p*. Then, for any
A>1,

() < A\p% = BN ]
max v (D) < A\p” = p|Av| < v|Ao,

a contradiction that completes the proof. O

Example 8. In the convex-concave eikonal equation of Example 5, in the hypothe-
ses of Case 3 we can replace h = h(z,y, %) with the assumption that h has a
saddle (59).

5.3. Terminal cost of pursuit—evasion type. In this Subsection we will write
2z € RN as z = (x,y), with 2 and y in R"/2. This allows us to consider initial data
h of pursuit—evasion type plus a perturbation, that is

h(z,y,&,m) = hi(z,y,& —n) + ha(x,y,n). (64)

Here the perturbation hs is independent of £, the symmetric case of a perturbation
depending on £ and not on 7 is treated in Remark 7. Note that h of this form does
not have a saddle, i.e., (59) does not hold, unless h; is constant with respect ot 6.

Definition 5.3. Let z = (z,5) € RM2 x RN/2 be fixed. We say that (20) is
asymptotically controllable by the first player to a closed target T C RY if there
exists a function k, with k(f) — 0 as ¢t — +o0, such that, for any initial state
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¢ € RY there is a strategy & € I' of the first player such that the path ¢; of (20)
with to a = a[b] satisfies

dist((;, 7) < k(t) for any b € B, any t > 0.

The definition of asymptotic controllability of the n—variables by the second player
to a closed target is symmetric.

Depending on cases we will assume the following:
Assumption 1. (i) for each z = (z,y) € RY/2 x RN/2 the system (20) is asymp-
totically controllable by the first player with respect to
Ti(2) = {(&n) € RY : € —n € argminhy(z,y,)};
(ii) the n-variables are asymptotically controllable by the second player.

Proposition 7. Assume that h has the form (64), H' satisfies (57), and Assump-
tion 1 holds. Then the pair (H,h) is stabilizing, and for any (z,y) € RV/2 x RN/2,

(e,y) = minh (2,9,0) + max ho(,y,m). (65)
n
The proof of Proposition 7 uses the following technical Lemma, which holds for
h not necessarily satisfying (64).

Lemma 5.4. Let z = (x,y) € RN/2 5 RN/2 be fized, and assume that the game
(20) is asymptotically controllable by the first player with respect to the target

G(:) = {(€1) 5 hle. o) < mpxanin i €.0) |

and that the n-variables of (20) are asymptotically controllable by the second player
with respect to the target

R(z) := argmax mgin h(z,&, ).

Finally, assume that (57) is satisfied. Then, the pair (H, h) is stabilizing at z =
(x7 y)7 and

h(z) = m??xmgin h(z,&,n).
Proof. Fix an initial state ¢ € RY in (20). Since (20) is asymptotically controllable
by the first player on G(z), there exist a function 1 independent of ¢ and a strategy
@ e T for the first player such that the solution ¢, = (&,7) of (20) with a = &[b],
satisfies

dist((r, G(2)) < k1(t) for any b e B, any t > 0. (66)
Let us denote by ¢/ = (€,,7,) the projection of ¢; on G(z), so that

h(z,&,m;) < maxmgin h(z,&,m) for any t > 0.

n
Then
h(z,¢) < w(|C — ¢l + maxnzinh(z,&n), for any ¢ > 0,
7

where w(-) is a modulus of continuity of the function h(z,-,-). By (66) we get

h(z, g:t) <w(ki(t)) + maxmﬁin h(z,&,m), foranybe B, any t > 0,
n
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and therefore

inf sup h(z, () < w(k1(t)) + maxminh(z, &, n).
a€l’ pep no £

Consequently, by taking the limsup, ., ., we obtain

lim sup Héf 5up h(z, () < max mgin h(z,&,m), uniformly in . (67)
t—+oco & be n

Since the n-variables are asymptotically controllable by the second player with
respect to R(z), there exists a function ko independent of ¢ and a strategy § € A
of the second player such that

dist(7, R(z)) < ka(t), for any a € A, any t > 0.
Now ; = (&, 17;) stands for a solution of (20) with b = [a]. Let us consider the
projection n; of 7; on the target R(z), that is
diSt(f]t, R(Z)) = |771/: - f]t') Inginh(za 57 771/5) = maxmginh(z, fa 77)
n

We have, for any a € A and any ¢ > 0,
h(zvéhﬁt) > _W(W - ﬁt|) + h(ZagtW;) > _W(|772 - ﬁtD + Inslnh(zag7ni/5)
> —w(rz(l)) + maxmin Az, &,7).
7

Therefore

sup 1nf h(z,&,m:) > —w(ka(t)) + maxmin h(z, &, n)
peA a€A no £

and, by taking the liminf,_, o,

lim inf sup 1nf h(z, &, m:) > maxminh(z,&,n), uniformly in (. (68)
t—+00 ,BGAa n 13

Now (58), (67), and (68), give
h(z) := lim inf suph(z &,me) = maxmin h(z,€,n), uniformly in (. O
t—-+oc a€l ¢ n 3
Proof of Proposition 7. Let z = (x,y) € RM/? x RN/2 be fixed. Observe that, for
any (¢',7') € Tu(2),

h(z,y,& 1) < min hi(x,y,0) + max hao(z,n) = maxmgin h(z,&,n).
n n

This shows that 73(z) € G(z). Thus (20) is asymptotically controllable by the
first player on G(z), being controllable on a subset of it. Moreover, since the 7-
variables are asymptotically controllable by the second player, in particular they
are asymptotically controllable on the target R(z) = arg maxming h(z,¢&,-).Then
the conclusion and (65) follow from Lemma 5.4. O

Remark 7. It is easy to adapt the previous proof to handle the case

h(l‘, Y, 6; 77) = hl (.’I}, Y, 5 - 77) + hS(l‘v Y, 5)
if the hypotheses on the two players in Assumption 1 are exchanged. More precisely,
we require that (20) is asymptotically controllable by the second player on the target
T2(z) = argmax h (z,vy, ) and that the &-variables are asymptotically controllable
by the first player. In this case, instead of (65), we obtain

B(xa y) = meax hl($>y7 9) + ngin h&(%%f)
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Example 9. Consider a system of the form (60) and assume that for some vy >
0>0

@fl(zagﬂ%A);)B(Vl% @fé(za{?naB)gB(Vl_é)a VZ, (fﬂ?)ERN (69)

We claim that this condition implies the property (i) of Assumption 1. Without
loss of generality we assume that 0 € argmin h(z,-). We begin with the simplified
dynamics

ét:ata at € B(v1),
ﬁt:bta bt GB(Vl—(S).
We define a nonanticipating strategy by setting

§t — Nt
O[[b]t. bt 5|§t_77t|,
where the second term on the right hand side is taken to be 0 if & — 7, = 0. Then
wy 1= |& — m|? solves wy = —28,/w; and therefore it reaches 0 at the time |/wg/d.
Therefore the simplified system can be driven by the first player to the target 7;(z)
in a time not larger than |y — n9|/d. In view of (69) the first player can reach the
same goal also for system (60) within the time |{y — no|/d. Since the state space
RY /Z¥ is compact we conclude that (60) is asymptotically controllable by the first

player to 71 (z).

6. Homogenization with partially decoupled fast variables. In this Section
we consider the problem

Ouf + Hy(z,y, %, Dyuf) — Ha(z,y, 2, Dyus) =0 for t >0, (z,y) € RN x RN
u®(0,2,y) = h(z,y, £, %) for (x,y) € RM x RNz
(70)
The oscillating variables { = £ and 1 = £ are separated in two different Hamiltoni-
ans but they are coupled in the initial data h. This is why we call these problems
partially decoupled.
We assume that, for any (z,y) € RY,

lim Hi(z,y,&,ps) = +oo, uniformly in & € RV

lim Hy(z,y,n,p,) = +0o, uniformly in n € RNz

[pyl—

The main results will be in two cases: when h(z,y,&,n) has a saddle point with
respect to ¢ and 1, and when A has oscillations of pursuit-evasion type. Both results
will hold under the further assumption that Hq, Hy are of Bellman form, i.e.,

Hl(‘rayvfapr) = gleaj({ip:c : fl(z7y7§7a) - ll(z7y7£aa)}7

. 72
HQ(xa:%napy) :72%1§{7py’fQ(xvyanab)712(m’y7777b)}' ( )

6.1. The effective Hamiltonian.
Proposition 8. Assume that the Hamiltonian

H(xay7§7napa:7py) = Hl(l‘vya§7pw) - H2($7ya nvpy)

satisfies (38), (39), and (71) for all (z,y) € RN. Then it is ergodic and the effective
Hamiltonian can be written in the form

E(x7yapz7py) = gl(mayva) - H2(m7yapy)'
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Moreover, if each H; verifies either (39) with L = 0 or (40), then H satisfies the
comparison principle. Finally, if Hy (respectively, Hy) is convex in p, (respectively,
py), then Hy (respectively, Hy) is convex in p, (respectively, p, ).

Proof. Fix (z,y) € R x RM2 and (p,,p,) € RM x RM and consider the cell
problem

511)5 + H(‘r7y7£an7D£w6 +pannw6 +py) - O, in RNI X RN2.

We look for a ZN-periodic solution of the form w’(&,n) = w? (&) — wi(n), where w?
and w3 solve, respectively,

6w‘15 + Hi(x,y,&, Dwf +p;)=0, in RN (73)
dws 4+ Hy(z,y,n, Dws +py) =0, in RNz, (74)

Consider the problem (73). Since H; is periodic with respect to &, there exists
K; > 0 such that |H;(z,y,&,p.)| < K; for any §&. By comparison with K3 /6 and
— K, /8, we get |dwl| < K for any &. Thus, by (73), |Hy(z,y, &, Dwi + p,)| < Ky
for any ¢. This in turn entails, by (71), |[Dw{| < L; for any ¢ and any § > 0, for
some constant L; > 0 large enough.

Analogously, by (74) and (71) we obtain |Dw$| < Lo for any 1 and any & > 0, for
some Ly > 0. Then both dw{ and dw3, converge to some constants, as § vanishes,
uniformly with respect to & and 7, respectively. Therefore H; and Hs are ergodic,
respectively, at (z,y,p,;) and (z,y, p,). Then

H(@,y,pe,py) = = lim 0w’ (€, 1)
== lim (0w (€) = dui(n)) =: Hi(w,y,pe) = Ha(w,y,py).

The regularity of H ensuring the comparison principle is proved as in Proposition
5. Finally, the statement about convexity is well-known in view of the construction
of Hy, Hy by means of (73)(74). O

Remark 8. We immediately derive from Proposition 8 and Theorem 2.5 that under
the assumptions of Proposition 8 the solution u® of (70) with h = h(z,y) converges
as ¢ — 0% locally uniformly on [0, +00) x R¥to the unique solution of

Owu + Hy(z,y, Dyu) — Ho(x,y, Dyu) =0 in (0,00) x RNV x RN
u(0,2,y) = h(x,y) in RM x RNz,

6.2. Initial data with a saddle. We recall that the saddle property (59) of h is
the existence of hg such that
hs(z,y) = max min h(z,y,£,m7) = min max h(x,y,&,7).
(z,y) Jnax nin (z,9,&m) Join max (z,y,&m)
Theorem 6.1. Assume Hy and Hy are given by (72), satisfy (9) and (71) for
every (z,y) € RN and h verifies (59) for every (z,y) € RN. Then there erist
Hi(z,y,ps), Ho(x,y, py) convex in py,p,y, respectively, such that the solution u® of
(70) converges as € — 0 locally uniformly on (0,400) x RN to the unique solution u

of

{@u + Hy(z,y, Dyu) — Ha(z,y, Dyu) =0 fort >0, (z,y) € RN x RN:

u(0,z,y) = hs(z,y) Jor (x,y) € RN »x RNz, (75)
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Proof. By (72) and Lemma 2.1, (71) implies that there exist v1,v9 > 0, C1, Cy such
that

Hy(z,y,§,p2) 2 nilpz| — C1, Ha(z,y,m,py) > vo|py| — Ca,  for any E,(n- |
76

Consider the differential game (60). By Lemma 5.2 condition (76) implies the
property (61) of the vector fields f1, fo, and therefore the asymptotic controllability
of the ¢-variables (resp., the n-variables) by the first player (resp., see the second
player), see Example 7. The Isaacs condition (57) is clearly satisfied. Then the pair
(H, h) is stabilizing by Proposition 6. The conclusion then follows from Proposition
8 and Theorem 2.5. O

Example 10. Under the partial decoupling condition of this section the model
problem (7) becomes

8tu5 +gl (517,:% %) ‘Dﬂcu8| — 92 (xvyv %) |Dyu8| = ll (xayv %) + 12 (96,3/» %)
’U/E(O,.’E,y) =h ($7y7 %7 %) .

If h has the saddle property (59) and g1 > 0, go > 0, Theorem 6.1 gives the
homogenization for (77) with effective Cauchy problem (75).

(77)

6.3. Initial data of pursuit—evasion type. Here we consider h with the property
(64) that the oscillations are of pursuit—evasion type plus a perturbation term where
the oscillations involve only one group of variables, namely,

h(x7ya§7n) = h/l(xay7§ - 77) + h/2($7ya77)'

Theorem 6.2. Assume Hy, Hy are given by (72), satisfy (9), and for any (x,y) €
RN there exist constants vy,vs,6 > 0, and Cy,Cy, Cy such that

Hl(xvy797px) > V1|pI| - Clv (Vl - 5)|py| =+ C3 > HQ(xvyvgvpy) > V2|py| - CQv
Vo e RY/2. (78)

Suppose also that h has the form (64). Then there exist Hi(z,y,ps), Ha(x,y, py)
conver in pg, py, respectively, such that the solution u® of (70) converges as e — 0
locally uniformly on (0,+00) x RN to the unique solution u of

{@u—k Hy(z,y, Dyu) — Ha(z,y, Dyu) =0 fort>0,z,y € RN/?

79
U(O,:L‘7y) :mine hl(I7y39)+maXn hz(%yﬂ?) fOT $,y€RN/2. ( )

Proof. By Lemma 5.2 the bounds on Hj, Hy and the Bellman structure (72) imply
the properties (69) on the vector fields f1, fo. Then the differential game (60) has the
property (%) of Assumption 1, by Example 9. By Lemma 5.2 again, the coercivity of
Hy implies ©0f2(2,&,m, B) 2 B(vp) for all z,(£,1) € RN, which gives the property
(#) of Assumption 1 by Example 7. The Isaacs condition (57) is clearly satisfied.
Then Proposition 7 implies that the pair (H, h) is stabilizing, and
B('Ia y) = mgin hl(zy Y, 0) + max hg(l', Y, T’)
n
Finally, Proposition 8 and Theorem 2.5. give the conclusion. O

Remark 9. By exchanging the hypotheses on H; and Hs the result is easily adapted
to handle initial data of the form

U’E(vavy) = hl (»”U,y» x;y> +h3 (wayv g) .
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More precisely, if

(VZ - 5)|px‘ + C3 Z Hl(-fc,y,e,px) Z V1|pac| - Ola HQ(x7y70apy) 2 V2|py| - 027
Vo e RN/2,

holds insted of (78), there is homogenization for (70) with initial data as above. In
this case the effective initial data turns out to be

h’(‘ra y) = mea‘X hl(xvyv 9) =+ Ingn h’3(x7y7£)'

Example 11. Consider the model problem (77) with h of the form (64) and

91(177%5)*92(5”7%77) >0 for all 'r?yagvneRN/Q'
Then Theorem 6.2 implies the homogenization with effective Cauchy problem (79).

7. An explicit example of effective equation and game. In this section we
study in detail the model problem (77) in dimension 2. We further simplify the
setting assuming that g1 =1, go = v > 0,

min ll(ﬂ”,y’f) = ll(%%fO) =0 and max 12(x7yan) = 12(%9,770) = Oa (80)
£€0,1] n€lo,1]

for some &p,np € [0, 1]. We deal with the homogenization of

(81)

atug + |U2| 7’Y|u;‘ = ll(xvya %) + l2('raya g) t> 07 T,y € R
u®(0,z,y) = h(z,y, 2, %) z,y € R.

ele

Computing the effective Hamiltonian. Fix z,y,p,,p, € R and consider the
(true) cell problem, that is

Dz + Xe| = YIpy + Xn| — (2, 9,8) — la(z,y,m) =X for§,neR. (82)

Since z and y are frozen we omit them in the next calculations. It is well known
that there exists at most one value A € R such that the previous equation admits a
continuous viscosity solution x(&,7), defined up to additive constants. In the spirit
of Proposition 8, we look for a solution of (82) of the form x(£,7) = x1(§) + x2(n),
with x1 and xs such that

pe +x1(] —1(§) =M for R (83)
=py + X5 = la(n) = A2 forneR. (84)

Consider (83). We claim that
M= (Ipal = ()" (85)

is the unique constant such that the problem (83) has a solution x;(¢). Here (-)*

stands for the positive part, and (l;) denotes the average of I; on a period, that is,

mw=@wWw=Ahuw@%.

To prove the claim we construct an explicit solution of (83) under the position (85).
Suppose first that |p,| < (I1), and put
Jo () —pa)ds & <E<E
x1(§) == €o+1 —
S () 4 pads HE<E<ET
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where & is defined in (80) and £ € [€, & + 1] is such that

13 Eo+1
/ (l1(s) — pa)ds = / (11(s) + po)ds.

o €
Thus x1 can be extended to a continuous periodic function in R. It is easy to check
that x1 solves (83) with A; = 0 at all points of differentiability. Moreover

. , - . . /
Jm (O =hi&) —pe= lm | Xi(©)

by (80), so x1 is differentiable at &y + n for all integer n. Finally,
lim x; (&) =0(€) > —l() = lim x{(8),
§—¢— §—&+

so X1 is a viscosity solution of (83) in all R.
In the case |p.| > (l1) we define

3
x1(§) := (sign pz)/ (I1(s) = (l1))ds, £ eR,
0
and observe it is periodic and C*. Moreover, for all £ € R,

pe + X1(E)| = lIpa| + (&) — (L1)| = 11(§) + A, A1 = pe| — (l)-

In a similar way we find that

Az = — (Ylpyl + ()"

is the unique value such that (84) admits a viscosity solution y2(7). Thus, A =
A1 + A2 is the unique value such that (82) has a solution and therefore

H(z,y,paspy) = (Ipa] = (1) (2,9) = (Ylpy| + {l2) (2, 9)) T
Remark 10. It is easy to adapt the previous computation to the general case, in
which min/; # 0 and maxly # 0. In this case we find
M(p:) = (o] = (1)) + minds

)

Xa(py) = = (YIpyl + (1) " - r[%aﬁdg.

Homogenization for h with a saddle. Suppose h(z,y,&,n) satisfies (59),
that is, it has a saddle value hs(z,y) when it is minimized with respect to £ and
maximized with respect to 1. Under the assumptions of this Section, Theorem 6.1
states that the solution u® of (81) converges as ¢ — 0T to the unique solution of

O+ (Jug| = () (@, 9)) " = (Yuy| + (o) (2, 9))" =0 for t >0, 2,y €R, (86)
u(0,2,y) = hs(x,y) for z,y € R.

Homogenization for h of pursuit—evasion type. Take as initial condition
in (81)

ug(07x7y) = hl (:I,’]J, x&_y> + h2 (I7y7 g)

and assume v < 1. Then (see Example 11) u® converges as ¢ — 07 to the unique
solution of
{3tu + (lua| = (W) (2, 9) " = (| + (l2)(,9))" =0 fort >0, 2,y R,

87
u(0, z,y) = ming hy(z,y,0) + max, ha(z,y,n) for z,y € R. (87)
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The effective differential game. By means of Legendre transforms we can
rewrite the effective Hamiltonian as an Isaacs’ one

H(z,y,pz,py) = max{ap, = |al(h)(z, y)} + min{bypy — [bl{i2) (@, y)}

Then we can write a representation formula for the solution of (86) or (87) as the
value function of a differential games. We consider the control system

Ts = as, |a3| <L Us = vbs, |bs| <1

the running cost

U(z,y,a,b) = |al(l1)(z, y) + bl {l2) (2, 1),
and the payoff functional with time horizon ¢ and initial position of the system

To=2,Y =Y
¢
J(t,z,y,a,b) ::/ U(Zs,Ys, as, bs) ds + h(z¢, yt),
0

where the terminal cost h is the effective initial condition of the Hamilton-Jacobi
equation, namely, h(z,y) = hs(z,y) in (86) and

h(l’,y) = mgin hl(‘ra y79) + max h2(5’3ay»77)
n

in (87). By the results of [25] u(t, x,y) = lim._,o u®(¢, x, y) is the lower value function
of this game, that is,

u(t,z,y) = inf sup J (¢, z,y, a[b], b).
a€l pep

Note that the effective cost [ of the limit game depends on the controls, although
the cost [ = 1 + [ does not.
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