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Abstract: We consider a model of medium-term commodity contracts management. Random-
ness takes place only in the prices on which the commodities are exchanged, whilst state variable
is multi-dimensional, and decision variable is integer. In [7], we proposed an algorithm based on
the quantization of random process and a dual dynamic programming type approach to solve the
continuous relaxation problem. In this paper, we study the multi-stage stochastic mixed integer
linear program (SMILP) and show the difficulty when using dual programming type algorithm.
We propose an approach based on the cutting plane method combined with the algorithm in [7],
which gives an upper and a lower bound of the optimal value and a sub-optimal integer solution.
Finally, a numerical test on a real problem in energy market is provided.
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Résolution d’un programmation linéaire en
nombre entiére stochastique de multi étapes par
la programmation dynamique duale

Résumé :  Nous considérons un modéle de gestion de contrats de matiéres
premiéres & moyen terme. Dans ce probléme de programmation stochastique, en
nombre entier et en plusieurs étapes, les aléas ne portent que sur la dynamique
de prix, la variable d’état est multi dimensionnelle, et la variable de controle est
en nombre entier. Dans [7], nous avons proposé un algorithme pour le probléme
en relaxation continue, basé sur la méthode de quantification de processus aléa-
toire, et I’approche de programmation dynamique duale. Dans cet article, nous
étudions le probléme en nombre entier, et nous montrons la difficulté quand on
utilise un algorithme de type programmation dynamique duale. Nous proposons
un algorithme sur la méthode de coupe hyperplan combinée avec ’algorithme
proposé dans [7], qui donne les bornes supérieures et inférieures et une solution
sous-optimale en nombre entier. Enfin, un test numérique du probléme réel sur
le marché d’énergie est fourni.

Mots-clés : programmation en nombre entier, programmation stochastique,
programmation dynamique duale, méthode de coupe hyperplan.
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1 Introduction

In this paper, we study a class of problems in the following setting. First of
all, we consider a uniform discrete time ¢ € {0,1,...,T}, and a discrete time

Markov process (£,) in the probability space (Q, (FR),P;T, = {ftl, e, tNt})
with probability transition

Pij =P|{ = §g+1 |£t = 54 . (1)

The canonic filtration associated with (€,) is denoted by F; :=0(€,,0 < s <t).

If (¢,) has a continuous distribution L2(Q, (F;), P;RY), we refer to Bally and
Pages [4], Heitsch et al. [14] and the references therein for various discretization
methods and the error analysis. The method presented in this paper is still
valid using the approximation formulation in our previous paper [7]. Therefore,
without lose of generality, we assume here that (£,) is a finite state Markov
chain.

The stochastic dynamic decision problem has the following expression:

T-1
inf E Z ct(&)ur + g(&p,xr)
t=0
subject to  u; : (Q,F) — U NZY, (2)

Tep1 = T + Ay,

x9 =0, xp € Xp, almost surely;

where u; is the decision variable, {l; is a compact nonempty convex polyhedral
set in R™; x; € R™ represents the state variable, Xt is the set of admissible final
stage states variable xp assumed to be a nonempty compact convex polyhedral
set in R™; A; € R™*™ is the technology matrix; ¢;(-) : R — R™ is the running
cost per unit, assumed to be Lipschitz; g, (€, x) is the final cost function, assumed
to be convex lower semi-continuous in x, and Lipschitz in (€, z).

Assumption 1.1. The technology matrixz Ay is integer.

This assumption allows to guarantee that the state variable z, is integer. It
is satisfied in the application that motivated this work — LNG portfolio opti-
mization problem (see Section [7)).

In our paper [7], we focused on the way to solve numerically the continuous
relaxation problem of , i.e.

T—1
inf E Y c(€)u+ g(&r,or)
=0
subject to w1 (2, F) — Uy, (3)

Tip1 = Tt + Artg,

xo =0, x7 € X7, almost surely.

Furthermore, we have studied the sensitivity analysis of the continuous relax-
ation problem in [8]. In this paper, we focus on the approximation method
of the integer problem (2).

RR n° 7868
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The multi-stage stochastic mixed integer linear programs (SMILP) are among
the most challenging optimization problems because they combine two gener-
ally difficult classes of problems: stochastic programs and discrete optimization
problems. Researchers have actively studied the properties and solutions ap-
proaches for such problems in the past decades. We refer to the surveys by Sen
[23], Ahmed [1] and van der Vlerk [I5] for some major results in this area and an
annotated bibliography. Most papers of the literature have focused on two stage
SMILP. Various decomposition algorithms for SMILP have been studied for dif-
ferent cases. We cite [2], 24, 26, 28] 29, 211, 20] for recently development, that
most these combine branch and bound method to deal with integer constraint.
However, multi-stage SMILP problems have been much less studied. Exact so-
lution method is in general based on branch and bound type algorithm. Lulli
and Sen [I7] propose an algorithm based on branch and price method. Carge
and Schultz [I0] propose decomposition algorithm with Lagrangian relaxation
and branch and bound method for problems having general integer variables.
Some heuristic methods have also been developed. Lgkketangen and Woodruff
[16] solve multi-stage SMILP of binary variables by applying a heuristic com-
bining the progressive hedging algorithm with tabu search. Lulli and Sen [18]
also develop a heuristic procedure based on successive approximation of scenario
updating method.

In this article, we describe the difficult points in multi-stage SMILP, and
an approximation method. Since our methodology relies on stage-wise decom-
position and dual dynamic program type algorithm, the main idea here is to
approximate the Bellman value function as well as possible. However, it is well
known that once working with integer constraints, the Bellman value function
does not have convexity anymore. Thus, our objective is to approximate the
convex hull of the Bellman value function.

This article is organized as follows: we give the dynamic programming for-
mula in Section [2] and discuss the feasible set in Section [3] We provide a first
heuristic method in Section 4] Main discussion of difficulties and some possible
improvement points by the cutting plan technique are given in Section [5] and in
Section [6} Finally, a numerical test based on a real energy market problem is
provided in Section

2 Dynamic programming principle

The integer problem (2) has the desired structure for the dynamic programming
principle to hold (see [27, Chapter 3]). In view of the Markov property of (x4, &),
we can define the Bellman value at stage ¢, denoted by Q" (¢, x, &,):

.

subject to wus: (Q,Fs) = UsNZ", s=t,...,T—1 (4)

Ts+1 = Ts + Asus;

T-1

Qint(ta T, gf) :=essinf E Z Cs (Ss)us + g(STa IT)

s=t

rr € Xr almost surely.

RR n° 7868



SMILP by DDP 5

The following dynamic programming principle is easily established:
QM (t, w4, &) = essinf  cy(€)up + QT (t + 1, 2441, &)
subject to u; € Uy NZ", (5)

Tep1 = Ty + Aruy;

where Q"!(-, -, ) is the conditional expectation of the value at time ¢+1 obtained
on state value xy41:

QM (t+ 1,41, &) =B [Q™(t+ 1,2041.&,11) | F]
=E[Q™(t+ 1,z141,&11) | w41, &, ;

where the second equality comes from the fact that x,y; is F; measurable.
Finally the Bellman value function at final stage is:

. , T if xp € X,
QZTLt(T’ z7, £T) _ {g(gT T) T . T (7)
+00 otherwise.

(6)

Lemma 2.1. The Bellman value function Q™ (t,x.,&,) and its conditional
expectation Q"™ (t,z4,&, ) are lower semi-continuous functions in xy.

Proof. Blair and Jeroslow [6] have proved this property for the deterministic
case. In our framework, random variable appears only in the objective function,
and the conditional expectation is a continuous, increasing operator, thus the
lower semi-continuous property is kept. The lemma can be deduced by backward
induction. O

Similarly, we can define the Bellman value function Q" (¢, x4, ;) and its
conditional expectation Q" (¢, x;, &, ;) for the continuous relaxation problem
(3). For the mathematical property of Q™ (t,x;,&,) and Q“™ (¢, x4, &,_1),
readers can refer to Bonnans et al. [7].

Compared to the continuous framework, we lose the continuity and the con-
vexity in the integer case. Indeed, Q™" (t, x4, &,) and Q™! (t, x4, €,) are in general
non-convex and discontinuous in z; (see e.g. Schultz et al. [22]). We can illus-
trate this fact with the following example.

Ezample 2.2. We use this example to explain the difficult points by dual ap-
proximation and show the possible improvement by the cutting plane method
in multi-stage SMILP all through the paper. This example can be viewed as a
subproblem of dynamic programming.

Q" (x0) = essinf K [€ug + 1],
subject to  ug € [0,3] N Z,
T1 = xo + 2ug, w1 <6, (8)

1921‘12—37 19>_£L'1—3.

- bl

where &€ € {—2,0.5} that each takes probability 0.5. We denote by Q" (zq, £)
the Bellman value function for each realization of €. To simplify the problem, for
each realization of £, the expectation of future costs approximated by optimality
cuts 6 is the same. The functions Q™ (x¢,&) and Q! (x() are defined for
xo € [0, 3], but we are more interested in the integer points zo € {0,1,2, 3}.

The functions Q™ (g, &) and Q™ (z) are given in Figure |I, both are non-
convex and discontinuous in xg.

RR n° 7868
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Q
-1 1 2/? Zo
-2
-3
Q
1
—4
[ ]
0] 1 2 3 o
(a) Q" (x0,€ =0.5) (b) Qi"t(zo, & = —2)
Q
O 1 2 3 o
—e

"

(c) Q" (x0)

Figure 1: the Bellman value function Q*(x, £) and its conditional expectation

Qint (1.0) .

3 Feasible set

The final state constraints of problem xp € Xp yields to an implicit con-
straint on decision variable u; and state variable x; at each stage. We immedi-
ately specify feasible set of the integer problem .

We define the local feasible set of decision variable u;, which depends on the
state variable x;:

Llim’ad (x4) == {ut

T—1
xT:xt—i—ZAsusef{T, useﬂsﬂZ”}. 9)

s=t

Note that in the definition of """ we require that all the decision variables
(uy) from time ¢ be integer.
Furthermore, we need to add some constraint on x; to ensure that £ (z;)

is non-empty, and that x; can be reached from time 0. We then define the

RR n° 7868
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feasible set X int,ad,

int,ad
%t = {It
= {l‘t

In addition, we introduce a notation of the feasible set in the space (z,u):

t—1
il”’f"d( O # 0, z = ZA Ug, Ug € U OZ”}

s=0

t—1 T—1
ZAuS,xt—i—ZAuSe%T,uqeilﬁZ"} (10)

s=t

(x7u)int,ad = {xta Ut ‘xO = 07 Ts41 = Ts + Asu57
xr € Xr,us €U NZ" s =0,..., T —1}. (11)

Due to Assumption any z; € X" and (T4, ur) € € (X, )" are integer.
We denote by convilmt () (vesp. comv X", conv(x, 4)i""*) the clo-
sure of convex hull of let “(z,) (resp. Xinted (x,u)i"tvad). Note that in our
study ("0 gintad ang (4, X)" are bounded, therefore we can replace the
closure of convex hull by the convex hull itself since they are equal. However,
we will keep on using the notation conv.
Finally, we denote by

—int,ad

0, (3y) = {ut | (&1, ur) € m(x,u);i"md}. (12)

Remark 3.1. Since problem has no randomness in the constraints, the various
feasible sets introduced in this section do not depend on &,. This fact is implied

directly by their definitions @D .

Note that we can always restrain ourselves to the case where extreme points
of X7 are integer due to Assumption We have the following lemma.

Lemma 3.2. If #, € conv X" then

—int,ad

conv "0 (g) c U, (). (13)

Furthermore, if & is an extreme point of conv X" the inclusion will
become an equality.

Proof. If u, € conv 4""*(#,), then there exists {)\l > 0,uf € W (g,) i e I}

such that, >,.; N, = 1 and u, = 3,c; Ayul. By the definition of $""*(2,),

there exists (u’) € UsNZ"t < s < T — 1 such that & + ZST;} Agul €

S

Xp. If & € conv X" then there exists {)\1 >0,2] € xi"? j e J} such
that, >0 ;A
int (conv {:ct,] € J}), where int(X) represents interior of X. Following the

definition of X" 3(a@7) € U, NZ",0 < s < t — 1 such that 2/ = Zt LA
Let o) = o] + ZT " Aul, then

=1, 8 =Xy MaJ, and there is no other integer point in

T-1
D Nai =N, (xt+ZAu>:§:t+ZAsuieXT.
jeJ jeJ s=t

RR n° 7868
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Indeed, we have that {xé’«j,Vj € J} are integer, and that there is no integer
point in int (conv {xf;,lj,j € J}) Owing to the property of X that X is

convex, compact and its extreme points are integer, we have x5/ € X, V5 e J.
) p p ger, T

This result is valid for all i € I, Thus, (z7,u!) € X" i € I,j € J. Hence,
by Ut vV
) —int,a
by the convexity, (£, us) € C(zlnv(f,il)i"t’ad, and u, € 4, (Zy).
—int,a

Assume that u; € 4, (4), or equivalently (Z;,u;) € conv(X,4l)
then there exist {)\i >0, (zh,ul) € (X, W) e I} such that 0, ., X = 1,

int,ad
t ’

. - ; . n . - int,ad
By =) e N'ay, and ug = Y, Aug. Since 24 is an extreme point of conv X",

we have that Vi, zi = #;. The definition of (X, )" yields to ui € £ (z,).

— ¢(int,ad / ~
Hence, u; € conv ;""" (3). O

Then, we have immediately the following corollary.

Corollary 3.3. If %int’“d C B™, where B = {0,1} represents the binary set,
—int,ad .
then I,  (z;) = conv " (z,).

Proof. Following Assumption and forward induction, z; is integer, and is
therefore an extreme point of conv X:"**?. The conclusion follows. O

In general, the inclusion of Lemma [3.2)is strict. Let us illustrate it in the
following example.

Ezample 3.4 (example 2.2 continued). We illustrate the feasible set of the exam-
ple 2.2]in Figure 2l We can observe the strict inclusion in in this example

Uo

3

2 .

1 ° °

o = 2 3 To

Figure 2: The black dots represent the integer solution (x,u)g”t*“d, and the

gray zone is the convex hull conv(X, 4)7""*). When &, = 1, the black line is
. —int,ad
conv U (&), whilst the red block is @, (o).

)

. —int,ad
that when 2o = 1, we have conv Ui **(z0) = [0,2] € Uy (x0) = [0,2.5].

Finally, we require the following assumption to be satisfied to guarantee the
existence of a solution.

RR n° 7868
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Assumption 3.5. ( 3:01 At(ilt) NZ™")YNXr £ 0.

4 First heuristic method

Following the dynamic programming principle , if we are able to approximate
Qnt(t+1, 2441, €,), then we can compute the optimal integer decision. The first
idea is given by the following proposition [5, Chapter 8, Proposition 5].

Proposition 4.1. Any optimality cut of Q<" (t, z,&,) (resp. Q" (t,x4,&,_1))
is a valid lower bound of Q™' (t,z,€,) and (resp. Q" (t, x4, &, 1))

Following the proposition, our first heuristic method aims to find a sub-
optimal integer decision using the optimality cut of Q" (¢t + 1,411, &,):

essinf ¢ (& )uy + 19(15 +1,2441,§,)
subject to  x4y1 = z¢ + Asuy,

(feasibility cut) wu, € 4" (x),

(optimality cut) Ot + 1,241, &,) > 2wy — QM (41,27, &), Va™;
(14)
where Q%" (t+1,z*,€,) is the Fenchel transformation of Q™ (t+1,z441,&;)
in Ti41-

However, the procedure is only available for the forward pass of the
SDDP approach since we cannot obtain any dual information from the MILP
problem (14). Thus, the continuous relaxation gives us a lower bound of Q™™ (t+
1,7¢41,€&;) by some convex function, and then provides a sub-optimal so-
lution. This method has been mentioned in Birge and Louveaux [5, Chapter
8].

Example 4.2 (exampl continued). We plot in Figure |3| Q" (zq,£) and

Q™ (1y) of example

In practice, in the forward pass of the SDDP procedure. We simulate M
samplings and compute a sub-optimal decision using . Then, we can obtain
a statistic value v, which is an upper bound of the integer problem (2). We
take the lower bound of the continuous relaxation problem as a lower bound
of the integer problem . In general, the upper and lower bounds do not
converge by this method. Then the remainder of the article focuses on reducing
the gap between the two bounds.

5 Limitation of dual programming for multi-stage
SMILP

Since Q™ (¢, x4, &,) (resp. Q™ (¢, x4,&, 1)) is in general non-convex and discon-
tinuous in x;, the best convex and lower semi-continuous function to approxi-

mate Q" (¢, x4, €,) (resp. QM (t, m4, &, 1)) from below is its convex hull, i.e. the
greatest convex function majorized by Q™ (t, zy, €,) (resp. Q™! (t, x4, &, 1)), de-

noted by conv Q" (t, x4, &,) (resp. conv Q" (¢, x4, €, ;). Therefore, conv Q™" (t, x4, &,)
and conv Q™ (t, x4, €,_,) have by the Fenchel-Moreau theorem a dual represen-
tation: they can be represented by a supremum of linear functions (optimality

cuts).

RR n° 7868
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Q
1
—4
[
0] 1 2 3 o
a) Q" (zg,& = 0.5) and Q" (xo,& = (b) Q" (z0,& = —2) and Q" (z0,& =
0.5) —2)
Q
0] 1 2 3 o
—e

—14./—0

(C) Qint(xo) and Qcont(xo)

Figure 3: The blue line is Q"™ (¢, &) or Q" (zy).

Assume that we are able to compute conv Q" (7 + 1,z,41,&,, ;) for some
0 <7 <T -1, then for all ¢t < 7 the following approach gives an alternative of

(14)

erm’conv(t, 21,&,) 7= essinf ¢y (§;)ur + 9
subject to  u; € 1" (zy),

15
Tir1 = Ty + Aguy, (15)

—int,conv

9> 0, (t+1,2041,&,);
where
—int,conv E [conv Qi"t (7’ +1,2:41, £‘r+1) | ]:.,.] ift =7,
QT taxtvgtfl) = ——— Myint,conv 1
E [conv QItconv(t 4+ 1, 441, &) | Fe] ift <.
(16)

—int
Indeed, Q. (t,x,&,_) is convex in z, since the conditional expectation
operator keeps the convexity of a function. This approach (14) allows us to

RR n° 7868
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continue to use the SDDP approach, In addition, remark that by the definition
of a convex hull, we have

—int,conv

Q. (t,x¢,&_1) < ConvE [Qi"t’““”’”(t, xt, &) |.7-"t_1} . (17)

Even if we are able to compute conv Q" (7, z,,&,), problem at stage
t = 7 does not return the exact optimal solution of . Moreover, we have for
t<rT:

Qcont (t7 Tt, €t) S Qi—nt7conv (t7 Tt, ét) S Qint (ta Tt, gt)7 (18>
and so
—int,conv .
Qcont@vxtvétfl) S Q‘r (taxhgtfl) S conv Ql7lt(t’xt7£t71); (19)

and generally they do not coincide with each other. Therefore, always
returns a tighter lower bound of Q™" (¢, x;,&,) than (14).

One exception is when X"*** ¢ B™. We have then the following proposi-
tion.

Proposition 5.1. If for all t < 7, XI""* c B™, then we have for all z; €
xint,ad,
¢ —int,conv

QT (t+1,xt+1,€t) = Qint(t+17xt+l7£t)a
Q:‘_nt,conv (t, z, 52&) — Qint(t, T, £t)
Therefore, s equivalent to .

Proof. The key point of z; € X"

: int,ad
extreme point of X;""*".
int,ad

At stage t = 7, by definition of a convex hull, at extreme point of X; we
have

C B™ is that any integer solution z; is an

conv QN (T + 1, 2741, & 41) = QT + L2741, €0 41)-
Taking conditional expectation on both side, we get

—int,conv

(T + 1,204, ET)QW(T +1, 2044, £T)
—int,conv
Since in we are only interested in Q_ (t+1,2,41,&,) where x, 41 is in-
teger, problems and (5)) coincide. Hence, Q"o (1, z.,,€.) = Q™ (1, 2., E,).
At stage t < 7, by backward induction, using the same argument for ¢ = 7,
the above result follows. O

Ezample 5.2 (example continued). We add the convex hulls in example
in Figure [ Assume that in (§), the optimality cuts approximate exactly

—int,conv
the convex hull conv Q(z1,£). In this example, 9, (z0) provides some

improvement than Q" (z), but it does not coincide with conv Q"(x).

Remark 5.3. Nevertheless, the convex hulls conv Q" (¢, x4, £,) and conv Q™" (t, 24, &, 1)
are very difficult to compute. In practice, we are able to compute

WQint(T7 T, €T) = g(£T7 $T)

RR n° 7868
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Q
- 1 2 A%
-2
-3
Q
1
—4
[
o 1 2 3
a) Q" (z0,€ = 0.5), Tonv Q"™ (x0,€ = (b) Q" (z0,€ = —2), oIV Q" (20,€ =
0.5) and Q" (xo, & = 0.5) 292) and Q™ (0, £ = —2)
Q
(0] 1 2 3 Zo
-1
—2
() Q"(z0), vconvQ™(xg), Q%" (z0), and
—int,conv

1 (wo)

Figure 4: The blue line is Q°" and Q°™; the red line is conv Q™ and
—int,conv

conv Q™: whilst the green one is Q

for the last stage T. Then, by using dual dynamic programming to solve the
multi-stage SMILP problem , it is almost impossible to obtain the exact op-
timal integer solution and the exact value function Q" (t,z,€,). The best ap-
proximated function for Q™ (t, x4, €,) (vesp. Q™ (t,x,&,_1)) is Q7 (t, 24, &;)

—int,conv

(resp. Qrp (t,x¢,&,_1)). This is also remarked in Sen et al. [25].
Following (18] , the approximation quality decreases as the backward
procedure goes on. Indeed, we have that

BEe(t, 2y, &) < QU (t @, &), T2 S T (20)
Unfortunately, Q4" " (t, x4, €,) is the worst one among this class of approxi-

mation functions.

In the following section, we introduce the cutting plane method (valid in-
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SMILP by DDP 13

equality) to approximate conv Q(t,x¢,&,_1). The objective now is just to re-
duce the gap between conv Q™ (¢, xs,&,) and Q"™ (t, x4, &) (resp. between
conv Q" (¢, x4, €, 1) and Q™ (¢, x4, €, ;)) as much as possible, for instance by

: — ~int,conv —int,conv
computing conv Q" (t, x4, &,) (resp. O (t, 20, &,)).

6 Integer cutting plan technique

In order to obtain a tighter lower bound (better optimality cuts) for conv Q" (¢, x4, &,)

and conv Q" (t,x4,&, 1), we will use the cutting plane technique. In other
words, we are still interested in solving a continuous problem to compute dual
value to build optimality cuts, since MILP problem does not give any dual
information.

We introduce the Bellman value function by backward induction. Let us first
approximate the final cost function g(&, z7) by some optimality cuts Or (&),
where we denote by Q““*(T, zr,&r, Or) the approximation function :

QN T, xr,€p,Or) = max {0 : 0 > Nyxp + A}, (A5, A\}) € Or(€r)}. (21)

In general, we denote by Q°“(t,z¢, &, Iy 717, Or) (Q(t, x4, ;) for short) the
Bellman value function by using the cutting plane method, which depends on
the generated cutting planes {Z,O}. Here, we separate the cutting planes into
two types. One is the feasibility cut, which only depends on time step ¢:

Moy 4+ Mug <A (A7 AN\ e 7. (22)
We denote by Zjy1 42 = {Zt1,- -, Zi2}, t1 < t2. The other type is the optimality
cut which depends on one random variable value &;

0 > AfIf + )\(t), ()\tx’ )\?) S Ot(gf) (23)

or
9> M+ M+ Ny O Aps M) € Ou(&). (24)

—cut —cut
We then introduce Q@ (¢, 2¢,&,_1,Zjr,7—1), Or—1) (@ (,24,&,_4) for short)
the conditional expectation of Q““*(t, x¢,&;, I, -1, Ot):

—cut
Q (ta T, €t717 I[t,T—1]7 Otfl) = ]E [cht(tv T, £t7I[t,T—1] ) Ot) | ftfl} 3
T 0

- -0 —
= max {19 t0 2 N g+ Ay (N A) € Ot—l(st—l)}

(25)
where N,_; = E[]? | Fi_1] and X,_; = E\) | Fo_4]. |
In addition, we denote by Q""" ““(t, xy,&;, Ljy1,7—1), Or) (QH M (t, 24, &)
for short) the value function of the following MILP problem:

Qint’cut(t,xt,Et7I[t+1,T—1]vOt) 1= essinf{c, (&, )ur + 9 :
s.b. (ug, 241, 9) € A@e, &4, Zipv1,7-11, On) ;- (26)

where the feasible set A(x¢, &, Zj41,7-1], Ot) (A, ;) for short) is

Al@e, &, Tipr,m-1) Or) = {(ue, w41, 9) |up € 470 (xy),

—cut
Top1 =2+ Apug, 92> Q (41,2041, &4, Iy, 7—11, O) ). (27)
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Since Qe (t, 1y, &,) is non-convex and discontinuous, we are more interesting
in building

conv Q" (¢, 2y, &0 Ler1,7-1), Ot)
and then in approximating by a supremum of linear functions. Before giving the
approximation formula to conv Q<4 (¢, x,, €,), we have the following proposi-
tion to characterize conv Q""" (t, x4, &, Ijy41,7—1), Or). For technical reason,
we need some notations. Let us define

j(xtagtaz[t+l,T71]7Ot) = {(Ut,l‘tﬂ,ﬁ) | 241 = o + Aguy,

(ut, $t+17 7.9) € conv (Uftexim,ad/l(fh €t7 I[H—LT—l]? Ot)) }; (28)

denote by Qj(t, 74, &4, Ljpg1,7-1), O¢) the optimal value of the following program

Qj(m T, £t7I[t+1,T71]7Ot) = eSSinf{ct(Et)ut +9:
s.t. (ug, T41,7) € Z(It,€t71[t+1,:r—1]70t)}; (29)
and introduce

—c —int,ad

A (xtvétvz[t+1,T—1]70t) = {(ut, 2441, 9) |ugp € L (),
—cut
Topr = xp+ Apug, 9> Q (41,2041, &4, Ip1,7-1), O) - (30)
Proposition 6.1. (i) We have that

conv Qint7CUt (ta T, £t7 I[t+1,Tfl] ) Ot) = QZ(L Tt, Sta I[t+1,T71]7 Ot) (31)

(i) The projection of j(xt,ét) onto the u; subspace is

—int,ad

proj A(ze, &) =4, (). (32)

(iii) -’Tl(thtaI[t-‘rLT—l]a O) C Zc(xtaétvz[t-i-l,T—l]vOt)'

Proof. (i) Since problems and have the same objective function, and
since the feasible set A(z;,&,) of is included in A(xy, &,), we have that
QA(t, my,€,) < QMbeut(t x,,&,). As x, is a parameter of the feasible set

A(zy, €,), the value function Qj(t7 x4, &) is convex in z;. By the definition

of a convex hull, Qj(t,xt,ﬁt) < conv Qb (t, 1y, €,).

On the other hand, by (29), for all € > 0, there exists (uf,z§,,,9¢) €

j(xt,&) such that ¢;(&,)uf + 9° < Qj(t,xt,Et) + €. By the definition of

A(zy, £,), there exists {)\i >0,2) € XM (ud,al, , 07) € Az €,) i € I}
such that 37, ;A = 1, uf = >0, Nuj, @ = >,  Nay, and f, =

Y icr Ny . Then,

cony QU (t, 3y, £,) < Y Neomy QM (¢, x, £,) < D NQIM (2, &)

il iel
< Z A (Ct(Et)ui + 791) = c(&;)ug + 9
el

RR n° 7868 < QMt, x4, &) + €
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Let € — 0, we have conv Qv (¢, 1, €,) < QA(t, x4, €,).

= —in t, d =
(ii) That proj,, A(x¢,&;) C ili o (x¢) follows directly the definitions of A(z4, &,),

—int,ad

(X, e d and S, (24).

—int,ad

On the other hand, if u; € 4, (x¢), or equivalently (z, us) € conv(X, )
then there exists {)\i >0,zf e ximhed yi e it (ph) i e I} such that
SN =11 = Zt:iez Nztand uy = ;o Nui. Let us take x| =z} +
. . =—CUu . . . .
Apug, and 9° > Q  (t+1,27,,&,;) for each i € I. Then, (u},z},,,9") €

int,ad
t

é(.’[]%ﬁt) Taklng Ti41 = Zie[ )\i.’Ei+1 ﬂld 19t+1 = Z'LGI )\i19i7 then (ut,xt+1,19) S

Ay(14,€,), or equivalently v, € proj,, Ay (24, €,).

(iii) Using the same argument in the proof of the second result, and the convex-
ity of Q(t+1,74,1,&,), we obtain immediately that A(z;, &,) C A (24,&,).

O
We have the following corollary for the extreme points of .’{im’ad.
Corollary 6.2. If z; is an extreme point of X" then
j(xh ét) = conv A(xta ét) (33>

Remark 6.3. Following the third property of Proposition the optimality
—cut

cuts 9 > N 441 +XS, (Xf,Xf) € O;(&,), which can only approximate @ (¢ +
1,2441,&,;), are not enough. That is why we extend the optimality cut to form

¥ Z szt+1 +qut +XS

At this stage, we are ready to introduce the cutting plane method to ap-

proximate A(z¢, &,;) and then conv QHcu (¢, x,, €,). In practice, we write
in the following formulation:

essinf ¢ (&) ur +0(t + 1, 2441, &, Or)
subject to wug € U,
Toy1 = s+ Asug, s=t,...., T —1,
rr € X7,
(feasibility cut) Az, + Alus, <A VOAZ NN eZ,,s=¢,...,T —1,

(optimality cut) (t+ L, zr11,€,, 00) = N wepr + 3 up + A VAN X)) € O4(€);

(34)
Note that O4(§&,) in is different from the one in (14), even though we use
the same notations. Remark that in at time ¢, we add all feasibility cuts
Ty, 7—1) of future time steps t < s < T — 1.

We denote the value function of by Q°“H(t, m¢, &, Lip r—1), Or) (Q°H(t, 24, €,)

for short). Using the Fenchel-Moreau theorem, we here note it by its dual ap-
proximation:

cht(taxtvstaz[ﬂrl,tfl]aOt) = max {9 10> )\atc-rt + )‘ga ()‘fv /\g) € Ot(gt)} .
(35)
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These feasibility cuts Zj; ;1) and optimality cuts O are here to approxi-

mate A(z¢,&;, Zj41,4-1), Or). Since we build the cutting planes in the SDDP
algorithm, we can only generate a finite number of cutting planes to approxi-
mate A(z¢,&,). Then, the value obtained in QUM (t, @, &4, Lyp 1), Op) 18
itself a lower bound of conv Q" (&, &, Iyi1,7—1) Ot41).

Remark 6.4. Since our algorithm is still in the SDDP framework, we cannot
have a tighter lower bound than QY'"“°""(t, z;, €,) as mentioned in remark

Qint#cut (ta Tt, £ta I[t#»l,Tfl]a Ot-‘rl) S QLL;LECU"U (t7 Tt, £t)7 (36)
Q™ (t, 4, &y, Tjp1,7—1), Or1) < ToIv Q0" (¢, 34, ). (37)

QOur algorithm, combining the SDDP algorithm with the cutting plane method,
consists in iterations of a forward and a backward pass. In the forward pass, we
intend to compute a sub-optimal decision solution for each simulated trajectory
(&,) and to obtain an upper bound of the optimal value of . In the back-
ward pass, we aim at generating a tighter lower bound to better approximate
Q™ (t, x4, &,) and to get a lower bound of the optimal value of (2). The gener-
ation of the cutting plane occurs in the forward pass procedure. We first solve
where Z; is integer due to Assumption and denote by (4™ &y, q,1)
the optimal continuous solution.

o If a§°™t is integer, we set 4" = 45°" and go on directly to the next time

step t + 1.

e Otherwise, in some cases, we are able to use the cutting plane technique

to eliminate the non-integer solution (a§°"*,%;,1,1), and thus refine the
approximation of the polyhedron A(zy, £,).

Remark 6.5. We use to build a convex function to approximate conv Q44 (t, 1y, £,).
Then, the objective of is different from using cutting plane method to solve
MILP by the well known theorem [19, Theorem 6.3, Section [.4.6]. If we want
to apply the theorem to transfer the MILP to linear programming (LP),

the feasible set should be conv A(xy,€,) instead of A(x,&,). The key differ-

ence is that the cutting planes for A(z, £,) are valid for all state values X797,

whilst that the ones for conv A(z:, ;) may be only valid for some specific values
:i'f c xint,ad
t t
During the forward pass of our algorithm, we are interested in computing
an integer solution. Then, the cutting plane for conv A(xy, €,) is useful. Never-

theless, they are totally useless in the backward pass of our algorithm.

6.1 Generating cutting planes

We discuss below how to generate cutting planes. We distinguish 3 cases de-
pending on where 4§°" to build a cutting plane is located.

—int,ad

6.1.1 Case when 4" ¢ 8, (i)

This is the simplest case where we are sure to eliminate the optimal non-integer
—int,ad =

solution 4$°"™ from the feasible set i, (Z¢) = proj,, A(&, &;). Using various

RR n° 7868



SMILP by DDP 17

cutting plane techniques (see e.g. [11, [19]), we can compute a cutting plane of
the feasibility cut form: A\fx, + Adu, < A). Here, we present the Fenchel cut
method [9]. The MIP problem associated to build Fenchel cut is

: T (A u (~cont
max min - AP (2, — ) + AL (@ — )
oA Tt Ut

subject to (A, A) € A, 58)
(ze,u) € (X, 80"

where A is the unit sphere in a proper norm. The cutting plane is Afz; + Aju; <
AY, where A = Afa; + Afuj, and (A7, A\, 2}, u}) is the optimal solution of (38).
We then add the cutting plane into the feasibility cut collection Z;. ‘

The MIP problem can also help to characterize the set conv(X, £0)i"7.
If (&, 5o € conv (X, %)™ the optimal value of is 0. Otherwise, the
optimal value is strict positive.

Remark 6.6. It may be surprising that we use a MIP problem to generate
a cutting plane. However, in this paper, this is meaningful since we intend to
solve a stochastic problem. The cutting plane generated in is universal
valid for any realization of random variable &,. We have such nice property
since the feasible sets introduced in Section Bl are deterministic as mentioned in

remark

Ezample 6.7 (example continued). Let us consider the subproblem where
£ = —2 and o = 3. The continuous relaxation problem returns the optimal

—int,ad
solution (a§°™, &1,9) = (1.5,6,1.5), where a5°™ ¢ U,  (Zo) = [0, 1].

Uo

Figure 5: the feasible set on (zg,ug) subspace; the red point is the optimal
continuous solution; the blue line is the cutting plane.

A cutting plane g + ug < 4 can be generated to eliminate the non-integer
point (see Figure [5)). Then, after adding this cutting plane, the subproblem
returns the optimal solution (45", &1,19) = (1,5, 1), where a§°"* is integer.
Finally, the dual value of helps build an optimality cut 1.5z — 5.5 of
Q" (o, & = —2) which is exactly the convex hull conv Q<4 (x, & = —2) at

point zy = 3 (see Figure [4).
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—int,ad
Nevertheless, if the non-integer solution 45" € 4, (), the problem is

much more complex, and that is the reason of the non-convexity of the Bellman

value function of the integer problem. In the following analysis, we separate
—int,ad

2 cases either 4" € U, t C(li’t) \ conv 4" () or agont e conv U (7).
—int,a
Furthermore, if 4$°™ € 4, (24), any cutting plane of the feasibility cut form

Ay + A%uy < AV is not useful anymore by Proposition Then, we will focus
. . . . % kY ~0
on generating cutting planes of the optimality cut form: ¥ > )\wmt+1 XU AN

6.1.2 C ~cont =intad —— ((int,ad / ~
.1. ase when 47" € 4, (Z4) \ conv 4L, (Z+)

Let us start by the following example to illustrate this case.
Ezample 6.8 (example continued). Let us consider the subproblem where

& = —2 and Ty = 1. The continuous solution is (ﬁg"”t,il,ﬁ = (2.5,6,1.5),
—int,ad .
where a¢" € U, (i) \ conv U™ (&g) = [2,2.5]. Figure (] illustrates the

feasible set and the optimal continuous solution. This example shows that this

ug

0 3
°

(]

/

/ 2 o o

/
/
1e o /
/
/
/
/ 1 3 3 .
/
/
/
/
/
», /
1 2 Uo o 1 2 3 )

(a) the feasible set on (ug, §) subspace where we (b) projection of the feasible set onto
replace x1 by 2ugp + Zo; the red point is the opti- (z0,u0) subspace; the red point is the
mal continuous solution; the blue dashed line is optimal continuous solution.

the objective function.

Figure 6: Illustration of example

case is sensitive to the non-convexity and the discontinuity of Q™:cu!(t, xy,&,)
(see Figure 4| at point & = —2, o = 1). Therefore, the cutting plane method
may fail to compute the optimal integer solution.

If the cutting plane method fails to eliminate the non-integer solution, we
have to solve the MILP problem in order to compute an integer solution
and to continue the forward pass of the SDDP algorithm. In example the
MILP returns an integer solution (i, Z1) = (2,5).

Remark 6.9. Since is a MILP problem, some metaheuristic methods [12] in
integer programming can be applied here, for instance the integer local search
method (see Walser [30]). Thus, we can avoid solving a MILP problem (26).
The solution by metaheuristic method is of course itself sub-optimal.
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—int,ad

Following Lemma if X0 is binary, 4, (&) = comv 4""**(#,) and
the case described in the current subsection does not happen.

6.1.3 Case when 0" € conv 4""*(2,)

We first illustrate the case with the following example.

Ezample 6.10 (example continued). Let us consider the subproblem where
Zo = 2, § = 0.5. Figure[7]illustrates the feasible set and the optimal continuous

solution. The optimal continuous solution is (45", #1,9) = (0.5,3,0), where

Uo

Oa
3
°
2 . .
1
® ] 1 ° . [
Sel °
~@< >
O ~o_ 1 2 o
~ 3 o T 2 3 %o
(a) the feasible set on (ug, 8) subspace where (b) projection of the feasible set onto
we replace 1 by 2ug + Zo; the red point (z0,u0) subspace; the red point is the
is the optimal continuous solution; the blue optimal continuous solution.

dashed line is the objective function.

Figure 7: Illustration of example
age™ is not integer, but it is in conv U () = [0, 3]. This is another reason
to cause the non-convexity of Q"<“t(xq, &) (see Figure [4| at point xg = 2,
£ =0.5).
Therefore, the cutting plane method again fails to eliminate an optimal non-
integer solution. In order to compute an integer solution 4:™, we have to solve
the MILP problem (26)).

.. . —___ intad e o
Case when 7; is an extreme point of conv X;""““. However, if #; is an

extreme point of conv X" A(x,&,) is characterized by Corollary M Fur-
thermore, if problem has a unique optimal solution, by [19, Theorem 6.3,
Section I.4.6], the optimal solution to problem is unique and integer, and
both optimal solutions coincide. Therefore, if returns an optimal non-
integer solution 4$°™, we can generate a cutting plane of optimality cut form
to eliminate 45°"" and add it into Oy(&,).

The cutting plane generating procedure are:

e We can first build a cutting plane for conv A(#4, ;) by various methods
(see e.g. [I1},[19]), for instance the Gomory cut technique 13, 3]. In view
of Corollary |6.2| and the fact that a5 € $""*(&,), the cutting plane is

RR n° 7868



SMILP by DDP 20

of form: .

¥ Z Xr‘, Ti41 +Xt (39)
Note that the cutting plane generated until now may be only valid for
conv A(Z¢, €,), i.e. not valid for A(xy,&,), x4 # 2.

e Since Tt = Tg41 — Atut, then

<1'*,I)3t+1 — Atut — ’i’t> < 0, Va* € N.

conv X

poaa@)i (40)

where Nk (z) is the normal cone of K at point x. Since &, is an extreme

int,ad

point of conv X, , then int (Nconv gint.ad (it)) is not empty. Finally,
t

adding onto (39), we have

~x ~

-0
9> (A 2"z — 2 Agug + (A, —2¥3y), Vat € N,

conv X

ntoa(ir) (41)

is still valid for conv A(Zy, £,).

e The final step is to choose z* € N_,__ yintaa(#;) such that this cutting
t

conv

plane is valid for all A(zy,€,) such that z, € X" Then, is
the cutting plane we are looking for. We first solve two linear programs
that

., : — apint,ad
9" := min {19, $.6. w1 €cONV Xy,

9> N + 0 YT €009 ) (42)
and

~T 20 .
ﬁub = max {)‘t Tip1 + )‘t’ s.t. 441 € CONV %;itl,ad} ; (43)

and denote by 9'* and 9¥“* the optimal value to (42) and to (43). Remark

—cut
that in (42), we just add the optimality cuts which approximate Q@ (¢ +
1,241, €&,). Then, we intend to find a z* such that

IE*("ZJt — ift) S 'lglb — ’l9Ub, (44:)

for all 7, € X*(i,,d, &), d € int (N

— xint,ad(i‘t)), where X (34, d, o), a <
t
0 is defined as

XK (24, d, ) = {a:t :A{d, xy — &) = , xy € TONV %im‘”ad} . (45)
We define the function 0(a) = max,cxer(s,,d,0) |7 — T¢|2. Obviously, 6(-) is

continuous and strict decreasing, and then §~1(-) is well defined and strict
decreasing. Finally, we take

&= 51(1):{a: max )|x—§:t2:1}. (46)

zEXk (2¢,d,cx

The Figure |§]illustrates the set X* (i, d, &).
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Figure 8: illustration of X¢*(#,,d) and x*.

Obviously, we have the existence of a solution z* € int (Nconv xint.ad (i:t)>,

since

lim (kz*,z; — &) = —o0o0, Vz* €int (Nconv xm,ad(i't)) . (47)
K—00 t

Furthermore, since for all 2, € X""**\ {#,}, there exists x > 1,2 €
X¢*(&y,d, &), such that z,— & = k(z%F —;), then for all z, € X"\ {2},
U € convﬂi"t’ad(zt), such that x;1 = xy + Apuyg:

~T ~0
(At + I*>It+1 — x*Atut + ()\f — I*ft)
~T ~0
= At l’t+1 + >‘t + I*(It — ii’f) (48)
< ﬁub + HZ*($Ck o fi't) < ﬁlb.

Then, the cutting plane does not contribute anything on other points

in X" except 4. Hence, the cutting plane is valid for all A(xy,€,)
such that z; € X,""*.

The following example illustrates the case when &; is an extreme point of
int,ad
conv X"

Ezample 6.11 (example continued). Let us consider the subproblem when

Zo = 0, £ = 0.5. The optimal continuous solution is (ﬂg"”t,i’l,@) = (1.5,3,0),
where 45" is not integer, but it is in conv "*(0) = [0, 3]. Figure@illustrates
the feasible set. '

Since £g = 0 is an extreme point of mxg”t’“d = [0, 3], we use the previous
procedure to build a cutting plane. Applying the Gomory cut technique onto

conv A(Zp = 0,&€ = 0.5) returns an inequality

9> 0.5,

~cont

which eliminates the non-integer point 4§°"* = 1.5. The normal cone is N____ yint.ad(zo =
t

0) = {z* < 0}. Obviously, we have 9'* = 0 and ¥** = 0.5. Then, following (44),
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ug

3
0
[ ] L ] 2 . "
1 °
Sl 1 . . .
N U

o 1 <2 3 0 0 T 2 3 o
(a) the feasible set on (ug, #) subspace where we (b) projection of the feasible set onto
replace x1 by 2ug + £o; the red point is the opti- (z0,u0) subspace; the red point is the
mal continuous solution; the blue dashed line is optimal continuous solution.

the objective function; whilst the blue line is the
cutting plane.

Figure 9: Illustration of example

we need to find z* < 0 such that * < —0.5. Taking z* = —0.5 gives us that a
cutting plane
9 > ug — 0.521 + 0.5.

After adding this inequality, problem returns an integer solution 4y = 1.
Finally, problem can build an optimality cut 9 > —0.5z9+1 of Q<“!(zq, & =
0.5) which is exactly the convex hull conv Q" (x, & = 0.5) around point
xg = 0. Of most importance, this cutting plane is valid for all state values
xo € {0,1,2,3}.

Finally, we have the following theorem.

Theorem 6.12. If X" < B™ then we can solve the multi-stage SMILP
exactly by our algorithm.

Proof. We have first that Q}?t’wm’ (t, 24, &) = Q' (t, x4, &,) by Proposition
and QUbeut(t xy €,) < QU™ (t, x4, &,) by remark It now suffices to
show that Q™ (t, xy,&,) < QU (t, x4, €,), or equivalently to say that always
returns an integer solution by cutting plane method.

By forward induction, Z; is integer. Following the Corollary e is

int.ca . . —int,cut N .
either in conv 4" ““*(z,) or not in I, (Z¢). In both cases, we can build a
cutting planes to eliminate any optimal non-integer solution 45°"*. Then, the
result follows. O

6.2 Algorithm

We summarize in Algorithm [I] the algorithm of generating cutting plane and
of computing integer solution. Remark that in general, it is possible to build
infinite cutting planes, or the cutting plane method fails to generated an integer
solution. Therefore, we need to fix a maximum iteration number N'¢* to avoid
infinite loop.
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Algorithm 1 generate cutting plane and compute integer solution

Neut = 07
repeat
solve problem and set optimal solution 45°";
Zf ﬁgont ¢ 7
Neut = Neut + 1,
—int,ad
if gt gy (w)
compute feasibility cut by Fenchel cut and add into Zy;
else

compute optimality cut by the procedure in section and add into O;(&,);

end if
Zf Neut 2 N;ng
solve MILP problem and set optimal solution 4£°";
end if
end if

until 4o € Zn

Finally, we summarize the whole algorithm in Algorithm [2] Since in general,
the upper bound v and the lower bound v do not converge. Hence, we do not
apply the usual the SDDP stopping condition |v — 7| < 1.960(v). We here fix a

maximum iteration number N/77" to avoid infinite loop.

Ezample 6.13 (example[2.2)continued). Finally, having computed cutting planes
following the 3 cases, we finally obtain some improvement to obtain tighter
lower bounds of Q™ (zg,€&) and Q™ (o) than Q™ (z,€&) and Q™ (xg) in
the example (see Figure . In this example, we are able to obtain exactly

—int,conv

szint,conv(l‘o, 5) and @1 (1‘0)

7 Numerical test on LNG portfolio

We now consider a gas trading portfolio. A trading company purchases natural
gas from a set of producing countries indexed at a price formula and sells it to
consuming countries at another other price formula (see Figure [11] for the main
market). Annual quantity and price formulae have been agreed contractually,
the latter are functions of the future prices of major energy markets &,, such as
crude oil price (OIL), north American natural gas price (NA NG), and Europe
natural gas price (EU NG). In the numerical test, we consider there are two
cargo sizes (2.9 and 3.4) and we assume that the cargo are always fully charged.
Thus, the decision variable is the number of different cargos on each route,
instead of the LNG quantity. The detail of constraints and price formulae is
shown the Table [I] below.
We assume that the random process follows the dynamic

t—1
€ = (Fy)' exp (Z oW~ i(a%?t) ;

s=0
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Algorithm 2 whole algorithm

Step 0 Initialization:
build quantization tree (T';);
solve the continuous relaxation problem ;
Nioop = 0.
Step 1 Forward pass:
form=1,..., My do
simulate (£7") following dynamic (1);
fort=1,..., T —1 do
use Algorithm to compute 4" € 7™,

end for
compute v = 3,2 ei(€]")iy" + g(€7, 3F);
end for
_ M _ My _
compute U = J\% Sl v™ and o(v) = ﬁf Sl (vm —1)2.

Step 2 Backward pass:
fort=T—1,...,1do
choose M, samples;
form=1,..., M, do
for fi ely do
solve subproblem ;
compute new optimality cut ((A*)?, (A\9)7);
end for
for &_, €Ty_q do
compute ngel“f, P (A, (A7) and add into O_;

end for
end for
end for
t=20

solve subproblem and compute backward value v.
Step 3 stopping condition:
Zf nloop < N/HLleﬁ

— “Yloop
Noop = Nloop + 17
go to Step 1;
else
stop;
end if

or equivalently

£i _ €L (E§+1)Z iwi . 1( i)2 . (49)
t4+1 — St (Fot)l exXp |\ o t 2 g )
where F{ is the forward price price with maturity ¢ observed at time ¢t = 0, o
is the volatility, and W* follows the normal distribution A (0,1) such that the
correlation corr(W{, W{) = p;j.
The horizon is 7' = 6. The parameters driving the stochastic processes in
the test are set as follows: volatility o1 = o5 = 03 = 40%, and correlations
p12 = 0.7, p13 = 0.2 and pa3 = 0.4. The forward price F{ is read from the
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(a) Q™ (w0, & = 0.5), COMV Qi (20, € = 0.5), (b) Q" (wp, & = —2), oMV Qi (w0, £ = ~2),
Qo (o, € = 0.5), and Q" (x0,€ = 0.5). Q" (o, & = —2), and Q" (x0,& = ~2).

Q
@ 1 2 3 o

-2
—cut

(¢) Q" (wp), conv Q™ (x0), Q°°"(z0), and Q  (z0)-

Figure 10: Improvement of example The red line is conv Q™ (zq, &) or
conv Q™ (z0). The blue line is Q™ (zg,&) or Q™ (zg). The green line is

Q' (z0,€) or O (z0).

energy market. We take the following values in the numerical test (see in Table
. Finally, We build a quantization tree of 15000 points to discretize the random
process &,.

In the test, we apply the heuristic method presented in Section[4 and the im-
provement by the cutting plane technique in Section[f] In addition, we compare
them to the deterministic counterpart MILP problem:

T-1
inf Y e (E[€])us + g(E[€7] o7)
t=0
subject to wy € Z™ N4y, (50)

Ter1 = Ty + Aguy,

o =0,z7 € Xp.
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Figure 11: A fictive supply and demand portfolio, as well as the possible routes.
A: producing country; e: consuming country.

Port Cargo Size  Annual QC.* Monthly QC.*  Price formula**
Caribbean 2.9, 3.4 [21.0, 27.0] [0.0, 6.9] NA NG — 0.1
Scandinavia 2.9 [12.0, 18.0] [0.0, 3.0] 0.070IL + 1.0
North Africa 29,34 [47.0, 53.0] [0.0, 12.8] 0.8NA NG + 0.9
North American 2.9, 3.4 [40.0, 46.0] [0.0, 9.2 NA NG

Europe 2.9, 3.4 33.0, 39.0] [0.0, 9.2] EU NG

Asia 2.9, 3.4 [7.0, 13.0] 0.0, 3.4] 0.080IL — 0.8

Table 1: Constraints and price formulae

“ The quantity unit is in TBtu. MMBtu stands for a million British thermal unit, a
TBtu is a trillion British thermal unit thus equivalent to a Million MMBtu.
" The price unit is $/MMBtu.

Time OIL* EU NG* NA NG*
0 73.0 5.2 5.15
1 73.5 5.3 5.30
2 74.0 5.2 5.22
3 74.5 4.5 4.51
4 75.0 4.4 4.35
5 75.5 4.3 4.33

Table 2: Forward price
"¢l = OIL, £2 = EU NG, and £° = NA NG.

Furthermore, we use to generate a control variate.

We obtain the following results (see Table [3]).

The continuous relaxation returns a lower bound —32.3395 and an upper
bound —31.9767. Based on the optimality cuts computed in resolution of the
continuous relaxation problem, the heuristic method in Section [] leads to an
upper bound of —13.8319 for the integer problem, with standard deviation of
0.417892, with 5000 forward simulations. Finally, applying the cutting plane
technique, we can improve the forward value from —13.8319 to —17.0725, a gain
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u.b. o(u.b.)* Lb. det. counterpart value
Continuous -31.9767  0.6387  -32.3395 -2.2049
Integer (heuristic) -13.8319  0.4179 3.0384
Integer (cut) -17.0725 1.4411  -31.8612 3.0384

* standard deviation of upper bound.

Table 3: comparison of optimal value of the continuous problem and the integer
problem

of circa 20%. However, we only obtain little improvement in lower bound value.
The main argument is that we still use continuous variables in the backward
pass in order to compute the dual value.

The deterministic counterpart value gives a good insight on the gain ob-
tained by using stochastic programming. In the continuous relaxation case, the
optimal value obtained is much lower than the deterministic counterpart value,
with a gain of circa —30. Concerning the heuristic method in the stochastic
integer problem, although only an upper bound could be generated, it leads to
a gain of circa —16.8 with respect to the deterministic counterpart value. This
is to be compared to a gain of circa —20.1 by using the cutting plane method.
Therefore we conclude that the optimal value of the stochastic integer program
lies somewhere between —31.8612 (the continuous relaxation optimal value) and
—17.0725 (the integer sub-optimal value).

Nevertheless, building cutting plane is quite expensive: 5 hours per iteration
when using M; = 1000 scenarios in forward pass and M, = 10 samples in
backward pass.

8 Conclusion

In the article, we describe the critical point of using stage-wise decomposition
and dual dynamic programming approach in multi-stage SMILP. The main dif-
ficulty comes from the non-convexity and the discontinuity of the Bellman value
function Q™ (t,x,&,) and its conditional expectation Q" (t,x;,&, ;) with re-
spect to state variable z;. We rely on the approximation of the Bellman value
function by its convex hull, and try to continue the SDDP approach. However,
the approximation discussed here is far from solving exactly multi-stage SMILP
problem. The numerical test shows that in the example under consideration,
there is still a large gap between the lower and the upper bounds. The cutting
plane technique we investigate does yield some improvement in the sub-optimal
solution and reduces the gap.
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