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Abstract

We are concerned with the existence of smooth time functions on connected
time—oriented Lorentzian manifolds. The problem is tackled in a more
general abstract setting, namely in a manifold M where is just defined a
field of tangent convex cones (C;)zenr enjoying mild continuity properties.
Under some conditions on its integral curves, we will construct a time
function.

Our approach is based on the definition of an intrinsic length for curves
indicating how a curve is far from being an integral trajectory of C,. We
find connections with topics pertaining to Hamilton—Jacobi equations, and
make use of tools and results issued from weak KAM theory.

1 Introduction

In this paper we are concerned with the existence of smooth time functions on
connected time-oriented Lorentzian manifolds, space-times for short, under ap-
propriate assumptions relative to the causal structure.

As a matter of fact our analysis takes place, and so our results are valid,
in a more general environment. What we really need as underlying space is a
(connected, paracompact, smooth) manifold M on which is defined a multivalued
vector field x — C, C T, M, with convex cones as values, a cone structure for
short. Here and throughout the paper cone means a closed convex cone, with
vertex at 0, not containing any complete affine line and whose interior is not
empty.

We will require quite mild continuity properties to hold for C, as well as
some specific conditions on its integral curves, namely the (Lipschitz) curves
¢ with § (t) € Cey. Framing the problem in this broader setting allows us to
better understand the proof of existence of smooth time functions in Lorentzian
geometry.

For a space-time with Lorentzian metric h of signature (+,---,+,—), the
relevant cone structure is evidently given by the family of future directed causal
cones, that is to say the cones made up by timelike and lightlike vectors v, i.e.



with negative and vanishing Lorentzian norm respectively, satisfying, in addition,
h.(X(z),v) < 0, for any timelike vector field X providing the time orientation.
They represent the physically admissible displacements pointing to the future.

Going back to our abstract setting, we need to introduce some definitions
in order to present our results. The terminology is borrowed from Lorentzian
geometry and General Relativity, and some explanations on it will be given later
on. The cone structure C is said continuous if it possesses such property with
respect to the Hausdorff metric, in local coordinates, up to intersection of the
cones with the unit closed Euclidean ball. We call C-causal and C—future directed
the integral curves of C,, C., respectively, where C, is the interior of C,. We define
an order relation - on cone structures by declaring ¢’ = C whenever C,\ {0} c C,
for every x € M.

The cone structure C is said causal if it is continuous and there are no closed
C—causal curves; if, in addition, there is a causal cone structure C’ with C’ = C,
then C is called stably causal. Finally we define C globally hyperbolic if it is stably
causal and all causal curves connecting two given points lie in a compact (possibly
empty) subset of M. We establish, see Theorem 1.2, that globally hyperbolic is
actually a stable property.

A function with the property of being strictly increasing on any nonconstant
C—causal curve is called a global time function for C. If, in addition, it takes any
value of its range when the argument varies on an inextendible (with maximal
domain of definition) C—causal curve, then the time function is said to be Cauchy.
Moreover, we will say that f : M — R is a smooth or C* global time function
for the cone structure C, if its C*°, and

Vo e M,Yv € C, \ {0},d.f(v) > 0.
Our main results are the following:

Theorem 1.1. If C is a stably causal cone structure on M, then there exists a
C> global time function for C.

For the existence of smooth Cauchy time functions, we essentially need the
already mentioned stability property for the global hyperbolicity. We believe that
this result is indeed of independent interest.

Theorem 1.2. If the cone structure C is globally hyperbolic then there exists some
C' = C which is also globally hyperbolic.

Theorem 1.3. For any globally hyperbolic cone structure C on M there exists a
C> Cauchy global time function f for C, i.e. a smooth global time function such
that

t—a

lim f((1)) = ~c0 and lim f(1(1)) = +o0

for any inextendible C—causal curve v :|a, b[— M.



In the context of space-times and future directed causal cone structures the
time functions are clearly related to the existence of foliations of the space by
surfaces of simultaneity, which is a central problem in General Relativity. If
f is a global time function then all its levels f~!(c) are achronal in the sense
that there cannot be any causal connection between different points of it. If, in
addition, the function f is Cauchy time function then any level is accordingly
a Cauchy surface, which means that any inextendible causal curve intersects it
exactly once. The name originates from the fact that it is the natural region to
pose initial conditions for Einstein’s equations.

The causality condition seems quite natural in this setting since the violation
of it would apparently yield causality breakdown: one could travel into one’s past.
Notice also that this requirements rules out compact space—time since it can be
proved, see [2] Proposition 3.10, that compactness and causality are incompatible.
The global hyperbolicity ensures that no causal curve joining two points can reach
the edge of the space-time, the term is related to some special properties holding
for the wave equation in this case.

The paper of Geroch [9] is seminal in the topic. Geroch establishes there
the equivalence of global hyperbolicity and existence of a topological Cauchy
hypersurface S. The property that the space—time is homeomorphic to R x S
is, in addition, derived in the so—called Splitting Theorem. A modification of
Geroch’s technique allows also to show the stable causality being equivalent to
the existence of a continuous global time function.

The possibility of going beyond the topological nature of these results and
giving a differential version of them, has remained as an open problem for a
long period and, after some fallacious attempts, has been only recently solved
by Bernal and Sanchez, see [4]. Starting from Geroch’s Splitting Theorem, these
authors first prove the existence of a smooth Cauchy surface and from this they
construct a smooth Cauchy time function.

We tackle the issue from a new angle and propose an approach which stays
independent of Geroch and Bernal-Sénchez contributions, and use instead some
tools and results issued from weak KAM theory, see [8] for a comprehensive
treatment of this topic. This connection is, at a first sight, quite surprising since
such theory concerns the qualitative analysis of Hamilton—Jacobi equations at
the critical value, i.e. at the minimum level for which a.e. subsolutions do exist,
while, in the time function problem, no Hamiltonians are involved.

To bridge the gap, we first notice that what really matters in the study of a
stationary Hamilton-Jacobi equations of the form H(x, Du) = a is not the whole
Hamiltonian but just the a—sublevels of it, namely the sets

{p| H(z,p) < a},

that we assume in this discussion with non-empty interior. Under the customary
conditions of continuity, convexity and coercivity on H, the map associating to
any x the corresponding a—sublevel is convex compact valued and continuous
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with respect to the Hausdorff metric. These are the same kind of conditions that
we have required for the map = — C,, and also hold true for x +— C;, where C;
is the polar cone of C,, apart the compactness that we recover through suitable
truncations.

The property of being a strict subsolution to the equation for a smooth func-
tion can be expressed by requiring its differential to be contained in the interior
of the a—sublevel for any z. In the same way a global smooth time function f
for C is characterized by the fact that it is solution of the partial differential in-
clusion —Df(z) € C*. Similar ideas have already been used in [12] to construct
a Lyapunov function for a multivalued dynamics enjoying suitable stability and
attractiveness conditions.

In the Hamilton—Jacobi framework a smooth strict subsolution is constructed,
through a partition of unity technique and mollification process, see [7], provided
that for any point one can find a neighborhood U of z, ¢ > 0, and an a.e.
subsolution u to the equation in the whole space, which, in addition satisfies
the strict inequality H(z, Du(z)) < a — € for a.e. @ € U. The obstruction to
this procedure is then represented by the points around which no a.e. global
subsolution is strict. This set is named after Aubry and a crucial step in the
analysis is to provide a metric characterization of it. This is made through the
introduction of an intrinsic length for curves which again only depends on the
a—sublevels of the Hamiltonian, and, more precisely, on their support functions,
see [7]. In our case the intrinsic length is defined starting from the cone structure
C, and in a sense it indicates the deviation of a curve from being C—causal, see
(15), (20), so that a nonconstant trajectory possess zero intrinsic length if and
only if it is C—causal

The property detecting the points of the Aubry set is thus given via compari-
son of this intrinsic length and the natural length induced in the ground space by
some reference Riemannian metric. More precisely a point belongs to the Aubry
set if and only if there is a sequence of closed curves passing through it with Rie-
mannian length bounded from below by a positive constant and arbitrarily small
intrinsic length. The role of closed curves in both of definitions of Aubry set and
causal cone structure, and the fact that the intrinsic length is zero whenever 7 is
causal, cast some light on the way where weak KAM theory enters in our topic.

The crucial point is to show that, given C' = C the reference metric can be
chosen in such a way that if the intrinsic length related to C of a curve joining
two points x and y is small compared to the natural one then x can be also
connected to y through a C'-future directed curve, see Lemma 2.7, Proposition
2.24, Theorem 3.4. If, in addition, C is stably causal and we pick C’ causal, this
forces © # y, which shows that no cycle can have C-length small compared to
the natural one, and so, under the stable causality assumption, the corresponding
Aubry set is empty, which yields Theorem 1.1.

Theorem 1.2 is essentially based on some stability properties holding in the
class of C—causal curves, and is, in turn, crucial for proving Theorem 1.3. Here



we also exploit a density property for smooth global time functions, see Theorem
5.1.

2 Cone Structures

2.1 Cones in RY

We consider a finite dimensional Euclidean space RY and denote by | - | its Eu-
clidean norm. For every € RY, we use the canonical identification of the tangent
T,RY with RY. Given vy, v; in RY we will denote by vy - v; the usual Euclidean
scalar product of vy and v; . We systematically identify RY with its dual (R™)*,
using the canonical basis on RY. Accordingly, if p € (RY)*, v € RY, we will also
use the scalar product notation, p - v, to denote the action p(v) of p on wv.

We write B for the closed unit Euclidean ball of RY centered at 0, accordingly
x + rB will denote the closed ball of radius r centered at x, for any z € RY,
r > 0. For every closed non-empty set K C R¥| the distance d(z, K) of any z
from K is defined by

d(z, K) = inf|z —y].

By the compactness of balls in the Euclidean space, this infimum is achieved.
The points in K realizing such infimum are called projections of x on K, and the
set made up by them is denoted by projy(z). As is well-known, the projection
is unique if K is, in addition, convex, since the norm [-| is Euclidean. In fact, in
that case, for v € RY, the projection of v on K is the unique vy € K such that

(v—1g) - (w—19) <0 forany we K. (1)

In the case where K is closed and convex, we will denote by projy(v) the unique
vy € K such that d(v, K) = d(v,v9) = |v — vg|. It follows from property (1) that
for a closed and convex subset K C RY the map proj : RY — K has Lipschitz
constant equal to 1, i. e.

Iproj (v) — proj (v")| < |v — | for all v,v" € RY. (2)

For an arbitrary non-empty closed set, still denoted by K, such that RV \ K # ()
(or equivalently 0K # (), it is convenient to introduce the signed distance given

by the formula

Proposition 2.1. If K is a closed non-empty subset of RN with RN\ K # 0, we
have

—d(v,0K) ifveK.
In particular, we have |d¥ (v, K)| = d(v,0K), for every v € RY.

o, K) = {d(v, K)=d(v,0K) ifvé¢K,
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Proof. Given the definition of d#, it suffices to show that d(v, K) = d(v,0K),
if v ¢ K. We obviously have d(v, K) < d(v,0K). Moreover, if vy € K is
such that d(v,vg) = d(v, K), then, by connectedness, the segment [v,vs] must
intersect 0K in a point v;. Using d(v,v9) = d(v, K'), we must have v, = vy, and

d(v,0K) < d(v,v9) = d(v, K). O
Another useful result is:

Proposition 2.2. If K is a closed convex subset of RN with RN \ K # 0, then
both the distance and the signed distance are convex functions on RN

In fact, it is well-known that d(-, K) is convex when K is convex. For the
signed distance this is not as well known, but still not difficult to prove. Anyway,
we will use this lemma for closed convex cones with vertex at 0 (called just cones
later), and this case follows from Lemma 2.4 below, where, in particular, it is,
shown that both the distance and the signed distancee to such a cone are a
supremum of linear functions, hence they are convex.

It is useful to consider positively homogeneous subset of RY. A subset C' ¢ RY
is called positively homogeneous if

Yve C,VA >0, e C.

For such a positively homogeneous subset C, it is clear that its closure C' and its
boundary 0C' are homogeneous.

The next proposition summarizes the main properties of the distance to a
positively homogeneous closed subset or a cone.

Proposition 2.3. Let C be a closed non-empty positively homogeneous subset of
RN, Ifv e RN, A >0, and vy € C is a projection of v on C, i.e. d(v,vy) = d(v,C)
then we have

(i) d(\w,C) = Md(v, C);

(ii) Avo is a projection of Av on C;
(iti) (v —vo) - vo = 0;

(iv) Jvol < [ol;
)
)

(v) if v e B then d(v,C) =d(v,CNB);
(v

Proof. Properties (i) and (ii) are immediate.

To prove (iii), we remark that the function ¢ : [0, +o0o[— |v — tvg]* has a
minimum a ¢ = 1. Hence ¢'(1) = 0. But ¢'(1) = —2(v — vy) - vp.

To prove (iv), we note that the triangle with vertices at 0, vy and v has a right
angle at vg. Therefore [v|> = |v — vg|? + |vp]?, and |vo| < |v].

if v € 0B, then d(v,C NIB) < 2d(v,C NB) = 2d(v,C).
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To prove (v), using CNB C C, we first notice that d(v,C) < d(v,CNB). On
the other hand, since v € B, the projection vy has norm < 1 by (iv). Therefore
vg € C'N'B. Hence

d(v,C) = |v —vo| > d(v,CNB).

Consider now v € B, and vy a projection of v on C'. If vy = 0, then d(v,C) =
|v| = 1. Since the diameter of OB is equal to 2, it follows (vi) holds if vy = 0. If
vo # 0, then we can consider vg/|vg| € OB. The triangle with vertices at v, v,
and vg/|vg| has a right angle at vy. Hence

2

d(v,C NOB)? < v— 0
[vol
o |2
= v —vo|* + |vp — —
[vol

= v —vof* + (1 — |wo])*.

Using (iv), and the triangle inequality, we note that 0 < |v| — |vg| < v — vy.
Since |v] = 1, squaring yields (1 — |vg])? < |v —vg|>. Combining with the estimate
above, we obtain d(v,C' N IB)? < 2|v — vo|? = 2d(v, C)?. Using (v), this proves
(vi).

[

Throughout the paper, we will simply say cone to mean a closed convex cone
not containing any complete affine line, with vertex at 0, and non-empty interior.
These cones are usually qualified as complete, see [5], in the literature. We will
denote the set of such cones by Cones(RY).

Obviously a cone C? is positively homogeneous, since we assume that its vertex
is 0. We can therefore apply to it Proposition 2.3. In particular, part (iii) of
Proposition 2.3 and property (1) yield

(v — projeo(v)) -w < 0 for any w € C°. (3)

For a cone C° C R¥, we define its polar by
C={pe®V)*~RY |p-v<0forvel}.

The polar C°" is also a (complete) cone, and is therefore in Cones((RY)*) =
Cones(RY). Note that if C° C C! then C'* C C°". Moreover, we have (C°)** = C
by the Hahn—Banach Theorem.

It is convenient to give a dual characterization of the distance d(-,C%) and the
signed distance d*(-,C°) from a cone. Note that the convexity of these functions
is an immediate consequence of this characterization.



Lemma 2.4. Let C° be a cone, then for any v € RY

d(v,C%) = max{p-v|peC’ NB}, (4)
d*(v,C°) = max{p-v|peC’ NoB}. (5)

Proof. To simplify notations, we set for v € RY

o(v) =max{p-v|pecC” NB}
6(v) =max{p-v|pecC” NOB}.

Note that o > 0, since 0 € (C°)* NB. Obviously 6 < o, and both o and &
are Lipschitz with Lipschitz constant 1, as supremums of families of Lipschitz
functions with Lipschitz constant 1.

Let us start by (4). Pick v € RY, if o(v) = 0 then v € (C°)* = C° and so
d(v,C°% = 0. If instead o(v) > 0 then o(v) = p-v with p € (C°)* N B, thus
o(v) = a(v). Moreover we have

o(v) =p- (v —Pprojeo(v)) + p - projeo(v)
<p- (v — projeo(v))
< |v = projeo(v)|
= d(v,C°).

To prove the converse inequality we first derive from property (3) above that
(v — projeo(v)) - w < 0, for any w € C° It follows that v — projeo(v) € C°.
Consequently taking into account part (iii) of Proposition 2.3, we obtain

o) > ( v — projeo(v

(v)
|[v — projeo (v)l)

(v)

(v)

[ v—projeo(v B
- <\v — projeo(v !) (= projen(v)
= d(v, C0

Note that if v ¢ C° = (C°)** then o(v) > 0, and o(v) = 6(v), as we have already
pointed out in the first part of the proof. Summing up we have not only proved
(4) but also that

o(v) = 6(v) = d(v,C°) = d¥(v,C°) for v ¢ C°.

Since all involved function are continuous, the equality also holds on 9C°. It
follows that (5) is true outside of C°.

It remains to prove (5), for v € C°. To simplify notation set o = d(v, dC°).
Since the closed Euclidean ball centered at v with radius ry is contained in CY,
we have p - (v — row) < 0 for every p € (C°)* N OB and every w € B. Hence, we



obtain p - v < ro(p - w). If we now take the infimum of all w € B, taking into
account that |p| = 1, we obtain p - v < —rg, and finally 6(v) < —ry = d#(v,C?).

To get the converse inequality, we pick a projection vy of v on AC°. By what
we showed above &(vg) = d*(vy,C%) = 0 Since we know that ¢ has Lipschitz
constant 1, we obtain

—a(v) =d(vg) —a(v) < v —wvg| = 1.
Hence 6(v) > —rg = d#(v,C°). O
We now come to the order < on cones already given in the Introduction.

Definition 2.5. If C!, C2 are two cones in RY | we say that C' < C2 if C'\{0} C C2.

Proposition 2.6. Let C*,C? be two cones in RY. We have C' < C? if and only
if e < v

Proof. Since C** = C, we need only to prove the implication from left to right.
We know that the compact set OB N C! is contained in C2. therefore we can find
§ > 0 such that for every v € 9BNC! the Euclidean ball v+ 6B C C2. If p € C2*,
we then have

p-(v+v)<0 forallvedBNC, v €dB.
We fix v and take into account that sup{p-v' | v € §B} = § |p|, to obtain
p-v+dlp| <0 for any v € OBNC.
In particular we get
(p+p)-v<p-v+|pll]<p-v+dlp| <O foranyp €dlp|B,vedBNC .

Therefore by homogeneity p + & [p|B C C'7, for every p € C?", which implies
C?"\ {0} c Ct m

We end this subsection on cones with a Lemma that will be used later. As
usual, we denote by £(v) the Euclidean length of a curve 7 contained in R,

Lemma 2.7. Let C',C? be two cones in RN with C' < C?. There exists § > 0
such that for any Lipschitz curve 7 : [a,b] — RY | with

b
/ d(3(s).C") ds < 80(), (6)

one has v(b) — v(a) € C2.



Proof. Note that (6) implies that ¢(y) > 0, hence v is not constant. By Propo-
sition 2.6 above the compact subset S = OB N C?" is contained in the interior of
C', we can thus find € > 0 such that p+ eB C C'”, for any p € S. This implies,
in view of (4)

d(v,ct) > L2

> v foranyv eRY, pe S p ceB.
1+e€

Multiplying by 1 + €, and taking the supremum over p’ € € B yields
(1+¢) d(v,C') > ¢€lv| +p-v foranyv e RY, pe S,

and consequently

(1+0) [ d3(),€)ds > 2¢60) + ) — 2 (a)

We choose now § > 0 such that (14¢€)d < e. If (6) holds for such a §, we therefore
get
p-(v(b) =~(a)) <[(1+€)d —€Jé(y) <0, for any p € 5,

which gives v(b) — ~v(a) € C2.

2.2 Metric structure on the set of cones in RY

We will use the Hausdorff metric on compact sets to define a distance in Cones(R™Y).

Before doing that, we first recall some basic facts about Hausdorff distance. If
(X,d) is a metric space, one defines the Hausdorff distance d* between compact
subsets of X by

d? (K, K;) = max {maxd(x,Kg), max d(y, Kl)} : (7)

€K yeKo
The fact that d is a metric follows from the following useful identity

d? (K, Ky) = sup|d(x, K1) — d(z, K5)|. (8)

zeX

Suppose that f : X — Y is a Lipschitz map from (X,d) to the metric space
(Y,d), with Lipschitz constant L. It is not difficult to verify that for any pair
K1, K5 of closed subsets in X we have

A" (f(Ky), f(Ks)) < Ld"(Ky, K,). (9)

We will denote by IC(X) the set of non-empty compact subsets of X. We will
always tacitly consider that K(X) is a metric space with d” as a metric.
The following results will be useful at some later point.
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Lemma 2.8. Forx,x € X, and K, K’ € K(X), we have
|d(z, K) — d(2', K')| < d(x,2") + d? (K, K').

Therefore the map X x K(X), (x, K) + d(x, K) is Lipschitz.

Proof. The map = +— d(x, K) has Lipschitz constant 1, therefore

|d(z, K) —d(z', K')| < |d(z, K) — d(2', K)| + |d(2', K) — d(2, K")]|
<d(z,2') +d"(K,K"),

where the last inequality was obtained using also (8) above. O

We will need to consider Lipschitz functions on the product of two metric
spaces (X,d) and (A,d). Note that all the metrics that one usually puts on
X x A are of the form d((z1, A1), (x2, A2)) = |[(d(z1,x2),d(A1, A2))||, where ||-]]
is a norm on R2  All these metrics define the product topology, and they are
all Lipschitz equivalent (like norms on R?). Therefore it makes perfect sense to
speak of Lipschitz or locally Lipschitz functions on the product of two spaces We
will, for example, assume that the metric on X x A is given by

d((l‘l, /\1), (ZEQ, )\2)) = max[d(a:l, ZEQ), d()\l, )\2)]

Lemma 2.9. Suppose that X, A are metric spaces, and that f : X x A — R is
a continuous function. Let K(X) denote the set of non-empty compact subsets
of X endowed with the Hausdorff distance d*. Then the two functions fi, f— :
K(X) x A — R defined by

f+(K7 )‘) = Supf(xv )‘) and f*(Ka )‘) = 1glf{f(x7 )‘)

zeK

are continuous. Moreover, if f is Lipschitz (resp. locally Lipschitz), so are fi
and f_.

Proof. We will deal with the case of f,. Fix Cy € K(X) and A\g € A. We define
p : [0, +00[= [0, +-00[ by

p(6) = sup|f(x,A) — f(y, Xo)l,

where the sup is taken over all z,y € X, and A € A satisfying d(x,Cy) <
5,d(y,Cy) < 6,d(z,y) < 0, and d(A, Ag) < d. Since Cy is compact, and f is
assumed continuous, one can show (for example by contradiction) that p(é§) — 0,
when § — 0. To prove the continuity of fi at (Cp, Ag) it suffices to show that

|f+(C, )‘) - f+(007 )‘0)| < p[max(dH(C, OO)’ d(>‘v AO))]
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Let us set 6 = max(d(C, Cy),d(\, N\o)). For x € C, we can find y € Cy such that
d(z,y) < 6. Since d(z,Cy) < d,d(y,Co) < d,d(z,y) < 0,d(X\, A\o) < 0, we have

|f(z: A) = fy, M)l < p(9).
Using y € Cp, this yields

f(@,A) < £y, Ao) + p(6) < f1(Co, Ao) + p(6).

Taking the sup over all x € C', we get

f+(CA) = f+(Co, Ao) < p(0).

Conversely if x € Cy, we can find y € C, with d(z,y) < . By the same argument
as above

f(@,20) < fy, A) 4+ p(0) < f+(C,A) + p(0),
and

f+(Cos Xo) = f+(C,A) < p(d).

It remains to deal with the Lipschitz and locally Lipschitz cases. The Lipschitz
case is obtained from the proof above because we can then take p(d) = K9, where
K is a Lipschitz constant for f.

We will now treat the locally Lipschitz case. Fix Cy € K(X) and Ao € A. By
definition of locally Lipschitz, for each z € X, we can find ¢, > 0, and L, < 400,
such that f is Lipschitz on B(x,20,) X B(\g,d,) with Lipschitz constant < L,.
Note that f is therefore bounded on B(zx,24,) x B(Ag, dy).

By compactness of Cj, we can find a finite number z1, ..., z, of points in Cj
such that Cy C U, B(z;,d,,). Setting § = min]", 6., > 0, and Ly = max}" | L,,,
it can be checked that for zy,20 € Bs(C) = {z € X | d(z,C) < 4§}, with
d((lfl,X2> <6, and A\, \g € B()\(),(s), we have

|f(z1, M) = f(22, A2)| < Lmax(d(zy, z2),d(A1, A2)].

Note also that Bs(Cy) x B(Xg,d) C Ul B(x;,30,) X B(Xo,6s,), and that f is
bounded on each element of that finite union. Therefore f is bounded on Bs(Cp) %
B(Xo,0). If M is such a bound of f, and L = max(Ly,2M/J), it is easy to check
that f is Lipschitz on Bs(Cy) x B(\g,0), with Lipschitz constant L. Since any
C € K(X) with df(C,Cy) < ¢ satisfies C C Bs(Cp). From the Lipschitz case
applied to Bs(Cp) instead of X, and B(\g,d) instead of A, we obtain that f, is
Lipschitz on {C € K(X) | d4(C,Cy) < §} x B(\o,9). O

Lemma 2.10. Let A be a metric space, and C a compact convex subset of some
Euclidean space RY. Suppose f: C x A — R is a continuous function such that,
for every X\ € A, the function x — f(x,\) is conver and continuous on C.
For A € A, we set
Cy={zxeC]| f(z,\) <0}.
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Then the set Ay = {A € A | inf,ec f(x,A) < 0} is open and the map Ay —
K(C), A — C\ is continuous. Moreover, if f is locally Lipschitz, then the map
A= CY is locally Lipschitz on the open subset Ay.

Proof. Define F: A x A — [0, 4+o00[ by

F(A, A2) = sug|f(:c, M) = flz, A2).
HAS
Note that F' is finite everywhere by the compactness of C' and the continuity of
f. Moreover, the same continuity and compactness implies that for A\; fixed, we
have

lim F(\, As) = 0.

/\2—>)\1

Suppose now that A\g € Af. We can find zy € C such that f(xg, \g) < 0.
Therefore by continuity of A — f(\, zo) we can find a neighborhood V' of Ay and
€ > 0 such that

VA eV, f(xg, \) < —e.

Set K = diam(C')/e. We will first show that
VA1, A2 € V.V € Oy, d(z,Cy,) < KF(A1, A2). (10)
We fix A, A\p € V, and z € C),. Since f(x, A1) <0, we have
fz,22) < [, he) = flz, M) < F(Ag, o).

If x € C),, then d(z, C),) = 0 and (10) is clear, since F' is non-negative. Therefore
we can assume f(z,\o) > 0. We set z, = (1 — @)zg + az,a € [0,1]. Since
f(xo, Aa) < 0 < f(x, A2, ), by continuity of f in the first argument, we can find
ap such that ‘f(x4,, A2) = 0. Using the convexity of f(-, Ay, we obtain

0= f(xozoa )\2) S (1 - OéO)f(x()?/\Q) + aOf(xa )\2)
Since f(xg, A2) < —€, f(z,A2) < F(\, A2), and F' is non-negative, this implies
0 S —<1 — C(o)ﬁ -+ OtoF()\l, )\2) S —(1 — Oéo)E -+ F()\l, )\2)

Therefore PO
(1 o aO) S ( 1, 2) )
€

Since f(xq,, A2) = 0, we get



The inequality (10) implies
V)\l,)\g eV, sup d(l’,c/\Z) < KF()\l,)\Q)

J)EC,\l
Exchanging the role of Ay and Ay, we obtain
VAL, A € V,d7(Cy,, Cy,) < KF (A1, o).

Together with (2.2), this proves the continuity of the map A — C on the neigh-
borhood V' of Ag.

To prove the last part of the Lemma, suppose f is locally Lipschitz. We fix
Ao € A. As in the proof of the previous lemma, we could find § > 0 and L < +o00
such that f is Lipschitz on C' x B(\g, ) with Lipschitz constant < L.

VAL A2 € B(Ao, 8), F(Ar, Ae) < Ld(Ay, Ao).

Hence, by what we have just obtained applied to B(\g,d) instead of A, the map
A — C) is Lipschitz on the neighborhood B(\g, d) of A¢. O

We now proceed to define a distance 67 on Cones(R™) by
s7(ct,c?) =d"(Cc'nB,C*NB),

for any pair C*,C? € Cones(RY), see [3].
We will always consider Cones(RY) as a metric space endowed with the metric
6" . From the next Lemma, 6 is equivalent to the metric 6" defined by

s"(ctc?) = d"(c' n OB, C% N oB).
Lemma 2.11. For every C',C? € Cones(RY), we have
s (C,C?) < d”(C' noB,C? N oB) < 267(Ch,C?).

Proof. If v € C' N B, and v # 0, taking into account Proposition 2.3 we get

d(v,C2NB) = d(v,C?) = |v|d (1,c2)

[l

d (i,cz) <d (1,62 n 818%)
|v] |v]

< d"(C*'noB,C*NOB),

IN

which yields
max d(v,C*NB) < d”(C' N OB,C*NIB).

veCINB
By symmetry, we get the left hand side inequality of the lemma. For the right
hand side, we use the item (vi) in the statement of Proposition 2.3 to obtain for
veClC' NoiB

d(v,C* N OB) < 26(v,C*NB) < 26%(C*,C?).

Again by symmetry, this yields the right hand side inequality of the lemma. [J
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From Lemma 2.4, we first derive that the map C° — C°" is an isometry with
respect to 6%,

Proposition 2.12. For every pair Ct,C? € Cones(RY), we have §7(C!,C') =
5H(C1, 7).

Proof. Taking into account Lemma 2.4, we have by duality
d(p,C"") = max{p-v |veC' NB} for any p,
and a similar formula is true for d(p,C*"). Now, bearing in mind (7), assume
SH(CY,C%) = d(py,CY) = py - vy for some py € C¥' NB, v, € C2N B,
then, exploiting again (4)
SH(CY,C%) = py - vy < d(v5,CY) = d(vy,Ct NB) < 67 (CL, C?).

By interchanging the role of the cones appearing in the statement, we can
complete the proof through the above argument.
O

We also obtain from Lemma 2.4, the Lipschitz character of the distance and
signed distance functions from a cone:

Proposition 2.13. Let C',C? € Cones(RY), v € RN, then we have
|d(v,C") = d(v,C?)| < Ju]6™(C*, C?)
|d% (v,C") — d¥(v,C?)] < 2[v| 67 (C",C?).

It follows that both functions (v,C) — d(v,C) and (v,C) — d#(v,C) are Lipschitz
on RB x Cones(RY) for any R > 0.

Proof. 1t suffices to show that

d(v,C")

< d(v,C%) + [v] 67 (C", C?),
d*(v,C") <

d
d*(v,C%) +2|v| 67 (C, C?).
By (4), we have

d(v,C') = p;-v for some p; € C* NB.

We can find p, € C** N'B, with |p; — ps| = d(p1,C* NB). Since d(p;,C* NB) <
SH(C*,Cc*) = §H(C, C?), we obtain

d(v,C") =p1-v < pa-v+ |ps — pi||v]
<d(v,C?) + |v| 87 (C*, C?).
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This proves the part of the assertion above relative to the distances d(-,C?),
i=1,2. By (5), we have

d*(v,C") =max{p-v|peC'NIB} i=1,2

We adapt the same argument as above, and use Proposition 2.4 and Proposition
2.12. We have
d*(v,C') = Py - v, for some p; € C'" N OB.

We denote by jy an element of C2* N OB with |p; — Po| = d(p1,C>" N OB). We get

d#(v,C") = pr-v < P2 v + |p2 — Pul[v]
< d*(v,C%) + |v| d(p,C* N OB).
and
d*(v,C") < d#(v,C*) + |v|] max d(p;,C* NOB)

P1ECT* NOB

< d*(v,C*) +2v] max d(p;,C* NB)
PLECI* NOB

< d*(v,C* +2v| 67 (C*, C?).

This proves the part of the assertion above relative the distances d#(-,C?). i =
1,2.

Since any distance function to a set have Lipschitz constant equal to 1, we
obtain for all v1,vy in RB

|d(vy,C) — d(vy,C?)| < |d(vy,C) — d(vg,CY)| + |d(vs, CT) — d(vy, C?)|
< |vy —wva| + RET(CY, C?).

In the same way, since the signed distance function have Lipschitz constant equal
to 1, we obtain for all v, v9 in RB

|d#(v1,C1) — d#(vg,C2)| < vy — vo| + 2R5H(C1,62).

We deduce:

Corollary 2.14. The map C — 9C N OB from Cones(RY) to the space of com-
pact subsets of RN endowed with the Hausdorff metric is Lipschitz with Lipschitz
constant < 2.

Proof. Suppose C' is a closed subset of RY and v € RY. By Proposition 2.1 we
have |d# (v, C')| = d(v,0C). In particular v € OC' if and only if d# (v, C') = 0.
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Consider now a pair of cones C!,C?, if v € 9C! N OB, then using Proposition
2.3 (vi) and what we said above, we obtain

d(v,0C* N OB) < 2d(v,dC?)
= 2|d*# (v, C?)
= 2|d¥#(v,C") — d¥ (v,C?)|
< 267(C,c?),

where the last inequality used Proposition 2.13. Therefore

sup d(v,0C* N OB) < 267 (C,C?).
vEACINIB

By symmetry, we obtain d (9C* N 0B, C* N B) < 267 (C*,C?). O

We proceed proving a compatibility result between the order relation > and
the metric 6 in Cones(RY).

Theorem 2.15. Given C € Cones(RY) and € > 0, there are cones C', C" satis-
fying 67 (C,C") < e, 6%(C,C") < e and C' < C < C".

We first give some preliminary notions and results.
Given C € Cones(RY), we define the inradius I(C) by

I(C) = max{d(v,0C) | v € CNIB} > 0. (11)
Lemma 2.16. The function I : Cones(RY) —]0, +oo[ defined above is Lipschitz.

Proof. On B x Cones(RY), the function (v,C) ~ d#(v,C) = d#(v,B NC) is
Lipschitz by by Proposition 2.13. Therefore by Lemma 2.9, the map K(B) x
Cones(RY) — R, (K,C) — min,cx d¥ (v,BNC) is Lipschitz. To finish the proof
of the lemma it suffices to observe that the map Cones(RY) — K(B),C — BNC
is Lipschitz by Lemma 2.11. ]

For § > 0, we set
C° = {v]|d*(v,C)+dv| <0}

Lemma 2.17. Given C € Cones(RY). We have:

(i) c°=cC.

(i) The subset C= of RN is a cone for any § € [0, 1(C)].

(i) For &y < &1, we have C™% < C™%.
Moreover, the map (5,C) — C=° € Cones(RY) is locally Lipschitz on the open
subset {(6,C) | 0 <5 < I(C)} C [0, +o00[x Cones(RY).
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Proof. The fact that C~° = C is obvious. The set C%, being contained in C, does
not contain any affine complete line, moreover its interior is non-empty, since any
v € CNIB whose signed distance from C realizes I(C), up to a sign, belongs to it.
Finally, C™% is a closed convex cone with vertex at 0 since it is the O-sublevel of
a continuous convex positively homogeneous function. The relation C~% < C%,
for §, < 1, is immediate, since for v € C792\ {0}, we have

d# (v,C) + 6, |v| = d¥ (v,C) + Sa|v| + (dy — dy)|v| < (dy — dy)|v| < 0.

It remains to show that the map (6,C) — C~° is locally Lipschitz on the open
subset {(6,C) | 0 < § < I(C)} of [0, +oc[x Cones(RY). For this we remark that
the map f : B x ([0, +oo[x Cones(RY)) — R, v + d#(v,C)+6|v]| is Lipschitz, and
convex in v. Since we have inf,cp f(v,(9,C)) < 0, for 0 < § < I(C), it follows
from Lemma 2.10 that C°NB = {v € B | f(v,(5,C)) < 6} is a locally Lipschitz
function of (,C) on the set 0 < ¢ < I(C). O

Proof of Theorem 2.15. 1t is enough to show that there is C’ with 67 (C,C’) < ¢
and C' < C. The existence of C” with the properties asserted in the statement then
comes by duality taking into account Proposition 2.6 and the fact that C° — C°*
is an isometry by Proposition 2.12.

The existence of C’ now follows from Lemma 2.17, since for § €]0, I(C)[, we
have C% < C,and C% = C, as § — 0. n

For C,C’ € Cones(R”), we define

D#(,C') = sup d¥(z,C").

reCNOB

Note that D#(C,C’) < 0 if and only if C C C’, and D#(C,C’) < 0 if and only if
c=<C.

Lemma 2.18. The function D# : Cones(RY) x Cones(R"), (C,C") — D#(C,C’
is Lipschitz. In particular, the subset {(C,C') | C < C'} is open in Cones(RY) x
Cones(RY)

Proof. 1t is very similar to the proof of Lemma 2.16. In the proof of that Lemma
we obtained that the map K(B) x Cones(RY) — R, (K, (") — min,cf d¥ (v, BNC’)
is Lipschitz. Again to finish the proof of the first part of the lemma it suffices
to observe that the map Cones(RY) — K(B),C ~ BN C is Lipschitz by Lemma
2.11.

The last part of the lemma is now clear since {(C,C’) | C < C'} = {(C,C’) |
D#(C,C") < 0} O

We now get the continuity of the action of the linear group on cones. We use,
as usual, the symbol GL(RY) to denote the group of linear invertible maps from
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RN to itself. We endow it with the operator norm, denoted, like the Euclidean
norm in RY, by | - | and defined, for any 7" € GL(R") as

|T| = max{|Tz| | z € B}.
It is clear that TC € Cones(R”) for any C € Cones(RY), and any T' € GL(R").

Lemma 2.19. The map GL(RY) x Cones(RY) — Cones(RY), (T,C) — TC, is
locally Lipschitz. More precisely, if we set for K > 1

Gg ={T € GLRY) | |T| < K, and |T7'| < K},
then we have for all T,T" € Gk, C,C" € Cones(RY)
sH(Te, T'C) < K|T - T'| + K*§"(C,C"). (12)

Proof. We consider T, T" € G, C,C' € Cones(RY), and fix x € B. The idea is to
exploit the formula (8), therefore, since x has been arbitrarily taken in B, instead
of (12) we will equivalently show

|d(z, TCNB) —d(x, T'C'NB)| < K|T — T'| + K*"(C,C"). (13)

There exists y' € C' with |T"y/| < 1 such that d(x,T7'C' N"B) = |z — T"y'|. The
fact that 7" € Gk implies that |y/| < K. We have

2= Ty < o= T'y/| + T = TIly| < d(x, T'C' N B) + K|T' 7.

Since y' € C’ and || < K, we can find y € C such that |y| < K and |y — /| <
K6&H(C,C"). Therefore we obtain

v = Ty| < |z = Ty'| + [Ty — Ty
<d(x, T'C'NB)+ K|T' —T|+ |T||ly — /|
<d(z, T'C'NB)+ K|T' - T| + K*§"(C,C).

Since |z| < 1, by Proposition 2.3, we have
d(z, TCNB) =d(z,TC) < |z — Ty,
and consequently
d(x, TCNB) —d(x, T'C'NB) < K|T' —T| + K*§"(C,C).

By exchanging the role of C an C’, we in the end obtain (13). O
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2.3 Cone Structures on open subsets of R

Definition 2.20. A cone structure (resp. Lipschitz cone structure) on an open
subset U of R is a family of cones C = (Cy)ser with C, € Cones (RY), and
the map U — Cones (RY), z — C, continuous (resp. locally Lipschitz), where,
as we said above, Cones(R”) is endowed with the distance ¢* and the topology
inherited from that distance.

If p: U — V is a C! diffeomorphism between two open subsets of RY, and
C = (Cy)zev 1s a cone structure on U, we define the family of cones ¢,C on V' by

©0.Cy = D,p(Cy), with p(z) =y.
The following proposition is now clearly a consequence of Lemma 2.19

Lemma 2.21. The family of cones ¢.C is a (continuous) cone structure on V.
Moreover, if C = (Cy)zev 1S a Lipschitz cone structure, so is p.C.

By Lemma 2.12, if C is a cone structure on U C R¥, the dual family C* defined
by Ci = (C;)icy 1s also a cone structure on U. Note that for a Lipschitz cone
structure C the dual C* is also Lipschitz by Proposition 2.12.

We recall the notions of C-causal and C—future directed curves given in the
Introduction.

Definition 2.22. If C is a cone structure on the open subset U of R, a Lipschitz
curve § @ [a,b] — U is C-causal (resp. C—future directed) if £(t) € Ceq) (resp.
) € Cog(t)) for almost every t € [a, b].

We recall the a Lipschitz curve has a derivative almost everywhere, so the
notions above make sense.

We now define the function d¢ : U x RY — [0, +oo[ by
de(z,v) = d(v,C,). (14)

Since the function d¢ is non negative and positively homogeneous, we can use it
to define an intrinsic length of a curve. Namely, given a curve € : [a,b] — RY, we
set

/E de = / de(€(1), £(t)) dt = / AE(t), Ceqr) dt (15)

Notice that the above integral is invariant for orientation—preserving change of
parameter, as an intrinsic length should be. Obviously a curve £ is C-causal if
and only if f£ de = 0.

We extend the relations < to cone structures in the obvious way. Namely if C
and C’ are cone structures on U we say that C < C’ if we have C, < C., for every
rel.
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Lemma 2.23. Let C,C' be two cone structures on the open subset U C RY
with C < C'. Given xo € U, we can find a neighborhood V of xy in U and
C1,Co € Cones(RY) such that

Co <C1 =Cy<C., foreveryx eV.
Proof. We will first find C; and Cy such that
Cap <=C1 = Cy < C,.

According Lemma 2.17 we have (C, )™ < Cy,for § > 0, and (C,,)™° — C,,, for
6 — 0. It therefore follows from Lemma 2.18 that (C, )™ > C,,, for 6 small
enough. Therefore we can take Cy = (CQ’CO)_‘S for some appropriate 6 > 0. To
obtain Ci, it suffices to apply what we just did with Cy,, Cs instead of C,,, C, .
By the last part of Lemma 2.18 and the continuity of x — C,, C?., both sets
V'={C, | C, < C1} and V" = {C., | C. = Cs} are open. Since they contain z,

we can then take V =V'NV". ]

The next result is about curves with intrinsic length small with respect to the
Euclidean length. It will be of crucial importance for the proof of Theorem 1.1.

Proposition 2.24. Let C,, C. be continuous cone structures defined on a neigh-
borhood of a compact convex subset K of RN with C < C'. There exist positive
constants &, p such that for any nonconstant curve v : [a,b] — K, with

/%<mMmMML (16)

we can find a C'—future directed piecewise linear curve lying in K which joins y(a)

to v(b).

Proof. By Lemma 2.23 we can construct a finite covering of K by open Euclidean
balls z; +3nB, i = 1,...,k, for some n > 0, x; € K, such that for any ¢ we can
find cones Ci, C} satisfying

C, >~ Cy=Cj = C, foranyy ez +3nB. (17)

We denote by §; a constant satisfying (6) with Ci, Ci in place of C!, C?,
respectively, i = 1,--- |k, and set 0 = min; d;, p = nd. Note that the assertion is
true for any curve ¢ : [¢,d] — x; + 3n B, for some i, satisfying

[ de < s166).
3
because in this case we infer from (17), Lemma 2.7, and the convex character of

K, that the oriented segment from £(c) to £(d) is a C'—future directed curve.
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Given 7 : [a,b] — K, the idea is to define inductively an increasing finite
sequence of times
to=a,t1, "+ ;tm1,tm =0

such that ﬂ[t C x;; + 3nB, for some index i;, and then to argue on each

j—1:t5]
subinterval.

We assume that v(a) € z;, + 7B and denote by ¢, the largest ¢ € [a, b] such
that y([a,t]) C v(a) +nB. If |y(a) — v(t1)| < n then t; = b, and the support of
the curve 7y is entirely contained in x;, + 27 B, so that the assertion is obtained
according to what we pointed out above. If instead |y(a) — v(t1)| = n then by

the assumption

do< [de<p=n5 <50l (18)
vy

Tiasty]

which implies that the oriented segment from ~(a) to y(¢;) is C'—future directed,
since v([a, t1]) C z;, + 21 B.

If t; < b, using the same process as above, we construct by induction a
sequence to = a, t1, ..., t; such that |y(t;) —y(¢;11)| = 1, and the oriented segment
from v(t;) to y(t;4+1) is C'future directed continuous C* curve from ~(¢;) to
Y(tj+1), for 5 =0,...,k — 1. Since v has finite length, there must be m > 1 with
t,, = b. Some precautions must be taken for the last step to complete the proof. In
fact we cannot estimate the length of v|[t,,_1, t,,,], and so we argue on ([t _a, tm]-
Note that v([tm—2,tm]) C 24, _, +3 1B, for some i,, 5, and g(ﬂ[tm_z,tml) > 7, and
we can repeat the estimate (18), with [t,,_o, ] in place of [0, ¢1], to conclude the
argument. O

2.4 Cone Structures on a Manifold

Let M be a connected, paracompact, C* manifold of dimension N. We denote,
for any x € M, by T, M, T;M the tangent and cotangent spaces of M at z,
respectively. The tangent and cotangent bundle are T'M and T M, respectively.
We will assume in the sequel that M is endowed with a Riemannian metric g.

We proceed introducing some notations.

For v,v' € T,M, we will set |v], = (g.(v,v))/2. We will also denote by |-|,
the norm on T)M dual to ||, on T, M. The formula d4(v,v") = |v — /|, gives a
distance on T, M, we will denote the corresponding closed unit ball by B,. We
will write dy(z,y) for the Riemannian distance between the points =,y € M, and
denote by By(x,r) the related metric closed ball centered at x, with radius > 0.

Definition 2.25. A (resp. Lipschitz) cone structure C on M is a map which
associates to any x € M a (complete) cone C, C T,M, such that for any C*>
chart ¢ : U — o(U) C RY the family of cones ¢,C defined by

(2:C)y = Do~ (1)) Com1(y).
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is a continuous (resp. locally Lipschitz) family of cones on the open subset ¢(U) C
RV,

In the definition above Dy(x) : T,M — T,,»RY = RY, is the derivative (or
tangent map) of ¢ at z € U.

By Lemma 2.21, as usual, to verify that the family of cone C is a (resp.
Lipschitz) cone structure, it is sufficient to find family of charts (U;, ¢;)icr such
that ¢;,C is a (resp. Lipschitz) cone structure on the open subset o;(U;) of RY,
for each i € I.

In the same way we can define the notion of (resp. Lipschitz) dual cone struc-
ture on M. A dual cone structure C is a family (CNx)xGM, where C, C TrM is a
(complete) cone for each z € M, such that or any C* chart ¢ : U — (U) C RY
the family of cones Lp*é defined by

(¢°C)y = [ Do) W] Crpy1.

is a continuous (resp. locally Lipschitz) family of cones on the open subset ¢(U) C
RY. Here we denote by ‘Dy(z) : (RN)* — T*M, the transpose (or dual) of the
the derivative Do(z) : T,M — RY, and we identified (R™)* to RY using the
canonical basis (or the canonical Euclidean product) as we did since the beginning
of §2.1. Again by the dual analog of Lemma 2.21, as usual, to verify that the
family of cone C is a (resp. Lipschitz) dual cone structure, it is sufficient to find
family of charts (U;, ¢;)ier such that ©0;*C is a (resp. Lipschitz) cone structure on
the open subset ¢;(U;) of RN for each i € I.

We now extend to cone structures on M the notion of dual cone. Given x € M
and a cone C° C T, M we define the dual (or polar) C*" C T*M via

C” ={peT:M|pv) <0 forvecl.

Therefore if C is a cone structure on M, the dual cone structure is C* defined by
Cr = (C,)*. It is not difficult to check, with the notations above, that for a chart
p: U = o(U) C RY, the cones ¢,C, and ¢*C; are dual cones in RN for every
y € o(U). It follows that C* is a (resp. Lipschitz) dual cone structure on M if C
is a (resp. Lipschitz) cone structure.

The order relation > for cone structures is naturally extended in this setting.
If C,C" are cone structures on M, we say say that C < C' if C, < C., for every
x € M. Same thing for dual cone structures. Of course C < C’ if and only if
C* = C"

We now introduce the function d%, d%* : TM — R defined for all (z,v) € TM
by

di(x,v) = dI(v,C,) = ing dd(v,v").
v'e x

d%* (x,v) = 2d9 (v, C,) — d2 (v, Cy).
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By Lemma 2.4 we have

dg(z,v) = sup{p(v) | p € C}, |plo < 1}
d¢* (x,v) = sup{p(v) | p € CZ, |p|. = 1}.

We can now introduce the function I,(C) = M — [0, +-00[ defined by
1,(C)(z) = — min{d%" (z,v) | v € C,, B, }.
For 6 > 0, we also introduce the family C9 defined by
= {v € T,M | d% (x,v) < —6|v[, }.

For each § < I,(C)(x), we know that C,° is a cone in T, M. If moreover § > 0,
we have C,;° < C,.

If v € M, and C;, Cy are two cones in T, M, we define a Hausdorff-type
distance between them, by

§9H(C1Cq) = max{ max dJ(w,C;), max dJ(v, Cg)}

U)GCZQBZ ’UGCl QBZ

Proposition 2.26. The map TM — [0, +ool, (z,v) — |v|, is locally Lipschitz
on T'M.

Let C be a (resp. Lipschitz) cone structures on the Riemannian manifold M,
the following functions are continuous (resp. locally Lipschitz):

(i) (z,v) — d&(z,v), from TM to [0,+o0[;
(ii) (x,v |—>dg#(a: v), from TM to R;

(it}) 1,(C
1,(C

()(5

(x )} is open in [0, +oo[x M ;

— 691 (C°,C,) from the open subset {(6,z) € [0,4+o0[xM | § <

)
)
) : M — [0,400], in particular, the subset {(d,z) € [0,4+o00[xM | § <
)
)
1,0)(x)} o [0, +ool;

If 0 : M — [0,400[ is continuous (resp. locally Lipschitz), with 6(z) < 1,(C)(z),
for every x € M, then C% = (C;e(m))xeM is a (resp. Lipschitz) cone structure on
M.

If C" is another cone structure on M, then the sets {(6,x) € [0, +oo[xM | 6 <
I,(C)(z),CL < C. %} and {(6,x) € [0, +0o[xM | § < I,(C)(x),C. = C,°} are open
in [0, +00[x M.
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The easiest way to prove this proposition is to use the Gram-Schmidt orthog-
onalization method. This method provides a way to choose an orthonormal basis
for each scalar product on RV, depending smoothly on the scalar product. Define
QT (RY) as the space of positive definite bilinear forms (or scalar products) on
RV,

Proposition 2.27 (Gram-Schmidt). There exist C* (even real analytic) maps
QTRY) - RN g v €/ = 1,...,N such that (ef,--- ,e%) is a basis of RY
orthonormal for the scalar product g.

In particular if we define L9 : RN — RN by LI(xy,...,25) = Zfil ziel, then
L9 is an isometry of RN with the usual scalar product to RN endowed with the
scalar product g, and the map QT(RY) — GL(RY),g — L9 is C> (even real

analytic).

Proof. We recall the well-known argument. We will construct e/, = 1,..., N by
induction on ¢, with the additional property that, for each 7 =1, ..., N, the subset
{ef,..., e} generates the same vector space as {ey,...,e;}, where ej,... ey is

the canonical basis of RY. Tt suffices to take e = e;1/\/g(er,e1). If e, ... el
have already been defined, we denote by f{ the orthogonal (with respect of the

scalar product g) projection of e;, on the subspace generated by (ey,...,e;_1).
Since (ef,...,e ;) is an orthonormal basis, for g, of this last vector subspace, we
have

i1
= Z gle ef)e].
=1

Obviously, the projection f{ is, by induction, C* (even real analytic) as a function
of g. Since e; is not in the space generated by {e1,...,e;_1} (or {ef,... el | }),

the vector vf = e;— f7 is never 0, therefore it suffices to set ¢ = v{+/g(v{,v]). O

Proof of Proposition 2.26. Since continuity (resp. being locally Lipschitz) is a
local property, we can assume that M = U is an open subset of RY. Therefore,
the tangent space TM = TU is U x RY. If we call g,, the Riemannian metric on
T, U = {z} x RN ~ R applying Lemma 2.27 to g,, we can define a map L, =
L9 € GL(RY) which is an isometry of RY with the usual scalar product on RY
endowed with the scalar product g, and such that the map U — GL(RY), z +— L,
is C*°. We have
lv| = |Ly(v)|, for any (x,v) € TM,

which shows the first part of the proposition

Now we define C, = L;*(C,). By Lemma 2.19, the family of cone C = (C,),
x € U, depends continuously on x € U. By construction, we have for any
(x,v) e TM

d(v,C,) = d%(Ly,C,) = d%(x, L),
d*(v,C,) = df¥ (Lyv, Cy) = d% (z, L),
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where d(z,C,) and d#(v,C,) are the distance and the signed distance from v to C,
measured in the usual Euclidean distance. Since the map (x,v) — (z, L,v) is a
C® diffeomorphism of U x RY to get the items i) and ii), it suffices to prove, that
the maps (z,v) — d(v,C,) and (z,v) — d#(v,C,) are continuous (resp. locally
Lipschitz). But this follows from Proposition 2.13. We pass to the proof of iii).
Since L,B = B,, we obtain
1(C,) = — min d*(v,C,)
veEBNCy
= — min d**(L,v,C,)
vEBNC,

_ : 9#
- wg@;g@dc (z,w)

The continuity of I,(C) is now a consequence of Lemma 2.16.
To prove iv), we first argue that L,[(C,)~°] = C;°. In fact, for v € RY, we
have L,(v) € C;° if and only if

A% (z, Lyv) < =0|Lpvl,.
By the computations made above this is the same as the inequality

d#('l),ém> < _5‘1]’7

-4

which precisely defines (C,)
Now if C’ is another cone structure on M, we obtain, arguing as above

Y — 9 — g
Urer(lf?%(B d(v,C,) = e d(w,Cy) = e dl(z,w)

and, consequently

67 (C,,C.) =max{ max d(v,C,), max d(u,C.)}

veC!NB ueCyNB

_ g g
= max{wé%%;Bx di(z,w), Zenc}z&:j}%z dl/(z, 2)}

=025 (C,,Cl).
In particular, this shows that

01(C 0, Co) = 61((Ca) ™, Ca).

Since 6 is the distance on Cones(RY), we can now obtain iv) from the continuity
of (8,z) — (C,)~° which follows from Lemma 2.17.

Now the continuity of (8, z) — (C,)~° also implies that C~ is a (continuous)
cone structure for  is continuous because

C0@ = [, ((@x)few)) .
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Note that besides the continuity of (6, z) — (C,)~°, Lemma 2.17 also shows that
this map is locally Lipschitz if C is a Lipschitz cone structure and 6 is continuous.
Therefore C~ is a Lipschitz cone structure if 6 is locally Lipschitz.

We now prove the last part of the Proposition. Since C. < C,? if and only if
C! < (C,)~?, the fact that the {(5,z) € [0, +oo[xM | § < I,(C)(z),C. < C;%} is
open follows from Lemma 2.18. O

We now proceed to extend theorem 2.15 to cone structures on manifolds.

Theorem 2.28. Let C be a (resp. Lipschitz) cone structure on the Riemannian
manifold M. If e : M —]0,+00[ is a continuous function, we can find (resp.
Lipschitz) cone structures C' < C < C" with 61 (C,,Cl) < e(x), 697 (C,,C!) <
e(z) for any v € M.

Proof. As in Theorem 2.15, it is enough to show the existence of a cone structure
C’ with the properties asserted in the statement, C” is in fact obtained from this
by duality (more on this below).

The subset

O = {(6,2) € [0, +00[x M | § < I,(C)(x), 697 (C:°,C,) < e(x)}

is open in [0, +oo[x M, by item (iii) and (iv) of Proposition 2.26. It obviously
contains {0} x M, we can therefore find an open cover (U;);e; of M and a family
(0;)ier of (strictly) positive numbers such that {0} x M C U;[0,0;[xU; C O.
We take (0;);cr a C* partition of unity on M subordinated to the open cover
(Uy)ier- The function 6 defined by

0(z) = 0;(x)d;,
iel
is C*, and > 0. Moreover, we have (0(z),z) € O, for every z € M. It follows
from Proposition 2.26, that we can take C' = C~°.

To prove the existence of C” we argue by duality. We could just take a dual
cone structure C” < C* with 697 (C”,C*) < (z), and take C" as the (pre-)dual of
C”. Note that instead of C*, we could use the (essentially same) cone structure
C* on M given by

Ct = {w e T,M | g.(w,v) <0,Yv € C,}.

This cone structure is simply C* using the identification of T'M with T*M given
by the Riemannian metric g ]

We get as a consequence:

Corollary 2.29. Given two continuous cone structures C, C" on M with C" = C,
there exists a continuous cone structure C' satisfying C" > C' = C. Moreover if
either C or C" is a Lipschitz cone structure, we could choose C' also Lipschitz.
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Proof. Keeping the notation of the proof previous proposition, we consider subset

O ={(6,x) € [0, +oo[xM | § < I,(C)(x),C! < C.;°}.

By the last part of Proposition 2.26, this set is open in [0, +00[x M. Moreover,
it contains {0} x M since C” < C. Arguing as in the proof of the previous
proposition, we can find a C* function 6 : M —]0,4o00[ such that (z,0(z)) €
ONQO'. We can then take C' = C~°.

Note that when C is Lipschitz, this gives a Lipschitz C’. If it is rather C” that
it is Lipschitz, we could use duality to exchange the role of C and C”. O]

2.5 Adapted Cover and Metric

It will simplify a lot the proofs if we can impose some technical conditions on
Riemannian balls of a fixed radius.

We can always find a countable atlas of C* charts ¢, : U, — R",n € N such
that for each n

(i) The set U, is open and relatively compact in M;
(ii) the map ¢, : U, — RY is a C* diffeomorphism;
(iii) the family ¢ (B),n € N covers M:;
(iv) the family (U, )nen is a locally finite open covering of M.

It follows from the previous items that the set {m € N | U,, N U,, # (0} is finite
for each n € N. We set K,, = ¢, '(B) and K/ = ¢, !(2B). Therefore we get

Unen Kn = M,
K,C K, C K, C Uy,
on(K) is convex.

In the sequel of the paper, we will assume that the cover above has been
chosen once and for all.

As we said before, we assume that M is endowed with a Riemannian metric
g. The next result tells us that g can be modified, by multiplying it by a suitable
smooth function, in order to obtain a complete Riemannian metric enjoying some
additional properties.

Lemma 2.30. We can find a positive C* function B : M —|0,+o0[ such that
the Riemannian metric § := [3%g satisfies

B;(2,3)={y € M | &(x,y) <3} C K/, foreveryn €N, everyx € K,, .
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Proof. We set
o, = min{dy(z,y) |z € K,,, y € 0K}, }.

By compactness §,, > 0. We claim that g will satisfy the required property
whenever [ : M —]0, +oo] verifies

inf 3 > (19)

4
o
In fact, the distance §,, is nothing but the infimum of the lengths ¢,(v) all curves
v [a,b] = K, with y(a) € K,,v(b) € 0K, and for such a curve v we have by
(19)

l3(y) > <infﬁ> ly(y) > 5—5n =4.

K5

It follows that any point y in M at a distance strictly less than 4 for g from a
point in K, is necessarily in K.

It remains to construct § such that infg, 8 > 40, 1 for all n € N. Notice that
{m e N | U,, N U, # 0} is finite, therefore we can set

4
/\n:max{é—lmGN,UmﬂUn%@} < +o00.

m

We fix a C* partition of unity (6, ),en subordinated to the open cover (U, ),en,

and we define
B(x) = Abn(x).

neN
We have infy, 8 > 46, . In fact, if z € U,, and 0,,(z) > 0, we get x € U, N U,.
This implies \,, > 40,1, and therefore 8(z) > 46, !. O

From now on we will assume that we have replaced g by the Riemannian
metric g. Therefore changing the name of g back to g we will assume

By(z,3) C K], for every z € K,,.

Note that the Riemannian metric g is necessarily complete since the closed balls
By(z,3) are compact for any x € M.

3 Intrinsic semi-distances and Aubry sets: Proof
of Theorem 1.1

We will assume that C is a (continuous) cone structure on M, which is endowed
with the Riemannian metric g. We will also suppose that we have chosen a
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continuous function a : M —]0,400[. We define the intrinsic length of () of
the Lipschitz curve v : [a,b] — M by

0= [ o - / 9 o (10).Cyo) . (20)

The above quantity is nonnegative and invariant under orientation-preserving
reparametrization of v. Using intrinsic length of curves, we can introduce the
intrinsic semi-distance SC , on M, namely we set for z,y in M

SS (2, y) = inf ol . (7), (21)

where the infimum is taken on all Lipschitz curves v joining x to y. It is also clear
that if C' is another cone structure on M with C < €’ then S$, <SS . We now
check that SS , is indeed a (not necessarily symmetric) nonnegative semi-distance.

Proposition 3.1. The nonnegative function S satisfies

Sg’g(a x) =0,
SS o (w,2) < SE (x,y) + S5 4y, 2).
Moreover, the function SC 15 locally Lipschitz on M x M.

g

Proof. The fact that SC (:c z) = 0 follows from the homogeneity in v of dg(x,v)
which implies that O'g (7) = 0 for a constant curve . The triangle inequality
C C . . .
SS (@, 2) <SS (2, y)+SS ,(y, z) is a routine argument of concatenation of curves.
Since by the triangle inequality

C o) C C / C /
Sa,g($7y)_sa,g(x7y) SS&,Q('T?'I)_{-S (yvy)7
it suffices to prove, to get the Lipschitz regularity of S¢ o that for each zoy € M,
there is a neighborhood V' of z( a finite constant C' > 0 such that
SS (@ x) < Cd(x,a’)  forall m,a’ €V,

Since this is a local problem we can assume M to be an open set in the Euclidean
space RV, and 2y = 0. We pick » > 0 such that V. c rB ¢ M c RY. By
compactness

C' = sup{a(z) dl(z,v) | z € rB, |Jv| = 1} < +o0.
By homogeneity
a(z) di(z,v) < C'|v| for any z € rB, v € RY.

Obviously, if z,2" € B we consider the Euclidean segment {(t) = (1 —t)a' + tu,
which satisfies £(t) € rB, and &(t) = z — 2/, for any t € [0, 1], to get

C C
Sa,g(xla'r> < O-a,g(f) < K,|Jf - ZL'/|.

This finishes the proof since dY and the Euclidean distance are Lipschitz equivalent
on rB. O

30



We recall that any locally Lipschitz function on M is differentiable for almost
every (a.e. for short) z € M, ie. up to a subset of vanishing Riemannian
measure. The intrinsic semi-distance is related to the dual cone structure C* by
the following proposition.

Proposition 3.2. Given y € M, the locally Lipschitz functions u, = Sg’g(y, ),
and vy, = S (-,y) satisfy Duy(x) € C;,—Duvy(z) € C;,|Duy(x)|, < a(x), an
|Duy ()]s < a(z) for a.e. x € M.

Proof. The proof is taken from [7] with minor adjustments. We will do the proof
for u,. Consider a differentiability point x € M of w,, it suffices to prove that

Duy(z) € C; and |Duy(z)|, < a(x).

Again this is a local result, therefore we can assume that M is an open subset of
RY. For v € R", and £ > 0 small enough, the path v(t) = x + tev,t € [0, 1], is
included in M, therefore
uy (@ + ev) — u,(2) =55 ,(y, 2 + €v) — S¢ ,(y. )
< Sig(x, T+ €v)

1
<ol ,(v) = /o a(z + tev)dd(z + tev,ev) dt
1
= 5/ a(z + tev)dd(z + tev,v) dt.
0

Therefore dividing by € > 0 and letting ¢ — 0, we get
Duy(x)[v] < a(z)di(z,v).

Since df(z,v) = d%(v,C;) < |v|,, we obtain | Du,(z)], < a(z). Moreover d2(z,v) <
0 for v € C,. Hence Du,(z)[v] < 0 for v € C,, which means Du,(x) € C; O

The proof of Theorem 1.1 is based on the notion of Aubry set that we now
introduce. Given a positive smooth function o on M, we define Agyg as the set of
points x of M such that there is a sequence of closed curves 7, based at x with

i%fgg(%) >0 and iI}Lf agyg(%) = 0.

The main point will be to show that a can be chosen in such a way that the
corresponding Aubry set is empty.

The connection of this issue with the global time function we are looking for,
is given by the following theorem which is a direct consequence of what is proved
in [7], see in particular Theorem 6.2 there, and go back to the Introduction for
more explanation.
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Theorem 3.3. If Agg is empty then there exists a C* function f: M — R such
that —Df(z) € C*, and |Df(x)|, < a(x) for every x € M.

In other terms, f is the sought global time function.

We refer to the Introduction for the definitions of causal and stably causal
cone structure. Let C be a stably causal cone structure on M, we fix C' a causal
cone structure with ¢’ = C.

In the sequel we will assume that (U,, ¢,), K,, K/, are the ones obtained at
the beginning of section 2.5. We will further assume that the Riemannian metric
g on M satisfies

By(z,3) C K], foralln >0,z € K,,
as this was shown to be possible in Lemma 2.30.

The next result, which essentially exploits Proposition 2.24, ensures that, for
a suitable choice of «, if the intrinsic length fvadg of a non-constant curve
v @ [a,b] = M is small compared to its Riemannian length, then we can find a
C'-future directed curve & : [a,b] — M with £(a) = ~v(a), and £(b) = v(b). In
view of the causality assumption on C’, this implies that v cannot be a closed
curve. Looking at the very definition of Aubry set above, we can, in turn, deduce
that .Ag,g = ) and conclude the proof of Theorem 1.1 using Theorem 3.3. It is
then left to show:

Theorem 3.4. We can find a C* positive function o : M —]0, +oo[ such that if
v : la,b] = M is a curve with

. 1
o0 = [ad <min{t .5}

then there exists a C'—future directed piecewise C* curve 7 : [a,b] — M with
Y(a) = ~(a) and 7(b) = ~y(b). Moreover, at each t € |a,b], both left and right
derivatives (1), 7+ (t) are contained in CL .

Proof. Note that the curve v cannot be constant, since it would have length 0, and
this would contradict of /() > 0. To avoid heavy notations, we identify K7, for
any n, to a convex compact subset of RY through the diffeomorphism ¢,,. Using
the function d¢ obtained from the Euclidean distance in (14), by Proposition 2.24
we can find suitable positive constants p,, 5, such that for any Lipschitz curve
¢ : la,b] = K/ which satisfies

/5 de < min{n, 3.4(6)}, (22)

where ((§) is the Euclidean length of £, there exists a piecewise linear C'—future
directed curve € contained in K7, joining &(a) to £(b). Notice that such a piecewise
linear curve satisfies automatically the last part of the statement of the theorem
concerning the right and left derivative.
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By compactness of K/ we can find a positive number a,, such that

1
—v] < |v|e € anlv| forallz € K/, veRY, (23)
a

n

Since de(z,-) and d3(x, -) are distance functions to the same C,, this implies that

1
—de(z,v) < d%(z,v) < apde(z,v) forallx € K, veRY, (24)

n

It also implies that for any curve £ with support contained in K/, we have

L ue) < 1,0 < ant(6), (25)

Qn

where £,(£) is the Riemannian length of £.
We claim that for any Lipschitz curve ¢ : [a,b] — K], which satisfies

) 1. 1+
[ <min{ e | 26)
¢ a,  a?
there exists a piecewise linear C'future directed curve §~ , with support contained
in K], joining &(a) to £(b). This is true simply because (26) implies (22), as we
now show in the following computation which exploits (24), (25)

) 1 . 1 =«
[ = an/gdz<anmm{a—npn,a—%6neg<£>}

< a,min {ai Prs i Sn£(§)} = min{py, Sng(f)}

n n

We set p, = 5—”, 5, = g—g, and we choose a C*™ function « : M —]0, +oo[ with

a > max {(%, pl} on K, for each n € N. Such a function can be constructed

arguing as in Lemma 2.30.

The rest of the proof goes along the same lines as that of Proposition 2.24, so
we just give the main points of it. We assume v(a) € K,,, if v([a,b]) is entirely
contained in B,y(y(a),1) C K, then

1
&< [ad<um.

Y

ni ¥
2 1
—/dg < /adgg—,
Pny Jy ¥ 2

1 1 -
d¢ <min<{ —pn,, —0n, ¢ .
La g_mm{amp1 ail 1}
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and the curve 7 exists by what we saw above. If instead the curve goes out from
By(v(a), 1) then its first exit time from this set, say ¢1, satisfies dy(y(a),v(t1)) =1
and we have

2 1 1
max{—, —}/ di < /adf’; <5 <dy(v(a),(t)) < ég(ﬂ[at ])’
P1 o1 'y‘[ . v 2 "

from which we deduce, from what was obtained before, that we can find a piece-
wise linear C'-future directed curve 4 : [a,t;] — K|, , with Y(a) = v(a) and
Y(t1) = v(t1).

Then, still following the argument of Proposition 2.24, we construct by in-
duction a finite sequence tq = a,ty,...,tx = b, and piecewise smooth C'—future
directed curves 7 : [t;,t;1] — K, , with (¢;) = 7(¢;) and ¥(tj41) = y(¢j41). In
the final step, like in the proof of Proposition 2.24, we argue on 7‘[tk_2 L since
the Riemannian length of 7|[tx_1, x| cannot be estimated from below. O

We deduce from Theorem 1.1 a corollary which will be used in the proof of
Theorems 1.2 and 1.3.

Corollary 3.5. Let C be a stably causal cone structure. For any compact subset
K C M there are two positive constants px, li such that if C' is any cone structure
on M satisfying max,cx 097 (C,,C.) < px then any C'—causal curve contained in
K has Riemannian length bounded from above by ly.

Proof. By Theorem 1.1 there is C* global time function f for C. Therefore, we
can find € > 0 such that

Df(z)[v] > 6 for any x € K, and any v € C, with |v|, = 1.

We define m = maxy f — ming f < 400, and A = sup,cx|Df(x)], < +o0. We
choose dx > 0 such that n = — 2Apx > 0. Assume that max,cx 697 (C,,C.) <
pr . For z € K, and v' € C., N 0B,, by Lemma 2.11, applied to the Euclidean
space (T, M, ||||.., we can find v € C, N OB, such that

[v" — vll. <2097 (C,, Ch) < 2pk.
It follows that
Df(z)(v') > Df(x)(v) — [Df(x)|2llv" — vl
>0 —2Apg
=n>0.

In particular, if v : [0,¢] — K is a C’-causal curve parametrized by arc-length, we
have

Df(y(t))(¥(t)) > n, for almost every t € [0, £].
Integrating on [0, ¢] yields f(v(¢)) — f(~(0)) > nf. Since v(¢),v(0) € K. This
implies n¢ < m = maxy f —ming f. Therefore if we choose [ = m/n, we indeed
have £,(y) = < k. O
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4 Proof of Theorem 1.2

We recall from the introduction that a cone structure C defined in M is called
globally hyperbolic if it is stably causal and all C—causal curves connecting two
given points have support contained in a compact (possibly empty) subset of M.
We start with some lemmas.
The first one is a particular version of a quite well-known semi-continuity of
action for convex functional. For the convenience of the reader we give a more
elementary proof of the particular version we need using only Jensen’s inequality.

Lemma 4.1. Let K, C, C" be a compact subset of M and continuous cone struc-
tures, respectively, satisfying

mz}gdf(cx,c;‘) — 0, as n — +oo. (27)
re

If v, ¢ [a,b] — K is a sequence of equi-Lipschitz C"—causal curves uniformly
converging in [a,b] to some curve 7y, then ~y is C—causal.

Proof. Since the C—causality is a local property, we can assume K to be a compact
subset of RY, and 6 is the Hausdorff distance on cones obtained from the usual
Euclidean norm. Since the sequence 7, is equi-Lipschitz, we can find a constant
L < 400 such that

n(t)] < L (28)

for any n, and any ¢ € [a, b] for which 4,,(t) exists.
The Lipschitz path ~ is differentiable almost everywhere. We will prove that
at a point ty €]a, b], at which the derivative ¥(ty) exists we have ¥(ty) € Cyqy)-
For this we fix € > 0. By continuity of v and the cone structure C we can find
0 > 0 such that

6H(C7(t), Cytte)) < €, for every t € [tg — 0,to + 0]
Since max e 67 (C,, C?) — 0, as n — 400, we can find n, such that

max §7(C,,C") < ¢, forall n > n,.
xre

By the continuity of x — C, and the fact the 7, converges uniformly to 7, taking
n. larger if necessary we can also assume that

6"(C.pt), Cory) < €, for every n > n,, and every t € [a, b].
It follows that
5H(ny‘n(t), Cyto)) < 3e€, for every n > n,, and every t € [ty — d,ty + 6.
Since by (28), we have |¥,(t)| < L, using Proposition 2.13 we get

|[d(Fn(s), C () = A0 (5), Cya))| < 3Le
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for every n > n., and every s € [ty — d,tg + 0] ant which 4, (s) exists. Since
Yn(t) € C 4y, for almost every ¢ € [a, b], we obtain

d(7n(s)ucv(to)) < 3Le,

for every n > n., and almost every s € [ty — 0,y + d]. Using that v — d(v,Cyq))
is convex, we obtain from Jensen’s inequality that

t .
! (ft ’Yn(S) dsvcv(to ) L n t0)> & < 3Le,
t t’ — t

t—

for every n > ne, and every t,t' € [to— 0,19+ 6], with ¢t < '. Since 7, is Lipschitz,
we know that ft An(8) ds = v (t') — v (t). Tt follows that

d <M)CWO)) < 3Le,

t—1

for every n > n., and every t,t' € [to — d,to + 6], with t < t’. We can now let

n — +o0o to obtain () (
t) — ~v(t
d (Vﬁ—_z)a%o)) < 3Le,

for every ¢, € [ty — 6, to + 4], with ¢ < ¢'. If we set t = to, and let ¢’ — y, we
obtain
d(F(to), Cyty)) < 3Le.

Since € > 0 was arbitrary, and L is a constant that does not depend on ¢, we can
let € = 0 to obtain d(§(to),Cy,)) = 0, and therefore ¥(ty) € Cyqy)- O

Lemma 4.2. Let C be a stably causal cone structure. For any compact subset
K C M and € > 0 there is a positive constant p = pg . such that if v : [a,b] - K
is a C'—causal curve and max,e 07 (C,,CL) < p then there exists a C—causal curve
¥t la,b] = K with maxj,p dg(v(t),5(t)) < €.

Proof. The argument is by contradiction. We assume the existence of a g > 0,
of a sequence C" of cone structures with

max si(C,,Cr) < for any n,
Te

SRS

and of a sequence 7, : [a,, b,] — K of C"—causal curves such that for any n, any
C—causal curve v : [a,, b,| = K

max dy(7n(t),7(t)) > €o. (29)

[an,bn]

We know from Lemma 3.5 that for n large enough, say n > ng, the length of the
C"—causal curves with support contained in K are equibounded from above by
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some constant [ix. We therefore have, up to an orientation preserving change of
parameters which does not affect the property of being a C"—causal curve, that all
such curves, for n > ng, are parametrized by a common interval [a,b] = [a,, b,]
and they are in addition equi-Lipschitz on it. Therefore, we can apply Ascoli’s
Theorem to the sequence ~,,n > ng, in order to obtain, up to a subsequence, a
uniform limit 4 in [a, b]. We derive from Lemma 4.1 that 4 is a C—causal curve,
which is in contradiction with (29). O

We now give a characterization of the global hyperbolicity.

Proposition 4.3. The global hyperbolicity property of C can be equivalently ex-
pressed by requiring that the union of the supports of all C—causal curves with
endpoints in a given compact subset of M is compact.

This result is well known in Lorentzian Geometry, see for instance [10], and
can be demonstrated along the same lines in our setting. We supply a proof for
reader’s convenience. Some definitions and two lemmata are preliminary. Given
r € M, we define

JF(z) = {y € M| there exists a C—causal curve joining = to y}
Jo(z) = {y € M| there exists a C—causal curve joining y to z}

Using these sets, the definition of global hyperbolicity of C can be expressed by
requiring that J3 (z) N J; (y) has compact closure for all pair of points x, y of
M. Proposition 4.3 then asserts that this is equivalent to J7 (K) N J; (K) being
compact for any compact subset K of M, where JJ (K) = UzexJ " () and J; (K)
is defined similarly.

Before proving Proposition 4.3, we establish two lemmas.

Lemma 4.4. Let C be a globally hyperbolic cone structure. For any y, z in M
the set J3 (y) N J; (2) is compact, possibly empty.

Proof. Let J3 (y) N J; (z) be non-empty, and take a sequence z,, belonging to it.
There consequently exist C—causal curves &, defined in [a,, b,] with &,(a,) = v,
&n(bn) = 2, &u(tn) = x, for some t,. By the hyperbolicity assumption all the &,
have support contained in some compact set K, therefore, thanks to Corollary
3.5, they have equibounded Riemannian length.

We can therefore assume, up to a change of parameter which does not affect
the property of being C—causal, that such curves are equi-Lipschitz and are defined
in a common interval [a,b]. By applying Ascoli Theorem we find that the &,
uniformly converge, up to a subsequence, in [a,b] to a curve £ which is still C—
causal by Lemma 4.1. Consequently the x, converge to some zy belonging to
the support of £, since {(a) = y and £(b) = z, we deduce that the limit point z
belongs to Ji (y) N J; (z). This ends the proof. O
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Lemma 4.5. Given xo € M, there are sequences z, and y, converging to xq such
that the sets J; (z,), J3 (yn) are both nonincreasing with respect to the inclusion

as n goes to +0o, and xo € J3 (y,) N J; (2,) for n large enough.

Proof. The argument is local in z, so we can assume to be in RY. By continuity
of C, we can determine a convex neighborhood W of z; and an Euclidean unit
vector vy with
sup d* (v, C,) < 0. (30)
zeW
Therefore t — xq + tvy is a C—future directed curve for its part contained in W.
We set y, = 9 — 1/nvg and z, = zo + 1/nvy for n so large that y, and z,
are in W. By (30), up to further increasing n, the segments starting at(resp.
ending to) points suitably close to z and other Oendpoint at zy (resp. at y,) are

still C—future directed, which proves that xo € JJ (y,) N J; (2,), when n is large
enough. Finally, the claimed monotonicity of J; (2,), Jg (y,) is apparent. This
concludes the proof. O

Proof of Proposition 4.3. One implication is clear. It is therefore enough to show
that any globally hyperbolic cone structure possesses the property in the state-
ment.

We first deduce from Lemmas 4.4 and 4.5 that J7 (z) and J; (z) are closed

for any z. Let a point zg be the limit of a sequence x,, of J7 (), since 2y € J; (2)
for a suitable z, then x, € JF(x) N J; (z) when n is large enough. Taking into
account that J7 (z) N J; (z) is compact by Lemma 4.4, we infer that o € J7 (z),
as claimed. Same argument works for J; (z).

The second step is to show that JJ (K) and J; (K) are closed for any compact
subset K of M. We consider a point z in the closure of J7 (K). Bearing in mind
Lemma 4.5 and the fact that any neighborhood of z, intersects J7 (K), we can
find a sequence z, converging to z with J; (z,)NJ7 (K) # 0 and nonincreasing in
n with respect to the inclusion. This implies that J; (z,) N K are non-empty and,
clearly, nonincreasing with respect to the inclusion. By the first part of the proof
these sets are, in addition, compact and so possess a non-empty intersection.

If z € N,J; (2,) N K then 2, € JI(2) for any n and, taking into account that
J7(2) is closed and z € K, we find that zy € J7 () C JZ (K). Similarly we prove
the claim for J; (K).

We can determine, by Lemma 4.5, for any x € K two points y,, z, and
an open neighborhood V, of x with V,, C J; (2,) N JZ (y,). Since the V, make
up an open covering of K, we can extract a finite subcover, and consequently
determine two finite sets of points {y1,--- ,yn}, {21, -+, 2n}, for some h in N,
such that K C U, J& (y;), K C UM, J7 (2;), which implies JJ (K) C U, JZ (1),
Jo (K) C Uj_,J; (2) and

Je (K)NJg (K) CUi;(Je (25) N Jg (i)
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Hence J; (K)NJF (K) is contained in a compact subset of M by Lemma 4.4 and
so, being in addition closed by the previous step, it is in the end compact. O

We come to the proof of Theorem 1.2.

We exploit Proposition 4.3 and define inductively an increasing sequence of
compact domains M, C M with UM, = M, by taking M; arbitrarily. We
construct M,,n > 1 by induction. Suppose M,,_; has been constructed, by
Proposition 4.3, we can find a compact subset K,,, such that any C—causal curve
with endpoints in the compact subset Vi (M, 1) = {z € M | dy(x, M,,_1) < 1} is

entirely contained in K, we then set M, = Vi(K,) ={z € M | dy(x, K,) < 1}.
We denote by N,, the compact subset

N, = M, forn =1 or 2,
N, = Mn\]\o/[n,g for n > 2.

It is clear that the N,, are compact and constitute a locally finite covering of M.
By Lemmas 3.5 and 4.2 we can determine, for any n, positive constants [,,, p,,, with
pn decreasing, such that if a cone structure C’ satisfies sup,cy, 07 (Cy, Cl) < py
then:

(i) any C'—causal curve with support contained in N, has length estimated
from above by [,,;

(ii) for any C'—causal curve 7 : [a,b] — N,, there is a C—causal curve ¥ : [a, b] —
N, with supy, dy(y(1),4(t)) < L.

We can construct through Urysohn’s Lemma a continuous function p : M — R*
satisfying

< p,,.
max p(z) < pn (31)

We claim that any cone structure C’ satisfying
C'~=C and 6%(C,,C.) < p(z) forany x (32)

is globally hyperbolic. We know from Theorem 2.28 that the family of cone
structures satisfying both these properties is non-empty.

We proceed to prove that, for any n, any C’ satisfying (32), a C'—causal curve
joining two points of M, is contained in M, . In fact, if this is not the case, we
find an 7 and one of such curves + joining two points of M with

no :=max{n |y C M,} >7n+2,

so that there is a portion of ~, say vy, defined on the [a,b], contained in N,,, =
M, \ M,,—2 with non-empty intersection with M, \ M,,_1, and with its endpoints
Yo(a),Y0(b) in OMp, .
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Since
nax p(x) < png
we find a C—causal curve 4 : [a,b] — Ny, with sup,¢(, 5 dg(70(t), 7(t)) < 1. There-
fore the endpoints of 4 are in Vi(M,,_2) = {z € M | d,(z, M,,_2) < 1}, since
vo(a) and 7o(b) belong to OM,,,_o. Therefore by the choice of K,,,_1, the curve 7 is
contained in K,,_1, and v, is contained in V;(K,,_1) = {x € M | dy(z, Kpy—1) <
1} = M,,—1. This is impossible since 7o has a point in M, \ M,,_1.

We now claim that if C’ satisfies (32) then any C’'—causal curve with support
contained in a compact subset of M has finite length. This implies that any such
cone structures are causal and consequently stably causal since for any C’ it is
possible to find C” still satisfying (32) and with C” > C'.

To prove the claim it suffices to show that for any n, any C'-causal curve ~
contained in M,, there exists a positive constant {;, with ,(y) < {;,. The argument
is by induction on n. The property is true for M; with I} = ;. Let ~, defined in
la,b], be a C'—causal curve contained in M, if v is contained in N,, then £,(~) <,
by (31). Otherwise there are points of v in M, _,, and we set

!/

a' = min{s € [a,b] : y(s) € ]\/an_z}
V' = max{s € [a,b] : v(s) € M,_5}

Since 7|[a’a,] and 7{[17, if not reduced to a point, are both contained in N, their

’b],
length is estimated from above by [,,, thanks to (31). The C'—causal curve ~

B [a’ V']
connects two points of M,,_5 and so it is contained in M, _; by what we proved
above, and, by inductive assumption, we know that ¢,(vy <l ;. We get in

[a’ab’])
any case the estimate

69(7) <2+ l;fl = l;’u

which concludes the proof of the claim and of the theorem.

5 Proof of Theorem 1.3

Throughout the section we still denote by g and a the Riemannian metric and
the C* positive function introduced in Section 3, respectively. We indicate by C’
a globally hyperbolic cone structure with C’ > C. The existence of such an object
is guaranteed by Theorem 1.2. Theorem 3.4 holds true and, in particular, Ag,g
is empty. We will use a result following from [6, Theorem 8.5] or the proof of |7,
Theorem 6.6]. For a cone structure, we can introduce, in the same way as we did
for C, the function d? : T*M — R defined by

d%* (x, p) = 2d9(p,C2) — d9(v, DCY).
= sup{p(v) | v € Cy, 0], = 1}.
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This function is locally Lipschitz and convex in p. Moreover, for any (z,p) €
T*M, we have p € C* if and only if d% (z,p) < 0.

Theorem 5.1. Consider a cone structure C on the manifold M. Assume A, to
be empty. Suppose that € : M —]0,400] is a continuous function If h : M — R
a locally Lipschitz function with di?(x, Dh(z)) < —e(x) for a.e. = € M, we can
construct a C function h with di?(z, Dh(z) < —e(2)/2 for all z € M and, in
addition, satisfying sup,y, |h(z) — h(z)] < 1.

Proof. We introduce the Hamiltonian H : T*M — R defined by

dz%*g(l'a p)

e(x)

It is not difficult to see that H is continuous and convex in p. Moreover, we
have H(z, Dh(z)) < —1, for a.e. @ € M. Therefore by [6, Theorem 8.5] or the

proof of [7, Theorem 6.6], we can find a C* function i : M — R such that
H(xz,Dh(z)) < —1/2, and |h(z) — h(z)| < 1, for every x € M. O

H(z,p) =

We will say that a C—causal curve 7 defined in some interval |a,b| is inezx-
tendible if both lim,_,, y(t), lim;_, () do not exist. The first step is a character-
ization of inextendible C—causal curves exploiting that C is stably causal.

Lemma 5.2. A C-causal curve v defined on some interval |a,b| is inextendible
if and only if it does not admit any limit point for t — a and t — b.

In particular, since we are assuming that the Riemannian metric on M is
complete, if the C-causal curve v : I — M 1is inextendible and parametrized by
arc-length, then I =] — oo, +00|.

Proof. Let v be C—causal and inextendible. If the statement is false for t — b,
there are, by the very definition of inextendible curve, two distinct limit points
x and y, and one can select times t; < ty < t3 in such a way that v(¢;), v(¢3)
are arbitrarily close to  and 7(t2) is arbitrarily close y. We can form a closed
loop ¢ based at x by juxtaposition of the Riemannian geodesic between x and
v(t1), 7|[t1’t3], and the Riemannian geodesic between ~(t3) and xz. Without loss
of generality, we can assume that the points v(¢1) and y(¢3) are contained in the
compact Riemannian B(z,1). It follows that we can find a constant K such that

g
adp.

[t1:t3]

/a%gK%@mm»+%@m%m+/
¢ |

Since 7‘[“ ts] is causal, the last term in the right hand side above is 0, and

/5 ad’, < Kldy(x,7()) + d(x, 7(t)].
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Therefore by choosing appropriately, we can assume f e d} as small as we want.

On the other hand ¢,(§) > 2d,(z,v(t3)). Since (t3) is as close as we want to y,
we can assume that £,(§) > d,(z,y). It follows that we can arrange £ to satisfy

g - 1
/Eozdc < min {Eg(ﬁ), 5} .

This entails, in view of Theorem 3.4, that there exists a C'—future directed cycle
based at x, which is impossible since C’ is causal.
The converse implication of the statement is immediate.
m

We break the body of the proof of Theorem 1.3 in two lemmas and a final
part. We use Proposition 4.3 applied to C’ in the following construction of an
increasing sequence of compact domains W,,.

The compact domains W,, C M, with U;W; = M, are defined taking W,
arbitrarily but non-empty, and choosing, for n > 1, W,, = Vi(K,,) = {z € M |
dy(z, K,) < 1}, where K,, is a compact subset containing Vi(W,,_;) = {z € M |
dg(z,W,_1) < 1}, and such that any C’-causal curve connecting two points of
W,—_1 is contained in K.

We will essentially use that C' = C is globally hyperbolic to show that the W,
enjoy the crucial property given in the following:

Lemma 5.3. Let yi, ys be in W, _1, for some n > 2, and take x ¢ W,, , then

max{SS (v, ), S (z,y2)} > 1/2

Proof. We assume by contradiction

Sea(y1,2), Sgglz.y2) <1/2, (33)
by the very definition of W,, we have
dg(yl,l‘) ) dg(x7y2) > 1. (34)

The inequalities (33), (34) imply, by Theorem 3.4, that there are C'—future di-
rected curves from y; to x and from x to ys, so that there exists a C’—causal curve
connecting 1y, to ys and passing through x. From this we, in turn, derive that
x € W, in contradiction with the assumption. O]

We now consider a smooth function ¢ : M — R satisfying
Y >2a on Wy
v >2na on W, \ W,_y, forn > 2.

We define SS , through formula (21) with ¢ in place of a. Note that, since
Y > aon M, the Aubry set AC is empty, being A = () in force of Theorem
3.4. We deduce from the very deﬁnltlon of 1) and Lemma 5.3
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Lemma 5.4. Let v :] — 0o, +00| be a C—causal inextendible curve parametrized
by the Riemannian arc—length, then

lim S§ (v(t),z) = lim SS (z,7(t)) = +o0 (35)

t—+00 t——00
for any fixed x € M.

Proof. Tt suffices to show (35) for z = 7(0), in fact by the triangle inequality

S%.o(v(t), ) < S5 (v(8),7(0)) + S5, (7(0), ),

for any ¢, and a similar inequality applies to 557 (@, 7(1)).

We select an n so large that y(0) € W,_y. By Lemma 5.2, v(t) € W,,
whenever [t| is sufficiently large. Given a ¢ty > 0 enjoying such a property, we
claim that

To prove it, we fix ¢ > 0, and select an e-optimal curve ¢ : [a,b] — M for
S5.4(7(t0),7(0)). We set
t;1 = min{t € [a,b] | £(t) € W,,.1} and & = 5‘[”1}.

We derive from Lemma 5.3 and the fact that v is C—causal

% < max{Sg ,(7(0),7(to)) , S5,(7(t0). £(t1))} = S5 ,(v(t), (1)) (37)

€ and we deduce from

Since &, lies outside W,_;, we have f& Yol > 2n f& ao§,

this inequality, the e—optimality of £ and (37)

1 1
5 = Sg,g(’Y(t())vé(tl))S/;1060'5§ﬁ &Q/,Ug
1 1
< 5y )00 < 55 (55,0000 0(0) ).

which gives (36), since € has been arbitrarily chosen. This, in turn, implies

. C .
tlg—noo Sw,g(rY(t% SL’) = +00.
The same argument applies, with obvious adaptation, to prove the limit relation
for t going to —oo.
O]

We come to the final part of the proof of Theorem 1.3. To simplify notation,
we fix some x(, and we introduce the locally Lipschitz function f; : M — R
defined by

filx) = Si,g(x’ xo) — Sivg(xo,x).
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By Proposition 3.2, we have —DSS (z,x0) € Ci, DSS  (x0,2) € C; for ae. x.
It follows that —D fi(z) € C; for a.e. x € M. Moreover for any C-causal curve
v: 1 — M, the t — fi(7(t)) is non-decreasing, since this is the case for both
Sg’g(y(t), xp) and —Si,g(iﬂoﬁ(t))« It therefore follows from Lemma 5.4, that for
any inextendible C-causal curve v :] — 0o, +00[— M, we have

Jimfi(3(1) = oo andlim_fi(5(5)) = —oc.

We now pick a C'*™ global time function f, for C provided by Theorem 1.1 in
correspondence to . We set

f(z) = folz) + fi(x),

Because t — fo(7(t)) is also non-decreasing along a C-causal curve 7, we obtain
that

lim_7(5(t)) = +00 and_lim_f(1(1)) = —oc. (38)

t—+o00
for any inextendible C-causal curve 7y :] — 0o, +oo[— M. We have that —D fy(z) €
C: for any x € and —Dfy(z) € C, or a.e. © € M . Since (z,p) — d%(x,p) is
convex and positively homogeneous in p, it is subadditive in p. We therefore get
for a.e. x € M

A% (x, —Df(x)) < d% (v,—Dfo(x)) + d% (z,—Dfi(x))
< d%¥ (z, =D fo(z)).

Note that since fy is C' and —Dfo(z) € C: for every x € M, the function
e(r) = —d% (x, — D fo(z)) is continuous and (strictly) positive everywhere on M.
Starting from h = — f, Theorem 5.1 finally allows us to find a smooth Cauchy
time function going from —oo to +00 on any inextendible C—causal curve, as
claimed.
The proof of Theorem 1.3 is therefore concluded.
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