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Abstract: Hybrid systems are used to model embedded computing systems interacting with their
physical environment. There is a conceptual mismatch between high-level hybrid system languages
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continuous execution steps is specified using the concept of zero-crossings, whereas hybrid au-
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Des langage flot de données hybrides vers les

automates hybrides : une traduction complète

Résumé : Des système hybrides sont utilisés pour la modélisation des systèmes
embarqués, qui interagissent avec leur environnement physique. Il y a une diver-
gence de conception entre les langages de haut niveau utilisés pour la simulation
et les automates hybrides appropriés à la vérification des propriété des sûreté.
Au fait dans les langage des simulation l´interaction entre des pas d´éxécution
discrets et continus est spécifiée par des zero-crossings, tandis que les auto-
mates hybrides exploitent la notion des staying conditions. Nous décrivons une
traduction d´un langage hybride flot de données vers des automates hybrides
logico-numériques qui développe ce point soigneusement. On présente plusieurs
sémantiques des zero-crossings, on propose une traduction correcte et on discute
à quel degré la sémantique originale est maintenue.

Mots-clés : systèmes hybrides, vérification, langages flot de données, automates
hybrides, analyse statique.



From Hybrid Data-Flow Languages to Hybrid Automata 3

1 Introduction

The motivation of this paper is the verification of safety properties of hybrid
systems, like, for example, safety-critical controllers interacting with their phys-
ical environment as found in modern transport systems. The verification of such
properties amounts to checking whether the reachable state space stays within
the invariant specified by the property.

Specifying hybrid systems. Languages like Simulink1, Modelica2, and
Zelus [1] have been developed to support the modelling, implementation and
simulation of hybrid systems. They offer features like modularity, hierarchy and
a data-flow or equational syntax.

Simulink for example uses a data-flow-based description of the behavior of
continuous- and discrete-time variables; Stateflow adds the ability of automata-
based specifications of the discrete-time behavior. Zelus extends the synchronous,
data-flow programming language Lucid Synchrone [2] with differential equa-
tions. In these languages, discrete execution steps that interrupt the continuous-
time evolution are triggered by the activation of zero-crossings.3 Roughly speak-
ing, a zero-crossing is an event occurring during the integration of an ordinary
differential equation (ODE) ẋ(t) = f(x(t),u(t)), when some expression z(x(t))
changes sign from negative to positive. A zero-crossing may also be triggered
by a discrete execution step as in Simulink. All these data-flow languages are
primarily designed for simulation, hence their semantics is mostly deterministic.

On the other hand, the concept of hybrid automata [3–5] was developed for
the verification of hybrid systems. They are lower-level representations of hybrid
systems with a non-deterministic semantics by default, and in which continuous-
time evolution is governed by staying conditions, usually referred to as location
invariants.

Hence, there is a conceptual mismatch between high-level hybrid system lan-
guages and hybrid automata. The main differences between simulation and ver-
ification formalisms can be summarized as follows:
– equation-based versus automata-based
– continuous modes implicitly encoded in Boolean variables versus their explicit

encoding with locations
– discrete transitions triggered by zero-crossings versus combinations of staying

conditions and guards
– deterministic, open systems with inputs versus non-deterministic, closed sys-

tems.
Our primary goal is to formalize the translation from a hybrid data-flow

formalism to hybrid automata, and in particular to focus on the translation of
zero-crossings. However, a secondary aspect we have in mind is that we want
to address hybrid systems specified as the composition of a discrete controller

1 http://www.mathworks.com
2 http://www.modelica.org
3

Stateflow also allows to trigger discrete jumps by ordinary guards that are not
interpreted as zero-crossings.
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4 Schrammel & Jeannet

and its physical environment. This means that the discrete part of the system’s
state space might be complex, and defined by Boolean and numerical variables
(counters, thresholds, etc. manipulated by the controller). The consequence is
that we want to translate the data-flow input language to logico-numerical hybrid
automata, that can manipulate symbolically discrete variables, in addition to
continuous variables governed by differential equations. Such automata allow a
compact representation by not requiring the enumeration of the discrete state
space.

Verifying hybrid systems. There is a vast literature on hybrid system ver-
ification based on hybrid automata. Here, we cite only some selected methods,
that can be classified as follows:

Bounded-time analysis methods analyse systems up to some time horizon.
Systems with linear or non-linear dynamics require a time discretization: either
a so-called flow-pipe (a set of convex sets over-approximating the possible tra-
jectories) is constructed by set integration [6–8], or the discretized system is
saturated by constraint propagation techniques [9, 10].

Unbounded-time methods are more challenging, because unbounded time
raises a termination issue. [11] analyzes systems with piecewise constant dynam-
ics with convex polyhedra and solves the termination issue by the use of widening
[12]. [13] extends this approach, by considering the verification of hybrid systems
with a large discrete state space and by combining symbolically properties on
Boolean and numerical variables within the abstract interpretation framework.
Recently a method exploiting max-strategy iteration on template polyhedra was
proposed in [14].

Contributions. Our contributions can be summarized as follows:
1. We present the general principles behind the translation of a simple, yet

complete hybrid data-flow language that serves as a low-level formalism for
languages such as Simulink or Zelus, to logico-numerical hybrid automata,
i.e. an extension of classical hybrid automata by Boolean variables. This
extension prepares us w.r.t. the verification of programs with a large Boolean
state space.

2. We discuss the various zero-crossing semantics that appear in the source
simulation language. We propose sound translations to hybrid automata, and
we investigate the extent to which these translations preserve the original
semantics.

Related work. Recent articles that describe translations of hybrid system
languages, like Simulink/Stateflow, to hybrid automata only treat a subset
of the ways in which discrete transitions may be activated. A translation of a
subset of the Simulink/Stateflow language to hybrid automata is proposed
in [15] for the purpose of verification. They handle Stateflow diagrams of
which the translation is rather straightforward, but they do not handle proper
zero-crossings. Another translation of a subset of Simulink/Stateflow to hy-
brid automata with the goal of improving simulation coverage is presented in
[16], but they only consider deterministic models, and similarly they do not

Inria



From Hybrid Data-Flow Languages to Hybrid Automata 5

handle zero-crossings. The tool HyLink [17], which performs a translation of
Simulink/Stateflow models to hybrid automata, targets the applications of
verification and controller synthesis. It is restricted to more or less the same
subset as [15]. They introduce blocks for specifying non-deterministic inputs as
required by verification methods. A formal definition of the translation is ongoing
work. The translation of discrete-time Simulink models with periodic triggers
to Lustre is presented in [18]. The inverse of what we are doing, namely the
embedding of hybrid automata in a hybrid system language (here Scicos), is
the goal of [19].

Organisation of the article. §§2 and 3 introduce the hybrid data-flow for-
malism and logico-numerical hybrid automata respectively. §§4 to 7 describe our
contributions. After discussing the results in §8 we conclude in §9.

2 Hybrid Data-flow Model

Simulink and Zelus are full programming languages with constructs for mod-
ularity. In order to abstract from such constructs, we present here a lower-level
data-flow formalism that will serve as the generic input language for the trans-
lation.

As this formalism is dedicated not only to simulation, but also serves as a
specification language, we use the notion of inputs constrained by an assertion as
in Lustre [20]. This allows us to give a semantics to the components of a more
general system. Simulation can still be performed by connecting a component
with inputs to an input generator, see for instance [21] for the simulation of
discrete synchronous systems.

Notations. We will use the following notations:

s = (b,x) : state variable vector, with b discrete (Boolean and
numerical) and x continuous numerical subvectors,
e.g. ((b1, b2, n1), x1, x2, x3) ∈ (B2×Z)×R3

i : input variable vector, e.g. (β1, ξ1, ξ2) ∈ B×R2

e(s, i) : an arithmetic expression without test, e.g. n+2x+ξ
up(e(s, i)) : a zero-crossing, e.g. up(x+ξ−n)
ϕZ(s, i) : a logical combination of zero-crossings, e.g. up(z1) ∧ ¬up(z2) ∨

up(z3)
φ(b) : a Boolean expression over discrete state variables
Φ(s, i) : an arbitrary expression without zero-crossings

Program model. A hybrid data-flow program is defined by:






I(s)

A(s, i) ∧

{
ẋ = fc(s, i)

s′ = fd(s, i)

where the predicate I(s) defines the initial states, the predicate A(s, i) is the
global assertion constraining the inputs, the continous flow equations ẋ =

RR n° 7859



6 Schrammel & Jeannet

f
c(s, i) and the discrete transition functions s′ = f

d(s, i) are of the form:

ẋ =

{
· · ·

el(s, i) if φl(b)
· · ·

s′ =

{
· · ·

Φj(s, i) if ϕZ
j (s, i)

· · ·
We assume that the conditions φl define a partition of the discrete state space,
and that ∀s∃i : A(s, i) (i.e. the assertion does not constrain the state-space).

Although hybrid system languages often include explicit automata repre-
sentations, for uniformity of presentation we assume that they have first been
transformed into data-flow equations, see [22] for instance.

let node main xi eps = (n,x) where

assert 0<=xi and xi<=30 and

-0.1<=eps and eps<=0.1;

der x = if on then xi-x+22 else xi-x

init xi and

on = (xi<=19) ->

true every up(18-x+eps)

| false every up(x-20) and

n = 0 -> (last n)+1 every up(18-x+eps) and

stop = false -> true every up(n-10)

Fig. 1: Thermostat (Example 1): Zelus thermostat

I(on , stop, n, x) = ¬stop ∧ n=0 ∧ 0≤x≤30∧
(x≤19 ∧ on ∨ x>19 ∧ ¬on)

A((on , stop, n, x), (ξ, ǫ)) = 0≤ξ≤30 ∧ −0.1≤ǫ≤0.1

ẋ =

{

ξ − x+ 22 if on
ξ − x if ¬on

(on ′, stop ′, n′, x′) =







(ff, stop, n, x) if up(x− 20)
(tt, stop, n+ 1, x) if up(18− x+ ǫ)
(on, tt, n, x) if up(n− 10)

Fig. 2: Thermostat (Example 1): Intermediate data-flow model

Example 1. Fig. 1 shows a variant of the classical thermostat example. The in-
put xi represents the external temperature, the input eps models the inaccuracy
of the temperature sensor4, the continuous state variable x is the room temper-
ature, the discrete Boolean state variable on indicates the state of the heating
system, and the discrete integer state variable n counts the number of times the

4 We do not use eps in the expression up(x−20), in order to show an example of a
deterministic zero-crossing.

Inria



From Hybrid Data-Flow Languages to Hybrid Automata 7

globally: 0≤ξ≤30∧ −0.1≤ǫ≤0.1

¬on

ẋ=ξ−x

on

ẋ=ξ−x+22

¬stop ∧ n=0

19<x≤30 0≤x≤19

up(x−20)

up(18−x+ǫ) →
n′=n+1

up(n−10) → stop
′ = tt

Fig. 3: Thermostat (Example 1): Partitioned data-flow model

on ∧ x≤20

22−x≤ ẋ≤52−x

on ∧ x≥20

22−x≤ ẋ≤52−x

¬on ∧ x≥17.9

−x≤ ẋ≤30−x

¬on ∧ x≤18.1

−x≤ ẋ≤30−x

¬stop ∧ n=0
19<x≤30 0≤x≤19

tt

17.9≤x≤18.1 ∧ n′=n+1∧
q′=(n−10≤0)

stop
′=q ∧ (n−10≥0)∧

q′=(n−10≤0)

ttx=20

Fig. 4: Thermostat (Example 1): Resulting Hybrid Automaton, with q a state
Boolean variable introduced by the translation

temperature goes from below to above 18 degrees (modulo the uncertainty). At
last, the state variable stop becomes true when “n reaches 10 from below”.

Fig. 2 shows its translation to our intermediate formalism. Observe that this
translation factorizes the evolution of discrete variables according to the zero-
crossing conditions.

Semantics of zero-crossings. A zero-crossing is an expression of the form
up(z) that becomes true when the sign of z(s, i), an arithmetic expression with-
out tests, switches from negative to positive during an execution. Instead of just
a valuation of variables of the form (sk, ik) zero-crossings are interpreted on an
execution fragment of the form (sk−1, ik−1)→ (sk, ik), i.e. two consecutive con-
figurations of an execution trace. We will use the notation (sk−1, ik−1, sk, ik) for
short. Several interpretations are possible which are discussed in §4. For now,
we arbitrarily select the so-called “contact” semantics, formally defined as:

(sk−1, ik−1, sk, ik) |= up(z(s, i)) iff

{
z(sk−1, ik−1)<0
z(sk, ik)≥0

(1)

In other words, a zero-crossing up(z) is activated (and taken into account for
computing the next step k+1) if the expression z was strictly negative in the

RR n° 7859



8 Schrammel & Jeannet

previous step k−1 and evaluates to some positive value or zero in the current
step k.

A conjunction ϕZ(s, i) =
∧

p up(zp(s, i)) is activated if for all p, up(zp(s, i))
is activated in the same step.

Semantics. We define a trace semantics based on an ideal discretization of
the continuous equations, following [1]. This semantics uses the theory of non-
standard analysis [23] to model the way typical simulators proceed, relying on
a variable-step numerical integration solver (such as Sundials CVODE [24]).
Such solvers are given an initial state x0, an ODE ẋ(t) = f(x(t)), and a finite set
of zero-crossing expressions zj. Then they integrate the ODE until at least one
of the zero-crossings is activated. When this happens, the control is given back
to the main simulation loop, which executes one or several discrete execution
steps before continuing integration.

According to this approach, an execution of a hybrid data-flow program is a
trace (s0, i0)→ (s1, i1)→ (s2, i2)→ . . . such that I(s0), →=→c ∪ →d and

(sk, ik)→c (sk+1, ik+1)⇐⇒ A(sk, ik)∧

∃l, ∃∂>0 :

{
φl(bk) ∧ ∀j : ¬

(
(sk−1, ik−1, sk, ik) |= ϕZ

j (s, i)
)

(bk+1,xk+1) = (bk,xk+el(sk, ik)·∂)

(sk, ik)→d (sk+1, ik+1)⇐⇒ A(sk, ik)∧

∃j :







(sk−1, ik−1, sk, ik) |= ϕZ
j (s, i) ∧

∀j′<j : ¬
(
(sk−1, ik−1, sk, ik) |= ϕZ

j′ (s, i)
)

sk+1 = Φj(sk, ik)

where ∂ is an infinitesimal, i.e. ∂ = 1
N

where N is an infinite number from the
set of non-standard positive integers ⋆

N.

A transition →c corresponds to an infinitesimal continuous-time evolution,
which is possible only if no zero-crossing condition ϕZ

j has been activated in the
previous execution step. A transition →d corresponds to a discrete transition
triggered by the first enabled ϕZ

j .

We pinpoint some properties of this formalism:

(1) Discrete transitions are always guarded by zero-crossings, and continuous
modes are always defined by a Boolean expression over discrete variables, which
are piecewise constant in continuous time. This is to go sure that a mode change
(change of dynamics) can only happen on discrete transitions.

(2) Furthermore, discrete transitions are urgent, i.e. they must be taken at
the first point in time possible.

(3) In case of simultaneously occurring zero-crossings the ambiguity of the
semantics is resolved by the syntactic order of the zero-crossings in the program
source, which is a common approach.

(4) Zero-crossings may not only be triggered by continuous evolution, but
also by discrete transitions. This is the case in Example 1: if the zero-crossing
up(18−x+ ǫ) occurs when n = 9, n is first incremented to 10, activating the
zero-crossing up(n−10) which makes stop become true. This feature can cause
infinite sequences of discrete zero-crossings. Such a behaviour can be avoided by

Inria



From Hybrid Data-Flow Languages to Hybrid Automata 9

forbidding circular dependencies between states variables through zero-crossings
in the source program.

Partitioned representation. The hybrid data-flow model we have defined
does not have any concept of control structure. However, for pedagogical purpose,
one can partition the state space to generate an explicit automaton which may
be easier to understand, see Fig. 3. When doing this, partial evaluation may be
used to simplify expressions and removing infeasible transitions. This has been
done on Fig. 3. We refer for instance to [25] for a possible method to perform
such simplifications.

Standardization. As already mentioned the semantics of the hybrid data flow
model is based on non-standard analysis, which allows to give an unambiguous
meaning to hybrid systems even if they contain Zeno behavior for instance.

However, the semantics of the output formalism of our translation, i.e. hybrid
automata, relies on standard analysis. Hence non-standard behaviors need to
be mapped to standard behaviors. This is called standardization: since each
standard system has a non-standard representation, a non-standard system is
standardizable if it is a non-standard representation of a standard system.

In the following we give some intuitions about the relationships between
non-standard and standard analysis; we refer to [26, 27] for further details.

The set ⋆
N of non-standard positive integers is N augmented by infinitely

large integers. The set ⋆
R of non-standard reals contains R, but also (positive and

negative) infinitely large and infinitesimally small numbers, and non-standard
infinitesimals ∂ are the inverse of infinite numbers. For each real number x,
⋆
R contains non-standard real numbers that are only infinitesimally away from
x. The standardization operator for converting non-standard reals to standard
reals st : ⋆

R → R identifies these equivalence classes of non-standard reals:
∀x ∈ R : ∀∂ : st(x+∂) = x where ∂ is an infinitesimal ∈ ⋆

R.
W.r.t. continuous evolution, we have the following property: A non-standard

sequence consisting of infinitesimal continuous steps

(s0, i0)→ . . .→ (sn, in)

with n ∈ ⋆
N, x0 ∈ R

p, xn ∈ R
p, has the following standard meaning: assuming

that the input sequence i0 → . . .→ in forms a continuous function i : [0, δ]→ I,
the sequence s0 → . . .→ sn corresponds to a continuous function s : [0, δ]→ S

with

x(δ′) = x0 +

∫ δ′

0

eℓ((b0,x(t)), i(t))dt

for δ′ ∈ [0, δ], δ = st(n∂) ∈ R
≥0, and I and S denote the input and state space

respectively.
However, we can write programs that are not standardizable, i.e. non-standard

and standard meaning differ: For example the program fragment b′ = (x >
0) if up(x) with “crossing” semantics (see §4) gives us b′ = tt in the non-standard
interpretation, but b′ = ff in the standard interpretation.

Naturally, we can only correctly translate standardizable programs.

RR n° 7859



10 Schrammel & Jeannet

3 Logico-Numerical Hybrid Automata

Hybrid automata [3–5] are a well-established formalism for modelling hybrid
systems. Our definition is more general in the sense that we allow also Boolean
variables and tests in the expressions appearing in the automata. Fig. 4 depicts
an example of a hybrid automaton.

Definition 1. A logico-numerical hybrid automaton (HA) is a directed graph
defined by 〈L, F, J,Σ0〉 where
– L is the finite set of locations,
– F : L → V is a function that returns for each location the flow relation
V (s, ẋ) ∈ V relating the state variables s and the time-derivatives ẋ of the
numerical state variables, and

– J ⊆ L×R× L defines a finite set of arcs between locations with the discrete
transition relation R(s, s′) ∈ R over the state variables s.

– Σ0 : L→ S is a function that returns for each location the set of initial states
S0 ∈ S, which have to satisfy ∀ℓ : ∀s : Σ0(ℓ)(s)⇒ ∃ẋ : F (ℓ)(s, ẋ).

Further notations:
– Cℓ(s)=∃ẋ :V (s, ẋ) is the staying condition of the flow V =F (ℓ).
– Gℓ,ℓ′(s)=∃s

′ :R(s, s′) is the guard of the arc (ℓ, R, ℓ′) ∈ J .

Semantics. We use the following definitions: Let T[0,δ] be the set of differen-
tiable trajectories [0, δ]→ R

n. The function flowV returns the set of end states
of trajectories τ ∈ T starting in the given state and that obey the flow relation
V :

flowV (b,x) =







(b,x′)

∣
∣
∣
∣
∣
∣
∣
∣

∃δ>0, ∃τ ∈ T[0,δ] :
τ(0) = x ∧ τ(δ) = x′ ∧
∀δ′ ∈ [0, δ] : C(b, τ(δ′)) ∧
∀δ′ ∈ (0, δ) : V ((b, τ(δ′)), τ̇ (δ′))







We define the concrete semantics in terms of an execution of a hybrid au-
tomaton, which is a (possibly) infinite trace (ℓ0, s0)→ (ℓ1, s1)→ (ℓ2, s2)→ . . .

with →=→c ∪ →d and

(ℓ, s)→c (ℓ
′, s′)⇔ ℓ=ℓ′ ∧ V =F (ℓ) ∧ s′ ∈ flowV ({s})

(ℓ, s)→d (ℓ′, s′)⇔ ∃(ℓ, R, ℓ′) ∈ J : R(s, s′) ∧ Cℓ′(s
′)

If we eliminate all Boolean variables by enumerating their valuations and encod-
ing them with locations, the semantics above will be equivalent to the semantics
of standard hybrid automata that deal only with numerical variables.

The concrete semantics of hybrid automata exhibit three kinds of non-determinism:
– Non-determinism w.r.t. flow transitions, i.e. the choice between different con-

tinuous evolutions due to the differential inclusions defined by the vector field
V .

– Non-determinism w.r.t. flow and jump transitions: The choice between flow
and jump transitions due to an overlapping of staying condition and guards.

– Non-determinism w.r.t. jump transitions, which is the choice between several
jump transitions.

Inria



From Hybrid Data-Flow Languages to Hybrid Automata 11

4 Semantics of zero-crossings

The fundamental difference between the zero-crossing concept used in our input
language and the combination of staying and jump conditions in our output
language is that the activation of a zero-crossings depends on the history (i.e.
a part of the past trajectory) whereas the truth value of staying and jump
conditions depends only on the current state.

Continuous vs. discrete zero-crossings. As mentioned in §2, a zero-crossing
can be activated in two ways:
– It can be triggered by a continuous time evolution, as up(x−20) in Fig. 3; in

this case it is active during the second step of an execution fragment s
i
−→c

s′
i
′

−→d s′′;
– It can be triggered by a discrete transition, as up(n−10) in Fig. 3; in this case

it is active during the second step of an execution fragment s
i
−→d s′

i
′

−→d s′′;
Because a zero-crossing may depend on both discrete and continuous variables,
the same zero-crossing up(e) can be triggered in both ways in an execution.
We will use the terms continuous (resp. discrete) zero-crossing for indicating its
source of activation.

Three semantics for zero-crossings. We consider an execution fragment
ik−1

−−→sk−1
ik−→sk and we define zk = z(sk, ik). There are three natural choices for

the semantics of zero-crossings:

– “At-zero” semantics : zk−1≤0 ∧ zk≥0
– “Contact” semantics : zk−1<0 ∧ zk≥0
– “Crossing” semantics : zk−1≤0 ∧ zk>0

Figs. 6b, 7a and 7d illustrate the activation of continuous zero-crossings for some
typical trajectories according to each semantics.

The last two semantics are used in simulators. The zero-crossing semantics
of Simulink is the disjunction of these semantics. In Modelica it is up to the
programmer to choose between these two semantics.

We state the first option, because it fits better to the semantics of hybrid
automata (as it does not involve strict inequalities).

Chattering behaviour. An issue specific to the “crossing” semantics is that
it is possible to write programs that produce executions that contain periodic

y

x

−1

(a) Chattering trajectory

y

x

−1

(b) Equivalent sliding mode

Fig. 5: Sliding modes
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12 Schrammel & Jeannet

sequences of infinitesimal continuous evolutions with distinct dynamics. This
happens for example when a trajectory chatters along a surface with opposed
zero-crossings, like in the following example.

Example 2. (see Fig. 5)

I = (b ∧ x=−1 ∧ y=0) tt→







b′ =

{
ff if up(x)
tt if up(−x)

ẋ = 1

ẏ =

{
1 if b
−1 if ¬b

In some cases it is possible to standardize such systems by identifing the chatter-
ing behavior and replace it by a so-called sliding mode [28–30], i.e. a dynamics
that defines the corresponding trajectory “in” this surface. However, this is not
feasible in the general case (i.e. a specification which does not correspond nec-
essarily to a physical model). Thus, we will translate such programs into hybrid
automata that allow chattering in their concrete semantics.

Remark 1 (Zeno behavior). Zeno behavior denotes the occurence of an infinity
of discrete transitions in a finite interval of time. The time interval between two
successive discrete transitions shrinks towards zero when approaching the limit
point, i.e. the Zeno point, where time stops to advance.

Such behavior is an artifact that results from abstracting fast behavior in
e.g. physical systems by a discontinuous jumps. A typical example is for instance
a ball bouncing on a surface, where the rebound of the ball on the floor is
modelled by a discrete jump in velocity and a dissipation factor. The amplitude
of the rebound goes towards zero, so does the time interval between the discrete
jumps in velocity.

The programmer has to take care of such behavior and explicitly add a mode
switch to the supposed behavior after the Zeno point at some reasonable point in
time when approaching the Zeno point. This demands physical knowledge about
the system being modelled.

There is some literature about methods employed in simulators to deal with
such behavior and automatic continuations after the Zeno point [31, 32].

Similar remarks apply to trajectories that have accumulation points, such as
τ(t) = sin 1

t2
at t = 0.

§5 focuses on the translation of continuous zero-crossings, whereas §6 will
discuss the case of discrete zero-crossings, the translation of which is much less
dependent on the choice of one of the three zero-crossing semantics. However,
because of the limitations of the hybrid automata model, in all cases the trans-
lation will add behavior that is not present in the original program.

5 Translation of continuous zero-crossings

5.1 Simplest case: one zero-crossing, no inputs

We investigate here the translation of continuous zero-crossings of the form
up(z(x)): for the sake of simplicity, we assume that there are neither inputs
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φ1 φ2

s′=Φ(s) if up(z)

(a) Single zero-crossing

z

t
∂ ∂ ∂

(b) Exact “at-zero” semantics

z

t

(c) Induced semantics

φ1 ∧

z≥0
φ1 ∧

z≤0
φ2

tt

z=0 ∧

s′=Φ(s)

(d) Translation according to “at-zero” semantics

Notes: (1) The arrows pointing upwards indicate on the left-hand side the points
where zero-crossings are activated, and on the right-hand side the points
where the jump transition may be taken non-deterministically. The dotted
trajectories indicate that the preceding transition is urgent.

(2) When s does not appear in the jump condition of a HA, the equality s′=s

is implicit.
(3) The flow function ẋ = fc(s) in the first location in Fig. 6a, translates to

the flow relation V1(ẋ, s) = (φ1(b) ∧ ẋ=fc(s)), not shown in the figures.

Fig. 6: Zero-crossing semantics of the hybrid data-flow language and their trans-
lations. The diagram on the left-hand side shows typical trajectories in the orig-
inal semantics, the one on the right-hand side shows typical trajectories in the
semantics of the proposed translation to a hybrid automaton below.

i nor discrete variables b in z. We consider the simple case of an origin location
l1 with a single discrete transition s′=Φ(s) if up(z(x)) going from l1 to a loca-
tion l2, such that φ1(b)∧ (s

′=Φ(s))⇒ φ2(b
′), see Fig. 6a. As the satisfaction of

a zero-crossing depends on the history, the principle of the translation is to add
locations to record the history of the continuous evolution.

“At-zero” semantics. The translation of “at-zero” semantics (zk−1≤0∧zk≥0)
is depicted in Fig. 6d. The origin location is partitioned in two locations: there
is a discrete transition from left to right, but not from right to left to force
the urgency of the discrete transition when z=0 is reached from below 0. The
zero-crossing condition translates to z=0.

The rationale for the condition z=0 is based on the assumption of continuity
of the function z(t) = z(x(t)) and the urgency of the zero-crossing: z(tk−1) <
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14 Schrammel & Jeannet

z

t

(a) Exact “contact” semantics

z

t

(b) Induced “contact” semantics

φ1 ∧

z≥0
φ1 ∧

z≤0
φ1 ∧

z≤0
φ2

tt z<0

z=0 ∧

s′=Φ(s)

(c) Translation according to “contact” semantics

z

t
∂ ∂ ∂

(d) Exact “crossing” semantics

z

ǫ

t

(e) Induced “crossing” semantics

φ1 ∧

z≥0
φ1 ∧

z≤0
φ1 ∧

0≤z≤ǫ
φ2

tt tt

0≤z≤ǫ ∧

s′=Φ(s)

(f) Translation according to “crossing” semantics

Fig. 7: Zero-crossing semantics of the hybrid data-flow language and their trans-
lations (continuation, see Fig. 6 for explanations).

0 ∧ z(tk) ≥ 0 with tk−1 < tk implies that there exists t ∈ (tk−1, tk] such that
z(t)=0.

This translation induces two kinds of approximations in terms of executions:

– We lose urgency for all trajectories but the second one in Fig. 6c. In case of
the first trajectory the zero-crossing may be triggered in a dense interval of
time.

– We add a jump transition in the fourth trajectory because one is not able to
distinguish whether the state z=0 is reached from below or from above 0.

We will not consider any more the “at-zero” semantics in the sequel, as – to
our knowledge – it is not used by any simulation tool.

“Contact” semantics. In order to translate the “contact” semantics defined
as zk−1<0∧ zk≥0, we split the original location into three locations as depicted
on Fig. 7c. The two locations with the staying condition z≤0 are connected by
a transition guarded by z < 0: this is in order to check that the trajectory was
actually strictly below zero before touching zero. This prohibits the triggering of
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the jump transition in the first, third and last trajectory in Fig. 7b. This induces
the following approximation:
– The loss of urgency for the fifth trajectory that touches (possibly several times)

the line z=0 from below.
Observe, that the “at-zero” translation in Fig. 6d is actually a sound trans-

lation of the “contact” semantics, though with coarser approximations.

“Crossing” semantics. The “crossing” semantics (zk−1 ≤ 0 ∧ zk > 0) is more
subtle to translate. By continuity of the function z(t) = z(x(t)) we can deduce
that z(t)= 0 is valid at the zero-crossing point in standard semantics: by stan-
dardizing z(t)≤0 ∧ z(t+∂)>0 we get st(z(t))=st(z(t+∂))=0.

However, we cannot simply reuse the “at-zero” translation in Fig. 6d, because
it is not sound w.r.t. chattering behaviors: in Ex. 2 time cannot advance, because
only discrete transitions can be taken. Since we do not rely on standardizing
chattering behaviors we have to allow chattering in the standard semantics.
For that reason we allow the trajectories to actually go beyond zero, but only
up to a constant ǫ > 0 (see Fig. 7f). As a consequence, we have the following
approximation:
– Urgency is completely lost. In case of the second, third and last trajectories

the zero-crossing may be triggered in a bounded time interval with a dense
interval of values for z (see Fig. 7e).

Observe, that this translation simulates the translations of the other two seman-
tics.

Remark 2 (Blocked executions). These translations may add so-called blocked
executions. Consider the fifth trajectory of Fig. 7d (“crossing” semantics): this
trajectory is possible when staying in the second location in Fig. 7f.

Though, it is also possible to move to the third location when this trajec-
tory reaches zero, but then it gets stuck at-zero: neither continuous nor discrete
transitions are possible in the third location.

However, this phenomenon has no effect w.r.t reachability properties, on
which we focus: the goal of our translation is to obtain a precise model suitable
for safety verification techniques.

Remark 3 (Choice of ǫ). Any translation involving an ǫ close to zero is not
really well-suited for verification: computations with arbitrary-precision rationals
become indeed very expensive (e.g. least common denominators become huge).

Remark 4 (Exploiting derivatives). The difficulty of translating “crossing” se-
mantics comes from the fact that being at z=0 we have to look an infintesimal
step into the future of the continuous evolution. In standard semantics this is
possible by looking at the time derivatives dnz

dtn
of the zero-crossing expression.

Theoretically this would allow to avoid the activation of the discrete tran-
sition in the translation w.r.t. the first, fourth and fifth trajectory in Fig. 7e.
However, first, without any restrictions on the dynamics and the form of z we
would have to look at all derivatives before being able to decide that a trajectory
is actually moving above zero. Second, the translation would still be unsound
w.r.t. chattering behavior of sliding modes.

RR n° 7859



16 Schrammel & Jeannet

Remark 5 (Impossibility). We conjecture that it is impossible to exactly trans-
late the semantics of the hybrid data-flow formalism to standard hybrid au-
tomata: W.r.t. “Contact” semantics this means that it is impossible to be urgent
in case of the fifth trajectory, i.e. contact from below in a single point: if we
want to force urgency in that point, first we need a a transition guard z=0 and
a staying condition z=0, because we have to impede the decreasing trajectory
after the contact point. Second, we have to allow increasing trajectories before
the contact point: but we can neither take the staying condition z < 0, because
this would prevent us from reaching the contact point (the staying conditions
do not intersect), nor can we take z ≤ 0, because this would allow decreasing
trajectories after the contact point.

5.2 One zero-crossing with inputs

Now we investigate the translation of zero-crossings of the form up(z(x, i)),
where the inputs i have to satisfy an assertion A(s, i), see §2. We assume that in
the discrete infinitesimal semantics of §2 inputs tend to continuous trajectories
(between two discrete transitions). Inputs allow us to introduce non-determinism
in a model, as illustrated by Fig. 4. The principle of translation as described in
§5.1 and depicted on Fig. 6 remains the same, except that the computation of
jump and flow transition relations involves an existential quantification of the
inputs i.

We use the notation �ψ = ¬ψ, where ·̄ denotes the topological closure oper-
ator. We have for instance �(z≤0) = z≥0.

Considering the “contact” semantics and using the continuity of the function
z(x(t), i(t)) during continuous evolution (see §2) the condition

∃ik−1, ik : z(xk−1, ik−1)<0 ∧ A(sk−1, ik−1) ∧
z(xk, ik)≥0 ∧ A(sk, ik) ∧ s′ = Φ(sk, ik)

is equivalent to

∃ik−1, ik : z(xk−1, ik−1)<0 ∧ A(sk−1, ik−1) ∧
z(xk, ik)=0 ∧ A(sk, ik) ∧ s′ = Φ(sk, ik)

which in turn is equivalent to

∃i : z(xk−1, i)<0 ∧ A(sk−1, i) ∧
∃i : z(xk, i)=0 ∧ A(sk, i) ∧ s′ = Φ(sk, i)

(2)

– The first line of Eqn. (2) defines the new guard of the transition between the
second and third locations of Fig 7c:

∃i : A(s, i) ∧ z(x, i)<0

– The second line gives us the new transition relation between the third and
fourth locations of Fig. 7c:

R(s, s′) = ∃i : A(s, i) ∧ z(x, i)=0 ∧ s′=Φ(s, i)
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A(x, y, ξ) = −0.1≤ξ≤0.1

¬b b

{

b′= tt

y′=ξ
if up(x+ξ)

(a) Zero-crossing with input ξ

¬b ∧

x≥−0.1
¬b ∧

x≤0.1
¬b ∧

x≤0.1
b

tt x<0.1

−0.1≤x≤0.1 ∧ b′ ∧

x′=x ∧ y′=−x

(b) Translation according to “contact” semantics

¬b ∧

x≥0.1
¬b ∧

x≤0.1
¬b ∧

x≤0.1
b

tt x<0.1

−0.1≤x≤0.1 ∧ b′ ∧

x′=x ∧ y′=−x

(c) Strengthening the staying condition of the first location

Fig. 8: Translation of a continuous zero-crossing with inputs, described in Ex-
ample 3

– The new flow relation of the second and third locations is

∃i : A(s, i) ∧ z(x, i)≤0 ∧ φ1(b) ∧ ẋ = e1(s, i)

which induces the staying condition

ψ23(s) = ∃i : A(s, i) ∧ z(x, i)≤0)

– The new flow relation of the first location of Fig. 7c is

V1(s, ẋ) = ∃i : A(s, i) ∧ z(x, i)≥0 ∧ φ1(b) ∧ ẋ = e1(s, i)

The result is illustrated by Fig. 8b. One can strengthen the flow relation V1 by
conjoining it with �ψ23, so as to minimize the non-determinism between staying
in the first location or jumping to the second location, as done in Fig. 8c.5

Example 3. Fig. 8b illustrates this translation on the original system of Fig. 8a,
where b, x, y are state variables and ξ is a numerical input variable constrained
by the assertion. The jump condition of the rightmost transition is obtained from

∃ξ : (−0.1≤ξ≤0.1∧ x+ξ=0 ∧ b′= tt ∧ x′=x ∧ y′=ξ)

= ∃ξ : (−0.1≤x≤0.1 ∧ x=−ξ ∧ b′ ∧ x′=x ∧ y′=−x)

= −0.1≤x≤0.1∧ b′ ∧ x′=x ∧ y′=−x

Observe that we obtain the non-trivial relation y=−x after the jump transition.

5 We use the operator � instead of ¬ in order to obtain a topologically closed flow
relation.
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5.3 Logical combinations of zero-crossings

We consider here a discrete transition function of the form s′ = Φ(s, i) if ϕZ(s, i)
where ϕZ is a logical combination of zero-crossings up(z1), . . . , up(zM ) satisfying
the assumption of §2.

Why do we need such logical combinations? Conjunctions and negations typ-
ically occur when combining two parallel equations s′i = Φi if up(zi) for i = 1, 2,
which results in an equation

(s′1, s
′
2) =







(Φ1, Φ2) if up(z1) ∧ up(z2)
(Φ1, s2) if up(z1) ∧ ¬up(z2)
(s1, Φ2) if up(z2) ∧ ¬up(z1)

A specification of the form s′ =

{
Φ1 if up(z1)
Φ2 else if up(z2)

is similarly translated to s′ =

{
Φ1 if up(z1)
Φ2 if ¬up(z1) ∧ up(z2)

Disjunctions allow to express that the same transition may be triggered by dif-
ferent zero-crossings:

s′ = Φ if up(z1) ∨ up(z2)

Because successive graph refinements are cumbersome to describe, we re-
formulate the translation scheme of the previous sections by using additional
discrete state variables to the system, rather than by introducing locations. This
will make it easier to explain this generalization. We sketch this principle using
the “contact” semantics (the translation for the general case will be presented in
§7).

To encode locations, we add M discrete state variables q1 . . . qM of the enu-
merated type {above, below, ready} for each distinct zero-crossing up(zm) occur-
ing in the zero-crossing formulas ϕZ .

– Their transition relations are defined as

Rm = match qm with
above→ q′m ∈ {above, below}
below → zm<0 ∧ q′m= ready ∨ q′m=qm
ready → zm=0 ∧ q′m ∈ {above, below}∨ q

′
m=qm

– The staying condition defined by the zero-crossing up(zm) is:

Cm = match qm with
above→ zm≥0
below → zm≤0
ready → zm≤0

– The activation condition Gm associated to the zero-crossing up(zm) is

Gm = (qm= ready) ∧ (zm=0)
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up(z1)

up(z2)

up(z1) ∧ up(z2)

up(z1) ∧ ¬up(z2)

¬up(z1) ∧ up(z2)

Fig. 9: Conjunction of two zero-crossings

AA BA RA

AB BB RB

AR BR RR

z1<0

z1<0

z2<0 z2<0 z2<0

z1<0

G2

G2

G2

G2

G1

G1

G1

G1

G1 ∧G2 ∧ s′ = Φ

Fig. 10: Translation of conjunctions of zero-crossings: example of two zero-
crossings with “contact” semantics. G1 = (z1 = 0), G2 = (z2 = 0), AA = (q1 =
above ∧ z1≥ 0 ∧ q2 = above ∧ z2≥ 0), analogously for B (below) and R (ready).
The urgency of the discrete transition G1 ∧G2 ∧s

′ = Φ is preserved to the same
extent as for single zero-crossings.

We can now build the global flow and discrete transition relations:

R((q, s), (q′, s′)) = (
∧

mRm) ∧ (¬H ∧ s′=s ∨H ∧ s′=Φ)

V ((q, s), ẋ) = (
∧

m Cm) ∧ (
∨

ℓ(φℓ(b) ∧ ẋ = ėℓ(s)))
(3)

with H = ϕZ [∀m : up(zm) ← Gm] where e[x ← y] means that x is substituted
by y in expression e.

In order to obtain an explicit automaton one has to enumerate the valuations
of the discrete state variables q and to encode them into explicit locations (see
§8).

It is interesting to mention that this translation keeps enough information in
order to preserve urgency in case of conjunctions like s′ = Φ if up(z1) ∧ up(z2)
where the trajectory can move all around the intersection z1 =0 ∧ z2 =0 while
not satisfying both zero-crossings at the same time. Fig. 9 gives an illustration
of such a trajectory and Fig. 10 shows the corresponding automaton.

Remark 6 (Conjunctions of zero-crossings in simulation). Conjunctions of zero-
crossings are quite delicate in hybrid simulation models. The problem is that
models relying on conditions stating that two physical quantities become zero
simultaneously are not numerically robust and produce unpredictable simulation
results.
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6 Translation of Discrete Zero-crossings

Discrete zero-crossings are activated by discrete transitions. Discrete zero-crossings
occur in so-called zero-crossing cascades, which are sequences of zero-crossings of
which the first one is triggered by continuous evolution, whereas the others are
discrete zero-crossings. Example 1 contains such a zero-crossing cascade, which
is commented in §2 point 4.

The translation explained in §5.1 is not sound for discrete zero-crossings,
because we have supposed that the zero-crossings are activated by continuous
evolution.

Principle of translation. The translation that we propose applies the same
principle as above to encode the history of the execution into locations (using
discrete state variables).

We explain it using the “contact” semantics (again without inputs and logical
combinations of zero-crossings). We consider s′ = Φ if up(z) and we introduce a
Boolean variable qd, which holds at each step k the value of z<0 at step k − 1.
– The evolution of qd is defined by the initial state qd = ff

and the relation Rd = ((qd)′=(z<0));
– The condition up(zm) is translated to the activation condition Gd = (qd ∧ z≥
0);

– The global transition relation R is generated as in Eqn. (3).

Interrupting continuous evolution. The transitions as translated above
are not urgent, i.e. the continuous states can evolve on intermediate states of
a cascade. We need to prohibit this evolution explicitly if one of the discrete
zero-crossings is activated. This is done by strengthening the global flow relation
V (q, s, ẋ) with V ′ = V ∧�Gd.

In case of inputs, we have Gd = (qd∧z(s, i)≥0) and we take V ′ = V ∧�(∀i :
Gd): the idea is that in a state (q, s), if the discrete zero-crossing is activated
for any input (i.e. ∀i : Gd), then the continuous evolution is blocked. Otherwise,
for some input, the discrete zero-crossing is not activated and the continuous
evolution should be possible.

Remark 7 (Discrete/continuous zero-crossings). A zero-crossings can be both
discrete and continuous, e.g. up(x+n). In this case it must be translated twice:
once as a continuous zero-crossing and a second time as a discrete one. The
resulting guard is the disjunction of both translations.

Mind that a conjunction of a purely discrete and a purely continuous zero-
crossings is not satisifiable.

Remark 8 (Compressing Cascades). Zero-crossing
cascades can be “compressed” into a single discrete transition triggered by a con-
tinuous zero-crossing by composing the discrete transitions forming the cascade.
This is possible if there are no instantaneous cyclic dependencies between the
variables. The advantage of this kind of preprocessing is that the translation
does not have to deal with discrete zero-crossings. However, care must be taken
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w.r.t. safety verification, because this transformation does not preserve the set
of reachable states (it removes intermediate states).

Remark 9 (Discrete zero-crossings in system modelling). The main use of dis-
crete zero-crossings is to trigger a cascade of several discrete transitions by a
single continuous zero-crossing. For this purpose discrete zero-crossings enable
very concise modelling, but the resulting behavior can be very hard to under-
stand and thus easily result in undesirable behavior too. Otherwise, if a language
does not support discrete zero-crossings, the programmer has to program such a
behavior himself by manually composing transitions explicitly as mentioned in
Remark 8.

7 The Complete Translation

We give here the formulas for the complete translation of a hybrid data-flow
program

I(s) , A(s, i) ∧







ẋ =
{ · · ·
eℓ(s, i) if φℓ(b)

· · ·

s′ =
{ · · ·
Φj(s, i) if ϕZ

j (s, i)
· · ·

as defined in §2 to a hybrid automaton by combining all the concepts presented
in §5 and §6.

We use the notation ζσm to denote the constraints induced by a zero-crossing
up(zm), e.g. ζ·=0

m =
(
zm=0

)
or ζ0<·≤ǫ

m =
(
0<zm≤ǫ

)
.

Discrete zero-crossings. For each discrete zero-crossing up(zm) we introduce
a Boolean state variable qdm.

Rd
m = (q′

d
m=ζσm)

Gd
m = (qdj ∧ ζ

σ
m)

σ σ

“contact” ·<0 ·≥0
“crossing” ·≤0 ·>0

Continuous zero-crossings. For each continuous zero-crossing up(zm) we
introduce a state variable qcm.

– Their transition relations are defined as follows:
θ σ

“contact” ·<0 ·=0
“crossing” ·=0 0≤·≤ǫRc

m = match qcm with
above→ q′

c
m ∈ {above, below}

below → ((qcm)′=qcm) ∨ ((qcm)′= ready) ∧ ζθm
ready → (qcm)′ ∈ {above, below} ∧ ζσm ∨ (qcm)′=qcm

– The activation conditions Gc
m are defined as

Gc
m = (qcm= ready) ∧ ζσm

σ

“contact” ·=0
“crossing” 0≤·≤ǫ
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– Using ψ =
∨

ℓ

(
φℓ(b) ∧ ẋ= eℓ(s, i)

)
we define the partial flow relations (con-

taining the staying conditions):
σ

“contact” ·≤0
“crossing” 0≤·≤ǫ

Vm = match qcm with

above→

{(
∃i : A(s, i) ∧ ζ·≥0

m ∧ ψ
)
∧

(
� ∃i : A(s, i) ∧ ζ·≤0

m

)

below → ∃i : A(s, i) ∧ ζ·≤0
m ∧ ψ

ready → ∃i : A(s, i) ∧ ζσm ∧ ψ

Transition relations. We define Gm = Gc
m∨G

d
m and Rm = Rc

m∧R
d
m. Now, we

can finally put things together and define the jump and flow transition relations:

R((q, s), (q′, s′)) = ∃i :







A(s, i) ∧
(∧

mRm

)
∧

(

¬
(∨

jHj

)
∧ s′=s ∨

∨

j

(
Hj ∧ s′=Φj

))

V ((q, s), ẋ) =

{∨

m Vm((q, s), ẋ) ∧

�

(
∀i : A(s, i) ∧

∨

j H
d
j

)

with Hj = ϕZ
j [∀m : up(zm)← Gm].

We obtain a hybrid automaton 〈{ℓ0}, F, J,Σ
0〉 with

– F (ℓ0)=V ,
– J={(ℓ0, R, ℓ0)}, and
– Σ0(ℓ0)={(q, s) | q

d=ff ∧
∧

m qcm ∈ {above, below} ∧ I(s)}
The proofs of the complete translation can be found in appendix A.

8 Discussion

We have presented the complete translation of a hybrid data-flow specification
to a hybrid automaton. However, further preprocessing steps are necessary to
enable verification using classical hybrid analysis methods.

Explicit representation. As explained in §5.3 we have chosen to present our
translation by encoding the locations of the HA with N additional finite-state
variables q. This results in a HA with a single location and a single self-loop
jump transition. Of course, it is possible to expand this “compressed” represen-
tation into a more explicit one, such as shown in Figs. 6 and 8. This is done by
enumerating the valuations of these finite-state variables and by partitioning the
system into these O(2N ) states. As already mentioned in §2, partial evaluation
may be used to simplify expressions and to remove infeasible jump transitions.

Convexification of staying conditions and guards. The induced staying
conditions C(s) and guards G(s) of jump transitions might be non-convex w.r.t.
numerical constraints. For verification it is necessary to transform these condi-
tions into the form

∨

k∆k with ∆k = φk(b)∧ϕ
C
k (s), where φk(b) is an arbitrary
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formula over Boolean variables and ϕC
k (s) is a conjunction of numerical con-

straints. For staying conditions, the system has to be partitioned according to
these ∆k; for guards, arcs are split w.r.t. the ∆k.

Example 4. The non-convex flow transition V

(b1 ∨ ¬b2) ∧

non-convex numerical condition

︷ ︸︸ ︷

(x≤0 ∨ x≥5) ∧(ẋ=1−x) ∨
(¬b1 ∧ b2) ∧ (0≤x≤5) ∧ (ẋ=1)

has to be transformed into

(b1 ∨ ¬b2) ∧ (x≤0) ∧ (ẋ=1−x) ∨
(b1 ∨ ¬b2) ∧ (x≥5) ∧ (ẋ=1−x) ∨
(¬b1 ∧ b2) ∧ (0≤x≤5) ∧ (ẋ=1)

Then, the system is going to be partitioned into three locations, one for each
line.

Analysis during translation. In order to reduce the explosion during con-
struction of the hybrid automaton it is reasonable to perform cheap analyses
on-the-fly to in order to remove infeasible transitions and locations with un-
satisfiable staying conditions: the guards of jump transitions are refined by the
staying conditions of source and destination locations. A polyhedral analysis à
la [11] for the locations with piecewise constant dynamics can eliminate further
infeasible jumps.

Approximations during analysis. In §5.1 we have explained that the trans-
lation to hybrid automata loses several properties, like determinism and urgency,
which may result in an overapproximation in terms of reachable states. More-
over, hybrid reachability analysis methods further approximate the reachable
states with (finite disjunctions of) convex sets, such as convex polyhedra.

The translation with “contact” semantics involves strict inequalities. Thus,
the analysis may benefit from the ability of representing open sets. A suitable
abstract domain might be in this case convex polyhedra with strict inequalities
[33]. Otherwise, if the analysis can only handle closed sets, the translation with
“contact” semantics (Fig. 7b) will behave like the one for “at-zero” semantics
(Fig. 6c).

Preliminary experiments. We have implemented a prototype tool that makes
use of the BddApron library [34] to handle logico-numerical formulas repre-
sented as MtBdds.

First experiments showed that – as expected – the major parameter affect-
ing performance is the number of zero-crossings, which becomes apparent when
making locations explicit as described at the beginning of this section. In the
applications that we are targeting, i.e. synchronous controllers connected to
their physical environment, zero-crossings are (1) those used for modeling the
sampling of inputs and (2) those in the environment model. Since the number
of (1) is usually small, the total number of zero-crossings inherently depends on
the complexity of the environment model in practice.
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Standard semantics of source languages. We have considered several stan-
dard semantics of source languages.

– Semantics with fixed step integration suffer from the problem that if the step
is not sufficiently small the semantics becomes dependent on the step size δ,
because we might miss zero-crossings. When translating to hybrid automata,
we need to use an ǫ to account for the “overshoot” at zero-crossings, which
requires trajectories to be uniformly continuous.

– Variable step semantics allows to overcome the problem of non-determism
w.r.t. step size, but only for zero-crossings with “contact” semantics – because
here we can stop integration exactly at z=0. “Crossing” semantics still requires
to take step beyond z=0 and thus a non-infinitesimal δ is needed that has to
be chosen sufficiently small.

The semantics that require a δ are inherently non-deterministic, especially w.r.t.
Zeno-behavior – in this case there is no constant δ such that the system can be
made deterministic.

We propose a standard semantics that can be translated exactly: we use
the variable step semantics above with the following zero-crossing semantics:

z = 0 ∧
∧

k<n
dzk

dtk
= 0 ∧ dnz

dtn
> 0, where n is a parameter of the semantics. This

semantics corresponds to a crossing semantics except that there is no chattering
w.r.t. sliding modes and contact and inflection points beyond order n do not
trigger a zero-crossing. Then, single zero-crossings can be translated to a hybrid
automaton without any approximation.

9 Conclusion

We have presented a complete translation of a hybrid data-flow formalism to
logico-numerical hybrid automata. In comparison to previously proposed trans-
lations, our translation handles zero-crossings.

To achieve this, we considered a simple yet expressive hybrid data-flow for-
malism to which large subsets of existing hybrid system languages can actually
be reduced.

We discussed different choices of zero-crossing semantics and their possible
translations to hybrid automata. Since hybrid automata are not as expressive
as the source language, we can only provide sound over-approximations of the
original semantics.

However, this is counterbalanced by the fact that existing hybrid verification
tools such as HyTech [5], PHaver [7] and SpaceEx [8] are all based on the
standard hybrid automata model.

Though, these tools require to encode Boolean variables explicitly in lo-
cations. As this enumeration results in an exponential blow-up of the hybrid
automaton size, we assume that this is a major bottleneck in verifying con-
trollers with complex discrete state spaces jointly with their physical environ-
ment. Therefore future work will comprise the development of methods and tools
for combining classical hybrid system analysis with implicit handling of Boolean

Inria



From Hybrid Data-Flow Languages to Hybrid Automata 25

variables in order to counter state space explosion. Our translation to logico-
numerical hybrid automata lays the basis for such an approach.
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A Proofs

We give here the proofs for the inclusion of the concrete semantics of the hybrid
data-flow formalism (HDF) in the translation to hybrid automata (HA).

A.1 Overview

We prove that all traces in HDF can be simulated by equivalent traces in the
translated HA for “contact” semantics. For clarity we will give the proof for the
case without inputs i here. The additional arguments needed for the case with
inputs will be given in A.5.

Theorem 1 (Sound translation). All executions of an HDF program are sim-
ulated by an execution of its translation to an HA using “contact” semantics ac-
cording to §7, i.e. the translation from HDF to HA using “contact” semantics is
a sound over-approximation.

The proof for “crossing” semantics proceeds similarily but the soundness cri-
terion is different (see A.6).

Since our translation encodes HA locations by additional variables q we will
denote configurations in HA executions by tuples (q, s).

We inductively construct the left-to-right simulation relation - between HDF
and HA by the following scheme, where we split the induction step in several
sub-steps:
Base case:
Initialization •

︸︷︷︸

|=I

(Lemma 1)

Induction step:
Flow to zero-crossing • →c . . .→c • →c •

︸ ︷︷ ︸

|=ϕZ
j

(Lemma 2)

Continuous zero-crossing activation • →c •
︸ ︷︷ ︸

|=ϕZ
j

(Lemma 3)

Discrete zero-crossing activation • →d •
︸ ︷︷ ︸

|=ϕZ
j

(Lemma 4)

Discrete transition • →d •
︸︷︷︸

s′=Φj(s)

(Lemma 5)

The following lemmae define the simulation relation for these steps:

Lemma 1 (Initialization).

s0 - (q0, s0) ⇐⇒ ∀s0 : I(s0) =⇒ ∃q0 : (q0, s0) ∈ Σ
0(ℓ0)
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Lemma 2 (Flow to zero-crossing).

sn →
c . . .→c sk−1 →

c sk - (qn̂, sn̂)→
V . . .→V (q

k̂
, s

k̂
)

⇐⇒
∃qn̂ . . . qk̂

: st(sn)=sn̂ ∧ st(sk)=s
k̂

such that the continuous evolution from sn to sk is included in the flow from sn̂ to s
k̂
, and

((sk−1, sk) |= ϕZ
j ) =⇒ (q

k̂
, s

k̂
) |= Hc

j )

Lemma 3 (Continuous zero-crossing activation).

st(sk)=s
k̂
∧ ((sk−1, sk) |= ϕZ

j ) =⇒ (∃q
k̂
: (q

k̂
, s

k̂
) |= Hc

j )

in an HDF sequence . . .→c sk−1 →
c sk and an HA sequence . . .→V (q

k̂
, s

k̂
).

Lemma 4 (Discrete zero-crossing activation).

st(sk)=s
k̂
∧ ((sk−1, sk) |= ϕZ

j ) =⇒ ∃qk̂
: ((q

k̂
, s

k̂
) |= Hd

j )

in an HDF sequence sk−1 →
d sk and an HA sequence →R (q

k̂
, s

k̂
).

Lemma 5 (Discrete transitions).

sk →
d sk+1 - (q

k̂
, s

k̂
)→R (q

k̂+1, sk̂+1)

⇐⇒
st(sk)=s

k̂
∧ ((sk−1, sk) |= ϕZ

j ) ∧ sk+1=Φj(sk) =⇒
∃q

k̂
: ((q

k̂
, s

k̂
) |= Hj) ∧ s

k̂+1=Φj(sk̂) ∧ st(sk+1)=s
k̂+1∧

∃q
k̂+1 : ∀m ∈Mj : R(qk̂

, q
k̂+1) ∧

(
(q

k̂+1, sk̂+1) |= qm ∈ Q
0}
)

where m ∈Mj correspond to the activated up(zm) in ϕZ
j

and Q0 =

{
{ff} for qdm
{above, below} for qcm

i.e. the translation of discrete transitions is sound, and the additional variables
q corresponding to activated zero-crossings return to their initial state after the
discrete transition.

We make the following assumptions:
– The HDF system is actually standardizable (which implies that state trajec-

tories are continuous during continuous evolution).

A.2 Proof of the theorem

Proof (Sound translation, Theorem 1). Lemmae 1 to 5 construct the asymmetric
simulation relation - by the above induction scheme.

Let’s denote the subsequences (resp. conditions) covered by the lemmae above
by their respective number ∈ {1, 2, 3, 4, 5}. All HDF executions are included in
the sequences generated by the regular expression 1 (2 3 5 (4 5)∗)∗.

We construct these sequences inductively: 1 is the base case (initial state);
the outer loop is a continuous evolution 2 followed by a discrete transition due to
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a continuous zero-crossing 3 5, followed by a sequence of discrete zero-crossings
(4 5)∗. The above induction scheme corresponds to this outer loop: the induction
step starts from the hypothesis being in a state where only continuous evolution
is possible; at the end of the induction step we return into a state where only
continuous evolution is possible. The inner loop (4 5)∗ is handled implicitely (if
it is finite).

There are two trivial corner cases: continuous evolution without zero-crossings
(where we loop indefinitely inside 2) and an infinite sequence of discrete transi-
tions (where we never exit the inner loop (4 5)∗).

The correctness of Theorem 1 is implied by the sound construction of -.

A.3 Helper lemmae

Lemma 6 (Flow inclusion). Any sequence of continuous steps in HDF pro-
duced by the dynamics ẋ = e(s) and staying within the convex region C′(s) has
an equivalent flow transition in an HA location with staying condition C where
C′ ⇒ C.

Proof (Flow inclusion, Lemma 6).
We tag executions with timestamps, i.e. (t0, s0)→ (t1, s1)→ . . ..
For HA, we forget about the variables q, i.e. we assume ∃q : q ⇒ C ∧ ẋ =

e(s). This assumption will be removed in Lemma 7.
Take a sequence of continuous steps in HDF generated by the dynamics

ẋ = e(s):

(tk, sk)→c (tk, sk+1)→c . . .→c (tk+n, sk+n)

with n, 1
∂
∈ ⋆

N, tk, tk+n ∈ R
≥0, xk,xk+n ∈ R

p.
By definition of the semantics of HDF (cf. [27], §3.4), the non-standard se-

quence above consisting of infinitesimal continuous steps corresponds to the stan-
dard function (bk, χ(t)) over the interval [tk, tk+n], such that

χ(t) = xk +

∫ t

tk

e(bk, χ(t
′))dt′

where tk+n = tk + δ, δ = st(n∂) ∈ R
≥0.

Now, we define τ(δ′) = χ(tk+δ
′), we compute the derivative χ̇(t) = e(bk, χ(t))

and we know ∀t ∈ [tk, tk+δ] : C
′(bk, χ(t)), C

′ ⇒ C, then using our translation
of the flow transition

V (ẋ, s) = (ẋ = e(b,x) ∧C(s))

we see that

∀δ′ ∈ [0, δ] : V ((bk, τ(δ
′)), τ̇ (δ′))

i.e. the HDF trajectory is included in the trajectories produced by the HA.
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Mind, that by the definition of the semantics of HA, the set of trajectories
produced in an interval [0, δ] is

T[0,δ] = {τ | ∀δ
′ ∈ [0, δ] : V ((b, τ(δ′)), τ̇ (δ′))}

Thus, there exists an HA execution with trajectory τ ∈ T [0, δ]

(tk, bk, τ(0))→
V (tk+n, bk, τ(δ))

which is equivalent to the HDF execution above.

Lemma 7 (Identity jumps). Any sequence of continuous steps in HDF pro-
duced by the dynamics ẋ = e(s), which starts and stays first in a convex region
C′

1(s) before moving to a convex region C′
2(s) and ending there, has an equivalent

HA execution sequence consisting of
(1) a flow transition starting in a location with staying condtion C1,
(2) an identity jump transition and
(3) a flow transition in a location with staying condition C2,
where ∃s : C′

1(s) ∧C
′
2(s), C

′
1 ⇒ C1 and C′

2 ⇒ C2.

Proof (Identity jumps, Lemma 7). Take a sequence of continuous steps in HDF
generated by the dynamics ẋ = e(s):

(tk, sk)→c . . .→c (tm, sm)→c . . .→c (tn, sn)

where ∀k′ ∈ [k,m] : C1(sk′), ∀k′ ∈ [m,n] : C2(sk′), and m−k, n−m ∈ ⋆
N.

This sequence is simulated by the following HA sequence:

(t
k̂
, q

k̂
, s

k̂
)→V1 (t

k̂+1, qk̂+1, sk̂+1)→
Rid

(t
k̂+2, qk̂+2, sk̂+2)→

V2 (t
k̂+3, qk̂+3, sk̂+3)

where
– t

k̂
= st(tk), sk̂ = st(sk), tk̂+1 = t

k̂+2= st(tm), s
k̂+1= s

k̂+2 = st(sm), t
k̂+3 = tn,

and s
k̂+3=st(sn)

– ẋ = e(s) ∧C′
1 ⇒ V1,

– ẋ = e(s) ∧C′
2 ⇒ V2,

– Rid = R(q, q′) ∧ (s′=s) with ∃q, q′ : R(q, q′) ∧ C1(q, sk̂+1) ∧ C2(q
′, s

k̂+2)
i.e. R is the identity w.r.t. s.

Since the HA configurations (t
k̂+1, qk̂+1, sk̂+1) and (t

k̂+2, qk̂+2, sk̂+2) differ
only by q they are both identical to the HDF configuration (tm, sm). The inclu-
sion of the flows follows from (transitivity of) Lemma 6.

A.4 Proof of the Lemmae

Initialization, Lemma 1

Proof.
The initial state of the HDF program: I(s).
The initialization of the HA: Σ0(ℓ0)={(q, s) | q

d=ff∧
∧

j q
c
m ∈ {above, below}∧

I(s)}
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We see: ∀s : I(s) =⇒ ∃q : (q, s) ∈ Σ0(ℓ0)

Remark: For the initialization of the discrete zero-crossing “memories” qd

we exploit the fact that in the hybrid data-flow language the initial state cannot
satisfy a zero-crossing (because there is no previous state), hence an execution
always starts with a continuous evolution. qd is then actually initialized on the
first continuous zero-crossing.

For didactical reasons we show the Lemmae 2 to 5 in the reverse order.

Discrete transitions, Lemma 5

sk →
d sk+1 - (q

k̂
, s

k̂
)→R (q

k̂+1, sk̂+1)

⇐⇒
st(sk)=s

k̂
∧ ((sk−1, sk) |= ϕZ

j ) ∧ sk+1=Φ(sk) =⇒
∃q

k̂
: ((q

k̂
, s

k̂
) |= Hj) ∧ s

k̂+1=Φ(s
k̂
) ∧ st(sk+1)=s

k̂+1∧

∃q
k̂+1 : ∀m ∈Mj : R(qk̂

, q
k̂+1) ∧

(
(q

k̂+1, sk̂+1) |= qm ∈ Q
0}
)

where m ∈Mj correspond to the activated up(zm) in ϕZ
j .

Proof. The discrete equation s′ = Φj(s) if ϕZ
j is translated to s′ = Φj(s) ∧

Hj(q, s) ∧R((q, s), (q
′, s′)).

The correctness of the guardHj will be shown in Lemmae 3 and 4. The trans-
lation of the assignment s′ = Φj(s) is trivially sound, thus we have st(sk+1)=
s
k̂+1.

It remains to show that the relation R makes the additional variables qm
with m ∈Mj return to an initial state after the discrete transition:
(1) Transitions due to discrete zero-crossings:
• Base case: ((q0, s0) ∈ Σ

0(ℓ0)) =⇒ ((q0, s0) |=
∧

m qdm=ff)
• Induction step: ∀m ∈Mj:

(sk−1 |= zm<0) ∧ (sk |= zm≥0) =⇒ ∃q
k̂
: ((q

k̂
, s

k̂
) |= qdm ∧ zm≥0)

From the transition relation q′m
d
= zm<0 we deduce

(q
k̂+1, sk̂+1) |= qdm=ff

This means that after each jump caused by the discrete zero-crossing ϕZ
j

we have qdm = ff.
(2) Transitions due to continuous zero-crossings:
• Base case: ((q0, s0) ∈ Σ

0(ℓ0)) =⇒ ((q0, s0) |=
∧

m qcm ∈ {above, below})
• Induction step: We show that ∀m ∈ Mj q

c
m returns to an initial state

after a continuous zero-crossing. Translation of a continuous zero-crossing
to HA in §7:

Rc
m = q′m

c
∈ {above, below} ∧ zm=0 ∧ qcm= ready ∨ . . .

We deduce:

((q
k̂
, s

k̂
) |= qcm= ready∧zm=0) =⇒ ((q

k̂+1, sk̂+1) |= qcm ∈ {above, below})
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Discrete zero-crossings, Lemma 4

st(sk)=s
k̂
∧ ((sk−1, sk) |= ϕZ

j ) =⇒ ∃qk̂
: ((q

k̂
, s

k̂
) |= Hd

j )

Proof. We have to show that whenever a discrete zero-crossing is activated in
an HDF execution it is also activated in the corresponding HA execution:
• By the definition of the discrete transition semantics →d of HDF and the

definition of “contact” semantics of §2, we have

(sk−1, sk) |= ϕZ
j ⇐⇒ (sk−1 |= P ·<0

j ) ∧ (sk |= P
·≥0
j )

where P ·<0
j = ϕZ

j [∀m : up(zm)← zm<0] and analogously for P ·≥0
j .

• The translation to HA in §7:

Hd
j = ϕZ

j [∀m : up(zm)← Gd
m] with Gd

m = qdm ∧ zm≥0

Rd =
∧

m(q′m
d
= (zm<0))

• For each m:

(sk−1 |= zm<0) =⇒ ((q
k̂−1, sk̂−1) |= zm<0) =⇒ ((q

k̂
, s

k̂
) |= qdm= tt) ∨

(sk−1 |= zm≥0) =⇒ ((q
k̂−1, sk̂−1) |= zm≥0) =⇒ ((q

k̂
, s

k̂
) |= qdm=ff)

(sk |= zm≥0) =⇒ ((q
k̂
, s

k̂
) |= zm≥0) ∨

(sk |= zm<0) =⇒ ((q
k̂
, s

k̂
) |= zm<0)

Thus, using these arguments in the induction over the logical structure of ϕZ
j

we get
• for each j:

((sk−1, sk) |= ϕZ
j ) =⇒ ((q

k̂
, s

k̂
) |= ϕZ

j [∀m : up(zm)← qdm ∧ zm≥0])

• Hence, we finally obtain (q
k̂
, s

k̂
) |= Hd

j .

Continuous zero-crossings, Lemma 3

st(sk)=s
k̂
∧ ((sk−1, sk) |= ϕZ

j ) =⇒ (∃q
k̂
: (q

k̂
, s

k̂
) |= Hc

j )

Proof.

• By the definition of the discrete transition semantics →d of HDF and the
definition of “contact” semantics of §2, we have

(sk−1, sk) |= ϕZ
j ⇐⇒ (sk−1 |= P ·<0

j ) ∧ (sk |= P
·≥0
j )

• · · · →c sk−1 →
c sk is the end of a sequence of continuous executions steps in

HDF. Hence, it is the end of a trajectory τ in HA with τ(δ) = x
k̂
.

(sk−1 |= P ·<0
j ) =⇒ (∃δ′ ∈ [0, δ) : τ(δ′) |= P ·<0

j )
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Let’s use the notation s
k̂′

for (b
k̂−1, τ(δ

′)) in the sequel.

Remark: We exploit here the fact that the trajectory described by the sequence
· · · →c sk−1 →

c sk is actually standardizable: we could imagine a non-
standardizable program that produces the sequence . . . →c 0 →c −∂ →c 0
that fires a zero-crossing in the non-standard program, but not in its standard
interpretation.

• The translation to HA in §7:

Hc
j = ϕZ

j [∀m : up(zm)← Gc
m] with Gc

m = qcm= ready ∧ zm=0
Rd =

∧

m(q′m
c
= ready ∧ qcm=below ∧ zm<0) ∨ . . .

C =
∧

m(qcm ∈ {below, ready} ∧ zm≤0) ∨ . . .

• For each m:

(sk−1 |= zm<0) ∧ (sk |= zm=0) =⇒ ((q
k̂′
, s

k̂′
) |= qcm ∈ {below, ready} ∧ zm<0)∧

((q
k̂
, s

k̂
) |= qcm ∈ {below, ready} ∧ zm=0)

=⇒ ((q
k̂
, s

k̂
) |= qcm= ready ∧ zm=0)

(sk−1 |= zm≥0) ∨ (sk |= zm 6=0) =⇒ ((q
k̂′
, s

k̂′
) |= zm≥0) ∨ ((q

k̂
, s

k̂
) |= zm 6=0)

=⇒ ((q
k̂
, s

k̂
) |= qcm 6= ready ∨ zm 6=0)

Thus, using these arguments in the induction over the logical structure of ϕZ
j

we get
• for each j:

((sk−1, sk) |= ϕZ
j ) =⇒ ((q

k̂
, s

k̂
) |= ϕZ

j [∀m : up(zm)← qcm= ready ∧ zm=0])

• Hence, we conclude (qk, sk) |= Hc
j .

Flow to zero-crossing, Lemma 2

sn →
c . . .→c sk−1 →

c sk - (qn̂, sn̂)→
V . . .→V (q

k̂
, s

k̂
)

⇐⇒
∃qn̂ . . . qk̂

: st(sn)=sn̂ ∧ st(sk)=s
k̂

such that the continuous evolution from sn to sk is included in the flow from sn̂ to s
k̂
, and

((sk−1, sk) |= ϕZ
j ) =⇒ (q

k̂
, s

k̂
) |= hcj)

Proof.

– First, we show that the flow transition is not affected by the term �
∨

j H
d
j in

the definition of V , i.e. if the term is false then there exists a j such that Hd
j :

¬�

∨

j

Hd
j =⇒

∨

j

Hd
j

which is true because of (¬� e⇒ e)⇐⇒ (�e ∨ e).
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Remark: Mind that the definition of the hybrid data-flow semantics uses a
similar construction for forcing urgency as we do here in order to force the ur-
gency of discrete transitions in a cascade: the only difference is that we restrict
the flow only w.r.t. discrete zero-crossings whereas in the hybrid data-flow se-
mantics it is also restricted also w.r.t. continuous zero-crossings. Applying the
latter to hybrid automata would force the transition with the “first” input value
satisfying the zero-crossing – which is not sound.

– Then, we have to show that for any ϕZ
j any trajectory from an initial state of

qc to a zero-crossing can actually move to a state satisfying Hc
j .

• Therefore we show for all m that any trajectory that leads from an initial
state of qcm to a zero-crossing can actually move to qcm = ready and satisfy
the condition Gc

m:
– Case 1: sn |= zm>0
• We deduce from the HDF trace:

(sn |= zm>0) =⇒ ((qn̂, sn̂) |= qcm=above)
(∗) (sk−1 |= zm<0) =⇒ ((q

k̂′
, s

k̂′
) |= qcm ∈ {below, ready} ∧ zm<0)

(using the argument from Lemma 3 that there exists s
k̂′
=(b

k̂−1, τ(δ
′))

such that s
k̂′
|= zm<0)

• By continuity, we also have

∃n′ ∈ (n, k−1) : (sn′ |= zm=0)

Thus we can move into state qcm=below by an identity transition (w.r.t.
s, Lemma 7). Then

∀n′ ∈ [n, k−2] : (sn′ |= zm<0) =⇒ ¬∃n′′ ∈ (n′, k−1] : (sn′′ |= zm>0)

which means that we do not need to go back to qcm=above.
• We see from (*) that s

k̂′
allows us to go from qcm=below to qcm= ready

by an identity transition (see Lemma 7).
– Case 2: sn |= zm<0: Same as Case 1, but start in qcm=below

– Case 3: sn |= zm=0: Start in qcm ∈ {above, below}, then follow Case 1.
• In the same way we can show for all m that any trajectory that starts in

an initial state of qcm, but which does not lead to a zero-crossing, does not
satisfy the condition Gc

m.
– Then by induction over the logical structure of ϕZ

j and finally applying Lemma 3
we conclude: (q

k̂
, s

k̂
) |= Hc

j

A.5 Proof sketch with inputs

The simulation relation - is constructed analogously to A.1 except that the
configurations of HDF have to be extended by the inputs, i.e. (sk, ik).

Then we can extend the lemmae from A.1:

Lemma 8 (Initialization).

(s0, i0) - (q0, s0) ⇐⇒ ∀s0 : I(s0) =⇒ ∃q0 : (q0, s0) ∈ Σ
0(ℓ0)
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Lemma 9 (Flow to zero-crossing).

(sn, in)→
c . . .→c (sk−1, ik−1)→

c (sk, ik) - (qn̂, sn̂)→
V . . .→V (q

k̂
, s

k̂
)

⇐⇒
∃qn̂ . . . qk̂

: st(sn)=sn̂ ∧ st(sk)=s
k̂

such that the continuous evolution from sn to sk is included in the flow from sn̂ to s
k̂
, and

((sk−1, ik−1, sk, ik) |= ϕZ
j ) =⇒ (q

k̂
, s

k̂
) |= ∃i : (A(s

k̂
, i) ∧Hc

j (sk̂, i))

Lemma 10 (Continuous zero-crossing activation).

st(sk)=s
k̂
∧ ((sk−1, ik−1, sk, ik) |= ϕZ

j ) =⇒ (∃q
k̂
: (q

k̂
, s

k̂
) |= ∃i : (A(s

k̂
, i) ∧Hc

j (sk̂, i)))

in an HDF sequence . . .→c (sk−1, ik−1)→
c (sk, ik) and an HA sequence . . .→V

(q
k̂
, s

k̂
).

Lemma 11 (Discrete zero-crossing activation).

st(sk)=s
k̂
∧ ((sk−1, ik−1, sk, ik) |= ϕZ

j ) =⇒ ∃qk̂
: ((q

k̂
, s

k̂
) |= ∃i : (A(s

k̂
, i) ∧Hd

j (sk̂, i))

in an HDF sequence (sk−1, ik−1)→
d (sk, ik) and an HA sequence →R (q

k̂
, s

k̂
).

Lemma 12 (Discrete transitions).

(sk, ik)→
d (sk+1, ik+1) - (q

k̂
, s

k̂
)→R (q

k̂+1, sk̂+1)

⇐⇒
st(sk)=s

k̂
∧ ((sk−1, ik−1, sk, ik) |= ϕZ

j ) ∧ sk+1=Φj(sk, ik) =⇒
∃q

k̂
: ((q

k̂
, s

k̂
) |= ∃i : (A(s

k̂
, i) ∧Hj(qk̂

, s
k̂
, i) ∧ s

k̂+1=Φj(sk̂, i)) ∧ st(sk+1)=s
k̂+1∧

∃q
k̂+1 : ∀m ∈Mj : R(qk̂

, q
k̂+1) ∧

(
(q

k̂+1, sk̂+1) |= qm ∈ Q
0}
)

where m ∈Mj correspond to the activated up(zm) in ϕZ
j

and Q0 =

{
{ff} for qdm
{above, below} for qcm

i.e. the translation of discrete transitions is sound, and the additional variables
q corresponding to activated zero-crossings return to their initial state after the
discrete transition.

The proofs proceed in the same way as in A.3 and A.4.
The following additional arguments are needed:
– Lemma 6: We have the following standard interpretation with inputs:

χ(t) = xk +

∫ t

tk

e(bk, χ(t
′), ι(t′))dt′

where ι : [tk, tk+n] → R
p is the continuous input trajectory corresponding to

the non-standard sequence ik →c . . .→c ik+n.
The translation into a flow transition according to 7 is:

V (ẋ, s) = ∃i : A(s, i) ∧ (ẋ = e(b,x, i) ∧ C(s, i))
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We see that

∀δ′ ∈ [0, δ] : V ((bk, τ(δ
′)ι(δ′)), τ̇ (δ′))

i.e. the HDF trajectory is included in the trajectories produced by the HA.
– Lemma 9: As above we need an argument why the interruption of contin-

uous evolution for discrete transition is sound: if the term �(∀i : A(s, i) ∧
∨

j H
d
j (s, i)) is false then there is a j such that ∃i : A(s, i) ∧Hd

j (s, i):

(¬� (∀i : A ∧
∨

j H
d
j ) =⇒

∨

j ∃i : A∧H
d
j )

=⇒ (∀i :
∨

j A ∧H
d
j =⇒ ∃i :

∨

j A ∧H
d
j )

(mind that ¬� e⇒ e).

A.6 Proof sketch for “crossing” semantics

The soundness for “crossing” semantics is not w.r.t the inclusion of an HDF
execution in the set of HA executions, but the inclusion in the HA execution seen
as a relation (t, s), which collects for each point in time the set of corresponding
reachable states in HA executions. This is due to the fact, that in the case of
chattering the limit trajectory, i.e. the sliding mode, is not a valid HA execution,
although it satifsifes the above relation.

Theorem 2 (Sound translation). All executions of an HDF program are sim-
ulated by an execution of its translation to an HA using “crossing” semantics
according to §7, i.e. the translation from HDF to HA using “crossing” semantics
is a sound over-approximation.

The simulation relation - is constructed analogously to A.1 except that the
configurations are of the form (tk, Sk) and (t

k̂
, Q

k̂
, S

k̂
) respectively, i.e. they are

instrumented with timestamps and the states are set-valued.
Then HDF simulates HA if

st(tk)= tk̂ ∧ ∀sk ∈ Sk : ∃s
k̂
∈ S

k̂
: ∃q

k̂
∈ Q

k̂
: st(sk)=s

k̂

Then it suffices to replace the constraints corresponding to up(zm) by their
translations in “crosssing” semantics in the proofs above.

The additional arguments needed are in
– Lemma 6 where the values of the possible trajectories for each instant t

k̂
are

collected in the set S
k̂
, thus enabling the inclusion of the sliding mode although

the HA allows only non-infinitesimal chattering;
– and in Lemma 3 where it is necessary to show that the activation of up(zm)

implies the truth of Gc
m :

• For each m we have:

(sk−1 |= zm≤0) =⇒

(

(q
k̂′
, s

k̂′
) |=

{
qcm ∈ {above, ready} ∧ zm=0 ∨
qcm = below ∧ zm≤0

)
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• Since every ǫ ∈ R
≥0 is greater than a non-standard infinitesimal and st(z) ≥

0 for any z ∈ ⋆
R

>0, we deduce from sk |= zm>0 that

(q
k̂
, s

k̂
) |=







qcm = above ∧ zm≥0 ∨
qcm = below ∧ zm=0 ∨
qcm = ready ∧ 0≤zm≤ǫ

• Thus by induction over the logical structure of ϕZ
j we conclude (q

k̂
, s

k̂
) |=

Hc
j .
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