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Abstract

In life science, deeper understanding of biomolecular
systems is acquired by computational modeling and
analysis. For the modeling of several kinds of reac-
tion networks, e.g. signaling pathways, information
on intracellular space, like the locations and motions
of molecules, has to be taken into account. In this
paper, we introduce Labeled SpacePi, an extension
of the m-calculus, in order to model spatio-temporal
processes in cells. The formalism is tailored to the
available data and knowledge about biomolecular sys-
tems. For the analysis, we employ model checking
techniques known from the field of safety-critical sys-
tems. To this end, we develop a translation of Labeled
SpacePi models into hybrid automata. Two use cases
- one considering the activation of a signaling path-
way and the other one concerning active transport in
cells - demonstrate our concept by making use of the
established analysis tools HyTech and HySat.

Keywords: conceptional modeling, spatio-
temporal modeling, biological data, mw-calculus, hy-
brid systems, model checking

1 Introduction

In the context of life science, intracellular processes
on a molecular level become of increasing interest, e.g.
(Polakis 2007, Thompson 1995). However, even with
the help of modern wet-lab techniques, a complete un-
derstanding of biomolecular systems is hard to obtain.
Therefore, biologists are supported on their investiga-
tions by deploying methods of computational model-
ing. To this end, the modeling needs to take spatial
information into account, because several processes
in human, i.e. eukaryotic, cells are strongly depen-
dent on the locations of molecules (Kholodenko 2006).
This is mainly due to the fact, that eukaryotic cells
are not just simple containers, but complex structures
that are crowded with molecules (Takahashi et al.
2005), see Figure 1. The subject of this work is to
present a modeling concept, that allows for the in-
vestigation of spatial effects in biomolecular systems.
As a first contribution, based on the process algebra
SpacePi (John, Ewald & Uhrmacher 2008), we define
a modeling formalism that can take various kinds of
spatial data into account but also avoids to require
data that is hard or impossible to collect - an essen-
tial point for a modeling approach, which is both,
meaningful and practical. We extend the SpacePi se-
mantics by labels similar to the labels known from hy-
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Figure 1: A neuronal cell under the fluorescence mi-
croscope: blue marks the cell core (nucleus), red a
species called [-catenin, a basic substance in neu-
ronal cells, and green microtubles, i.e. the skeleton
of the cell. Courtesy of Benjamin Bader, University
of Rostock.

brid logics (Areces & ten Cate 2006). Therefore, we
call our formalism Labeled SpacePi. The mw-calculus
allows for recursive definition of multiple parallel pro-
cesses and their possible interaction. In our setting,
we consider biological entities like cell or molecules for
which we use the general term agent. We use the con-
structs from the m-calculus to specify their behavior
and interaction. So, for each agent we obtain a pro-
cess term that can be arbitrarily complex. The whole
model of the biological system itself is also a big pro-
cess term, i.e. the parallel composition of all the terms
for the agents which can involve an arbitrary number
of recursive definitions and calls. The possible inter-
action of the agents depends on the spatial configura-
tion, like for example whether a neighboring agent is
within a reaction distance. Therefore we need to be
able to specify which subprocess of the process for the
whole model belongs to which agent and keep track
of this information throughout all recursive calls. To
this end, we use the labels for grouping and syntacti-
cally identifying subprocesses of a system that consti-
tute individual agents. We furthermore let the labels
carry the information on position and movement of
the agent. This allows for a clearer and more concise
presentation than the original semantics. We develop
a formal verification technique for a subset of Labeled
SpacePi. It considers a system’s entire set of possi-
ble evaluations and proceeds by constructing hybrid
system models (Alur et al. 1992). As it is a domain
of active research, we profit from the results achieved
in the field of verification of hybrid systems and can
make use of the existing tools. In this paper, we em-
ploy the bounded verification tool HySAT (Frénzle
et al. 2007) and the classical tool HyTech (Henzinger
et al. 2001). Finally, two use cases are given, that
illustrate the application of Labeled SpacePi to the



spatial modeling of intracellular processes. One fo-
cuses on the activation of the Wnt signaling pathway
(Polakis 2007) and the other on active transport in
cells.

For the spatial modeling of biomolecular systems, in-
put data is mainly provided in the form of molecule
locations, i.e. the spatial distribution of the differ-
ent protein sorts, including intra-cellular structures,
like membranes or microtubules. In this context, the
image analysis technique presented in (Zhao & Mur-
phy 2007) recently gained much attention. Based on
a set of microscopic images, it computes intracellu-
lar maps, i.e. spatial models representing sets of ob-
served cells. They deploy image processing techniques
(segmentation) to automatically obtain properties of
cells, which are used to generate clusters. The clus-
ter representatives form the actual spatial models.
Another technique, stemming from the field of mi-
croscopy, called Fluorescence Recovery After Photo-
bleaching (FRAP) (Meyvis et al. 1999), allows to ob-
tain diffusion constants that describe the spreading
of molecules. This is done by tagging the molecule of
interest with fluorescent agents, bleaching a circular
area with a laser beam of given radius, and measur-
ing the time for Fluorescence to recover in that area.
Databases provide the volumes of many molecules,
e.g. (Letunic et al. 2006), and different tools exist
for predicting the three-dimensional structure of pro-
teins, e.g. (Zuker 2003, Rivas & Eddy 1999). Thus,
a detailed image of intracellular space can be drawn
by combining data of different sources. By contrast,
only little information is given about the interaction
of proteins, i.e. their logical order is mostly only as-
sumed. Quantitative descriptions in the form of rate
constants are rarely given, because reaction constants
are hardly observable in experiments and although
important for the modeling only of marginal interest
for the biologists. Therefore, projects are planned
that shall investigate the deployment of computa-
tional methods to determine rate constants (Taka-
hashi et al. 2003).

The desired results of our modeling are statements
about the temporal development of the spatial dis-
tribution of molecules. In particular, it is the goal
to check, if, given some spatial topology, initial dis-
tribution of molecules, and logical order of reactions,
some observed spatial distribution of molecules can
occur at a certain point in time. By this means, ex-
isting hypotheses about the system under study can
be evaluated. Additionally, it shall be possible to ap-
proximate earliest time points of specific events, e.g.
a certain number of molecules reaches some location,
and thus to suggest new experimental settings.

Our modeling describes molecules as individuals of
certain size and shape with some starting position in
real space and some motion function. Reactions are
represented by interactions of individuals resulting in
new individuals, see Sec. 2. They occur whenever in-
teraction partners are sufficiently close. It is also pos-
sible to define sets of non-interacting molecules of the
same sort (multiplicities). In this way, model com-
plexity can be reduced, such that the analysis pro-
cess is less computational costly, an important point
regarding practicability, see Sec. 6. In order to intro-
duce obstacles that interfere with molecular motion,
e.g. membranes, interactions can be marked as ur-
gent, i.e. they are performed as soon as possible. By
contrast, all other interactions can occur but do not
necessarily need to. This allows for the approxima-
tion of stochasticity as e.g. the fact, that not every
collision of two molecules is leading to a reaction.
The paper is structured as follows: in Sec. 2, the
syntax and semantics of Labeled SpacePi is intro-
duced, including the concepts of obstacles and mul-
tiplicities. Sec. 3 presents the model analysis ap-

proach that makes use of a translation of Labeled
SpacePi into hybrid automata. In order to relate
Labeled SpacePi processes to the constructed hybrid
automata, a spatio-temporal bisimilarity is defined.
Furthermore, the Sec. contains a short introduction
to the verification tools HyTech and HySAT. These
are used in Sec. 4 for the analysis of the exemplary
models. In Sec. 6 an overview about related work is
given and Sec. 7 concludes the paper.

2 Labeled SpacePi

Our modeling formalism is based on SpacePi, which
is itself a derivative of the m-calculus (Milner 1999).
Therefore, it adopts the ideas presented in (Regev
& Shapiro 2002) for describing biomolecular systems.
Molecules are represented as concurrent processes and
reactions as communication channels, on which pro-
cesses can synchronize. Since communication in the
m-calculus is always performed by one sender and
one receiver, reactions are restricted to two reactants.
By contrast, there is no maximum number of prod-
ucts, since after communication, a process can pro-
ceed with any number of concurrent processes. Send-
ing and receiving on channel z is denoted by Z() and
x(). Tt is also possible to send and receive channels,
see Section 2.1. Concurrent processes are described
as Py | P,. In general, a reaction network

T12R1+R3:>P1+"'+Pn
r2i R+ Ry = Q1+ +Qy

can be described with three processes

Ry =71(0).(P1]...|Py), Ry = 72().(Q1] . .. |Qn)
Ry =71() +72()

where + denotes the choice of a process to participate
in one of two communications and P.(Q means that
P proceeds with (). Notice, that the mapping
from reaction networks to m-calculus models is not
unambiguous.

SpacePi extends the m-calculus, such that processes
can be associated with real space positions in two
(or more) dimensions. Movement functions describe
the motion of processes. Constraints can be defined
on communications, such that processes can only
synchronize if they are sufficiently close. Figure
2 shows a small example: Two processes C' and
S are located at some initial position (vg). The
movement function of C is defined to be circular.
Its radius f. describes the possible positions of C
in a subsequent time step. Similarly, S can locate
along f,. C and S can get close enough in order to
communicate on channel z (vy). Alternatively, C can
also move without communicating until it changes
its movement function (v}).

In this section, we refine SpacePi, such that pro-
cesses are now associated with shapes and have the
ability to transmit positions and movement functions
- a helpful feature as shown in Section 4.2. Addition-
ally, a new, more concise, semantics is given, which
makes use of labels as known from hybrid logics. Fi-
nally, concepts are introduced to describe membranes
(obstacles) and to represent molecule sets as single
individuals (multiplicities).

2.1 Syntax

The m-calculus employs the alphabet N, of channel
names. Channels can be used for communication
and also be communicated over other channels. As
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constraint fulfilled

Figure 2: Two processes C' and S moving in 2D space.
ps describes the possible positions of S at configura-
tion vg. f. and fs represent the possible future loca-
tions of the processes, respectively. v; defines a subse-
quent configuration, where C' and S can communicate
via z, as the corresponding constraint is fulfilled. v}
describes an alternative to vy, where C' changes its
movement.

an extension, Labeled SpacePi additionally incorpo-
rates the alphabets Ny of symbols of movement con-
straints, N, of symbols of position constraints, and N
of symbols of size constraints in order to assign spa-
tial parameters, i.e. positions, sizes, and movements,
to processes. The symbols in these alphabets are in-
terpreted by an interpretation ¢ which assigns a pred-
icate to each of the constraints. Positions and sizes
are predicates over coordinates in R™ and movements
are predicates over coordinates and their derivatives.

Example 1. Consider the agent S from Figure 2.
The predicate t(f;) = —1 < @? < 1 A ¢? = 0 specifies
that S moves with maximal velocity 1 in = direction
forward or backward and does not move in y direction.

Two agents can communicate over a channel if
their distance is lower than or equal the real number
specified by ¢ for this channel. To identify processes,
we use an alphabet N; of identification labels. The
union of all alphabets, that are assumed to be dis-
joint, is called AV, the alphabet of names. Processes
can exchange names of all these types.

Technically, we need to identify, which part of a pro-
cess definition is considered to form an agent with
an own identity, initial position, movement and size
and also to assign the corresponding spatial parame-
ters to it. To this end, we adopt the idea of labels,
which stems from the field of hybrid logics (Areces &
ten Cate 2006). The scope of the label defines, which
subprocesses “belong together” and the label itself
contains the corresponding parameters. We now de-
fine the syntax and semantics of Labeled SpacePi. We
first consider that one agent represents a single bio-
logical entity. Subsequently, we show how to extend
the model such that one agent can be interpreted as a
representative of a set of equivalent biological entities.

Definition 1 (Syntax). The set of Labeled SpacePi
processes is defined by

P .= ZW,PZ ’ P1 | P2 ’ va : (€P’
a;(i).P | op(p).P|as(f).P ’ as(s).P } A(a) |

m : P if P does not contain a label

where m; is an action, @ € N is a name and £ is a
boolean combination of (in)-equalities for defining the
interpretation. The names p € N, f € Ny, s € N

are symbols for a position, movement, and size con-
straint, respectively. A is a process identifier, and a
a vector of names. We assume that for each A there
is exactly one defining equation A(@) = P4 with the
corresponding number of parameters. An action m;
can be of one of the three following forms: Z(y), i.e.
send y over channel z, z(y), i.e. receive y over chan-
nel z, or 74, the silent timed action with ¢ € QU {oo}
indicating a delay of ¢ time units. The v operator is
used to create new names, i.e. bound names. Bound
names are subject to alpha conversion, such that it
is not possible to fix the interpretation ¢ for symbols
in beforehand. Therefore, we allow to put a defin-
ing (in)-equality £. For channels £ is a distance €
R+, for positions and sizes a set of predicates over
coordinates € R"™, and for movements a set of predi-
cates over coordinates and their derivatives. As labels
represent the identity of agents and the three spatial
parameters, we assume that they are 4-tuples having
the form m = [} /] where i € N is an identifier, and
[ €Ny, p e Ny, s €N are predicate symbols for the
three spatial parameters. To increase intelligibility, a
label is denoted by a symbol m, if we do not refer to
its components. The components of a label are mod-
ified using the apply operators a. E.g. the process
A2 m :vi € Niaj(i).ap(f).B | A creates a new
identifier ¢ and assigns it to ay(f).B. The af(f) ac-
tion then modifies the movement of the new agent B.
Due to the recursive definition, the process A can cre-
ate an unbounded number of new agents, each having
a movement function defined by f.

2.2 Semantics

The reduction semantics of a m-calculus process is
defined by a transition system, where each node is
a process term and each transition a possible evo-
lution. The definition is usually given in terms of
reduction rules. We adopt this technique. However,
in Labeled SpacePi, nodes not only contain process
terms but also information on the interpretation ¢ of
the predicate symbols from the alphabets Ny, N, and
N, the current position for each label, and a clock
for checking timeouts. In the two dimensional case,
we write the interpretation ¢ for position and size as
an inequality over the variables z and y and for the
movement as an inequality over the variables z, vy, T,
and y. The dotted variables represent derivatives.
We further write (a,b) € ¢(p) to denote that the pair
(a,b) satisfies the predicate ¢(p). ¢(p)(a,bd) refers to
the defining equality of ¢(p) in which the free variables
are substituted by a and b.
Example 2. Let [;)Cp«{f]v [;,{] be the labels of the
agents C' and S in Figure 2. Then, to specify that C
moves with a maximal velocity of 2, we use an inter-
pretation «(f.) = #% + ¢? < 2. With this definition
C has the nondeterministic choice in which direction
to move which is illustrated by the two dashed cir-
cles in Figure 2 representing two possible evolutions.
The property that C' is a disc with radius 1 is fur-
ther defined by ¢(s.) = 2% + y? < 1. Similarly, the
interpretation t(ss) = -1 <z <1A-1<y < -1
specifies that the agent S is a square of length 2. An
example of the specification of the initial position is
a predicate t(ps) = ¢ = 6 A0 < y < 6 fixing the z
position while allowing a nondeterministic choice over
the y position in a given range as sketched in Figure
2 by the rectangle surrounding S.

For each label m, we introduce three variables: a
timeout clock ¢,,, for the 7; action that is reset after
every reaction in which the agent is involved and two
variables x,,,y,, that represent a reference point for



the shape of the process that is identified by the label
m. The states of the transition system are composed
of a labeled process term P, an interpretation ¢, and
a real valued valuation v of the clock and the position
variables. We denote by v[c := a] the valuation that
coincides with v except that c is reset to the value a.

Similarly to the timed automata semantics
(Bengtsson & Yi 2003, Alur & Dill 1994), we dis-
tinguish two types of transitions. Delay transitions

2, model the elapsing of ¢ time units. Actions transi-
tions — arise from communication and other reduc-
tions and do not consume time. They correspond to
the reductions of the m-calculus.

The 7-calculus uses structural congruence rules for
the semantics definition. To handle the labels, we ex-
tend the structural congruence to let the labels dis-
tribute over parallel composition and restriction.

m: (P PR)=m:P|m: P
(I vaP=va 1] Pifx g {i, fp s}

Furthermore, we modify the rule for alpha conversion
and allow a bound name to be alpha converted to a
name of the same alphabet.

We now define the transition rules for Labeled
SpacePi. Every process can perform a delay tran-
sition where d time units elapse, the clock values are
increased by ¢, and the position changes according to
the predicate. This is captured by the following rule.

(P, t,v) LN

(P, i,v") (DELAY)

if v’ satisfies to following conditions:
1. v'(¢) = v(c) 4 ¢ for all clocks c,
2. for all positions x[%],y[;f] used in labels oc-

curring in P there are continuous differentiable
functions gb[ ][O ,0] = R and gﬁl[’, ][0 0] —

R such that the function (qi)[ f],qb[ n) +

{]
(v(x[ f]) v(y yg, g])) satisfies the predicate ¢(f) for
all points in (0,0) and (v'(z 2[; ]) V' (y UL, ]))
(

ps

(6,11(0). 6% 1 (0)) + (vl ). 0w, )

Intuitively, the function ((bgf f],gbz[’i f]) can be seen as
ps ps

one of the arrows depicting the actual trajectory of
the agent in Figure 2.

Example 3. Assume that process m, : S is at po-
sition (6,2), i.e. v(rp,) = 6 and v(ym,,) = 2, the
clock has the value v(¢,,) = 3 and the predicate for
the movement is —1 < & < 1A g = 0. If time pro-
gresses by 2 time units, denoted by a delay transition

(ms 2 S,1.0) % (m
at position (4, 2), i.e., v'(2,) = 4 and v (ym
the clock has value v ( m) = B.

A process m : 75.P waits 5 time units and can then
perform an action transition, such that it evolves to P
without consuming time. We use the clock valuation
v(¢m) to determine the elapsed waiting time of the
process m : 7¢.P. This is correct, as the clock is reset
after every reaction involving the process identified
by m and leads to the following rule:

: S, t,v"), the process can arrive
) =2and

(m:7. P4+ M,i,v) = (m: P, t,v[cy, :=0])

if v(ey,) =t (TAU)

Two sums labeled by my = [ /1] and my = [i2 /2]

can communicate over a common channel, if the dis-
tance between the represented agents is equal or

below the channel’s distance. The set of points
that are covered by the agent labeled m; is the set
of points satisfying the size predicate ¢(s1) trans-
lated by the current position of the reference point
(v(Zm, ), ¥(Ym,))- The set of points covered by agent
ms is defined analogously. The reaction rule reads:

(my :T(y).P1 + N1 | ma : 2(2).Py + Na,t,v)

(
— (m1 : P1 ‘ mo : P2 {y/z} s L,U/) (REACT)

if 3(21,91) : 3
t(s2) and ||(z

2,92 ) (Z1,51) € 1(s1) and (T2, Pa) €
0 ) (V(@m,), 0(Ym,)) = (2, 82) +
(v(xmz.)_v Ymy))|| < ¢(z) and where v/ = v[ey,, =

The condition formalizes the requirement that the
first and the second agent each covers one of two
points that have an euclidean distance that equal or
below the channel distance. Additionally, it resets the
corresponding clock after communication.

(7
)

Example 4. Consider two processes with the shape
of a square of size 1, ie., t(s) =0 <2 <1A0<
y < 1. Let the lower left corner of m; : a(b).A be
at V(T s Ym,) = (0,2) and of my : a@(c).B be at
V( Ty, Ym, ) = (0,3) and let the reaction distance ¢(a)
of the channel a be zero. Then both processes can re-
act to my : Allmy : B{%.} because they share the

point (0, 3).

The « operators modify the label while perform-
ing an action transition. This cannot be captured
by structural congruence as the clocks and positions
need to be updated accordingly. At first, we define
the af() operator for setting the movement.

([1] - ay

where v/ = v[c[tf/] = O,x[;gz} = w[ﬁ,f]’y[;ﬁ’] =

ps

(f).P,1,0) = ([;g“} . P.u,v") (APPL-F)

y[ f]], i.e., clocks are reset and the position of the
ps

process is copied and does not change. The rule for
the change of the identifier is similar:

(4]

where v/ = v[c[zg] = O,x[#] =T Y] y[;g]].

ai(@).P,u,v) — ([m . Pu,v")  (APPL-D)

The rule for the application of a new position a,(-)
ensures that the new position satisfies the predicate

u(p'):
([11] : ap(@).P, v, 0) = ([,

where v’(c[;nf}) =0, (v(z {mf]) U(i‘/[zlf} )) € u(p') and

v and v’ coincide on all other values. The ay(-) oper-
ator modifies the size component of the label, resets
the clocks and copies the position:

1 :Pu,v') (APPL-P)

([51] (). Py, 0) — ([;f:,} : Pu,v')  (APPL-S)
where v = wlepy) = 0] = L) S

pl

The semantics of the v operator corresponds to the
one of the m-calculus. However, in addition, Labeled
SpaceP1i also allows for the creation of new symbols for
position, movement or size constraints. These sym-
bols are interpreted by the function ¢. Concerning
this intuition, the v operator acts as an existential
quantifier, where the interpretation of the quantified



name can change. This is captured by the following
rule:

(mq : P,1,v) = (mg : P’ 1,0")
(vz:Emy: PJv) = (va:Ema: P 0)

(RES)
where ¢ and ¢/ coincide on all values except the value
of x and the value of x satisfies £. For the definition
of the parallel composition rule, we have to consider
the case in which the domain of the valuation v of
the composite process is larger than the domain of
the valuation v of a component:

(mq : P,t,v) = (mg: P’ 1,0")
(my:Plmsz:Q,1,0) = (ma: P [m3:Q,¢,0)
(PAR)

where v coincides with ¥ on all values from the domain
of v and v’ coincides with ¢’ on all values from the
domain of v’.

The last group of rules directly corresponds to the
original reduction rules of the m-calculus.

(m : A(2),1,0) = (m : Pa{*z},¢,0[c, :=0])

if A(Z) 2 Py (CALL)

(my: Pt,v) = (me: P'u,v),Q=P,Q =P
(vz.my : Q,t,v) = (va.mg : Q,1,0)
(STRUCT)

Remark 2 (Multiple dimensions). Although the se-
mantics is presented for the two dimensional case, its
generalization to more dimensions is straightforward
by adding variables and extending the valuation v.

2.3 Extensions

Obstacles When modeling biological phenomena,
the need arises to specify obstacles, which influence
and restrict the movement of agents. The first solu-
tion is to impose invariants on movement functions,
e.g. by specifying that a movement in z-direction
does not exceed a given threshold. However, this does
not allow for the representation of moving obstacles.
A different possibility is to model the obstacles by
agents that send a modified movement function to
the moving agents. However, this requires the trans-
mission of the new movement function and its appli-
cation to occur as soon as possible. Therefore, we
extend the model by the urgent transitions that must
fire on activation. In particular, we use the concept
of urgent channels as known from timed automata
(Bengtsson & Yi 2003). For the definition of their se-
mantics, we employ urgent transitions —,, as a third
type of transitions relation. The rules REACT and
APPL are modified to yield urgent transitions and
the composition rules are generalized accordingly.

A delay transition can only occur if no urgent tran-

sition —,, is possible, formally (P, ¢, v) LN (P,t,v+9)
only if there are no ¢’ < 4, ¢+ and P’,v' such

that (P, ¢,v) LN (P,t,v 4+ ¢") and (P,t,v +8') —
(P, /0.

For the rest of the paper, we assume, that all apply
transitions are urgent.

Multiplicities Up to now, we have focused on the
modeling of an individual agent, like one molecule.
However, it is possible to regard Labeled SpacePi
agents as representatives of an equivalence class of
non-interacting molecules, all exhibiting the same be-
havior (multiplicity). This helps to reduce computa-
tional costs of the analysis process, see Sec. 3, and

therefore raises practicability. We introduce multi-
plicities by attaching a further variable #,, to each
label m similar to the clock ¢, that denotes the num-
ber of represented elements. We use a predicate sym-
bol pu(#m , #.,) over the variable #,, for the old state
and the variable #/  for the new state to define evo-
lution of multiplicities. We extend ¢ to also yield the
predicate corresponding to the predicate symbol pu.
Like for the spatial parameters, we use an apply a.(u)
operator for setting the multiplicity predicate. The
semantics is given by the following urgent transition
rule:

(m : ae(p).Pe,v) = (m: Pey0’).  (APPLY-S)
where v and v’ coincide on every value except for
# and the predicate ¢(u) evaluates to true, i.e.,

(v(#m), V' (#m)) € ().

Example 5 (Circular distribution). Let an agent
start in point p representing n molecules, that dif-
fuse in all directions. A circular target of radius r
is located in distance d. The number of molecules
that will eventually arrive at the target can be ap-
proximated as follows: Consider the two tangent lines
to the circle passing through the starting point p.
The angle between both tangential lines is given by

2arctan(5). The fraction of the molecules arriving

at the target is therefore m~! arctan(%). Hence, the

number of molecules that will eventually arrive at the

target is approximated by the constraint p := #' =
arctan(§)

# ’ 2 .

3 Verification

In order to analyze Labeled SpacePi processes, we in-
troduce a translation into hybrid automata. Thereby,
we make use of the work that has been done in the
fields of automatic verification of hybrid systems, in
particular of the tools HyTech (Henzinger et al. 2001)
and HySAT (Frénzle et al. 2007).

3.1 Hybrid Automata

Hybrid automata have been introduced in (Alur et al.
1992) as an automaton model for describing the be-
havior of hybrid systems. Based on finite automata,
timed automata (Alur & Dill 1994) are equipped with
real valued clocks that guard transitions. This idea is
generalized by hybrid automata. Instead of clocks, a
set of real valued variables is used. The evolution of
the variables is guarded by differential equations that
are associated to the states (also called modes) of the
hybrid automaton.

Definition 3 (Hybrid Automaton). We fix a set
X = {z1,...,z,} of real valued variables. A hy-
brid automaton A over X as defined in (Henzinger
et al. 1998) is a directed multigraph (Va,E4). The
states are called control modes and the transitions
control switches. To each state an invariant, i.e. a
guard on the variables, and an activity, i.e. a guard
on the derivatives of the variables, is assigned, that
are usually written as (in-) equalities. Activities are
also called flow conditions. The transitions of hy-
brid automata are guarded by predicates over the free
variables X U X’ where € X denotes the value be-
fore the transition and z’ € X’ the value of the same
variable after the transition. Furthermore, events for
synchronization can be assigned to transitions. The
semantics is defined in terms of a transition system,
whose states are pairs of control modes and valua-
tions of the variables. As for timed automata action
and delay transitions are used.



3.2 From Labeled SpacePi to Hybrid Au-
tomata

We construct a hybrid automaton for a Labeled
SpacePi process by computing the state space. To
keep track of timeouts and the spatial positions of
each movement unit, we introduce three variables and
define flows and transition guards accordingly.

Construction of the Hybrid Automaton Let P
be a Labeled SpacePi process and ¢ be a name inter-
pretation. The state space of the corresponding au-
tomaton is the set of process terms modulo structural
congruence that are reachable from an initial state P
according to the Labeled SpacePi semantics. For each
label m occurring in the transition system, we intro-
duce a clock ¢, for handling timeouts. Additionally,
the two variables x,, and y,, are defined to capture
the actual position of the process that is identified by

the label m. For the transitions — of the hybrid au-

u

tomaton, we split the guards of the Labeled SpacePi
semantics into a condition ¢, which must evaluate to
true for the transition to fire, and an update state-
ment v defining the new values. This notation is also
used by the tool HyTech. The definition of the tran-
sitions is inductive, similar to the definition of the
Labeled SpacePi semantics.

To represent a delay in the hybrid automaton, we
use the clock ¢, corresponding to the location of
the waiting process. The automaton can perform the
transition if the clock reaches the timeout value. Af-
ter that the clock is reset.

m:Tt.P—i—Mﬂ)m:P

Cm 1=
To encode the reaction, we add the constraint on the
variables as the guard and reset the corresponding
clocks.

my : T(y). Py + N1 | ma : 2(2).Py + Na

%m1:P1|m2:P2{y/Z}

where ¢ = (s1)(Z1,71) A t(s2)(Z2,72) A ((Z1,71) +
(T Ymr) — (T2, 02) + (Tmy» Yms,))? < 1(r)? and u =
¢, = 0,¢,, = 0. The notation «(s)(Z,7) denotes
the predicate, i.e., the corresponding (in)-equalities,
in which the free variables are substituted by (Z,g).
The rules addressing the application operator mimic
the semantics and reset the corresponding clocks.

pPSs

[ 4] :ap(f).P —— [f} P

where u = c’[,v, n= 0, L(p)(x[i 115Y; f})
L] aus)P —— (|31 ]  P)
1]
Calling a process identifier does not have a condition
but resets the clock. This is necessary because the

defining equation can start with a 7, prefix.

m: A(Z) Zn—;o% m: Pa{*/s}

if the identifier A is defined by A(Z) = Pa. The last
rules are needed for the inductive definition to handle
parallel composition, the new operator and structural
congruence.

my:P—yma: P’ m1:P—rms: P’ ,Q=P,Q'=P’

Y

(m1:P|m3:Q)%>(m2:P/|m3:Q)7 mle?mQ:Qﬂmg:Q

mpP%)mg:P'

/7
~ ¢ ~
my:veP—>mo: P’
u

For the v operator, the condition ¢’ is obtained
from ¢ by removing the conditions involving the sym-
bol z, thereby realizing the existential quantification
of the symbol z regarding the interpretation ¢. Fur-
thermore, after constructing the state space, we en-
sure by alpha conversion that the set of bound and
the set of free names are disjoint.

The activity is the same for all states. Each clock c[; 1]

has a derivative of 1 and for each pair of variables
[0 Y[ 1] We add the corresponding (in)-qualities
i

i
t(f). Furthermore, to minimize the model we reduce
the number of variables by reusing them when trans-
lating into the language of a model checker.

3.3 Spatio-Temporal Bisimilarity

The w-calculus is known to be turing complete. This
clearly also holds for Labeled SpacePi being an exten-
sion of the m-calculus. It follows especially that the
set of processes that are reachable by reduction does
not need to finite. So, to ensure that the construc-
tion defined above yields a hybrid automaton with a
finite set of states, we therefore need to consider a
restricted set of processes for which we can be sure
that the set reachable processes is finite. Otherwise
the result would not be a hybrid automaton.

In (Dam 1997), Dam defines finite control -
calculus processes as processes that do not involve
parallel composition under recursion and for these
processes the set of reachable states is known to be
finite. We adopt the notion of finite control for La-
beled SpacePi and sketch that also for finite control
Labeled SpacePi processes the set of reachable states
is finite. This ensures that for the finite control La-
beled SpacePi the construction above yields a finite
state hybrid automaton. Furthermore, we have to
ensure that the hybrid automaton has the same be-
havior as the Labeled SpacePi process, i.e., the con-
struction is correct. To this end, we have to for-
malize the notion of the same behavior considering
also time and space and do this by defining (strict)
spatio-temporal bisimilarity. For this definition, we
refine the standard notion of bisimilarity to cope with
time and spatial positions of processes. Subsequently,
we state the correspondence theorem relating the La-
beled SpacePi process and the hybrid automaton and
provide a proof sketch.

Definition 4. Let V; and V5 be two finite sets of real
valued variables. Let further 77 = (Q1 X RVl —1)
be a transition system, where the states are pairs of
states from (J; and a valuation of the variables in
V1. Let further Tp = (Q2 X RIV2l, —9) be a transition
system, where the states are pairs of states from Qo
and a valuation of the variables in V5.

A pair 0 = (05, 0,) is a spatio-temporal simulation
if there are constants Ay, ... Ay, and by, ... b}y, such
that the following conditions are met:

1. 05 € (Q1 x RMI) x (Qa x RIV2lY is a relation on
the states.



2. 0, C Vi x R? x V, is a relation on the variables
involving a translation.

3. (s1,v1)04(82,v2) and vy (1) = Ava(z2) + b for all
(x1,A\,b,22) € 0, and (s1,v1) — (s}, v]) implies
that there is a (s}, v) with (s2,v2) — (85, v5),
(1, 01 )rs (s u1), and ] (z1) = Avh(zz) + b for
all (x1,,b,22) € gy

A simulation is strict iff o, € V7 x {1} x {0} x
Va. A simulation o = (0s,0,) is a spatio-temporal
bisimulation if o' = (071, 0, 1) with (29, \,b,71) €

oy Viff (1,271 —b,22) € 0y,

Note, that this definition considers a 74 statement
to be observable from the outside. Using this defi-
nition, we can relate the Labeled SpacePi process to
the corresponding hybrid automaton.

Theorem 5. Let P be a finite control Labeled
SpacePi process, i.e., a Labeled SpacePi process not
involving parallel composition under recursion and let
¢ be an interpretation of the names. Let further R
be the set of states reachable from P modulo struc-
tural congruence and let A by the hybrid automaton
constructed as described above. Then the transition
system for the semantics of P and the transition sys-
tem for the semantics of the hybrid automaton A are
strictly spatio-temporal bisimilar.

At first, we show that the set of reachable states by
the reduction relation is finite. Starting with a finite
control Labeled SpacePi process @), we construct a -
calculus process P by removing labels, and replacing
the o and 74 operators by 7 prefixes. It is easy to see
that the state set of the hybrid automaton is a subset
of the set R = {P’ | P —* P'}/ = of m-calculus terms
reachable by reduction from P modulo structural con-
gruence. The 7w-calculus process is furthermore finite
control by construction. From Montari and Pistore’s
result (Montanari & Pistore 2001) follows that every
finite control process P is also finitary and therefore
the set R must be finite. Therefore, the state space of
the hybrid automaton is finite. As the construction
of the guards of the automaton encodes the Labeled
SpacePi semantics, it is clear that the semantics of
the automaton and the process are strictly bisimilar
related by the identity on the states and the variables.

Urgency Urgencies can be modeled by introducing
the negation of the conjunction of all guards for the
outgoing transitions as an invariant plus the bound.
For example if the outgoing edge has guard x <=5
then the invariant is © >= 5. The case x = 5 must
be allowed, because the transition does not consume
time and the invariant must be satisfied when the
transition takes place. However, in tools, invariants
are normally required to be convex, i.e., if the invari-
ant is satisfied when entering and leaving the state, it
must also be satisfied at all time points in between.
Thus, e.g. for an invariant of the type z < aVy <b
which is not convex, the state must be duplicated,
one having the invariant x < a and the other y < b.

3.4 Verification Tools

HyTech is the classical tool but is restricted to the
checking of linear hybrid automata, having only con-
junctions of linear guards as flow conditions. Starting
from a given state of the automaton and a linear con-
junction of conditions on the initial values of the vari-
ables, it iteratively computes the possible successor
states. Since this is a semi-decision procedure, ter-
mination is not guaranteed. Additionally, the tool is
very sensitive to the number of variables. However, in
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Figure 3: A simplistic illustration of the arrival of
Wnt3A molecules at an LRP6 receptor.

contrast to the bounded model checking tool HySAT,
analysis is not limited to a predetermined number of
steps, such that the entire space of reachable states
can be explored.

HySAT is a bounded model checker that combines
a SAT solver with a solver for real arithmetics. Its
main advantage is that it can handle more variables
than HyTech. As it turned out in experiments, it is
also faster and thus more suitable for analyzing larger
systems with more agents. Furthermore, HySAT of-
fers a richer language for specifying arithmetical con-
straints, including e.g. trigonometric functions. Yet,
analysis results only consider a bounded number of
state transitions. However, we believe that bounded
model checking is well suited for the analysis of biolog-
ical systems, where observation time is naturally lim-
ited. In HySAT, the discrete state space and the tran-
sition relations are encoded in boolean formulae and
the continuous behavior in arithmetical constraints.
The SAT approach creates boolean variables for ev-
ery step of the automaton. HySAT is able to deter-
mine whether a state is not reachable within a given
number of steps. However, if it determines that a
given state is reachable, this result is only an approx-
imation depending on the accuracy of the arithmetic.
The tool provides intervals for each real valued vari-
able in which a satisfying valuation is expected to be
found.

4 Examples

This Sec. gives two examples for Labeled SpacePi
models and their analysis. The first example, which
describes an initial step of the activation of the Wnt
signaling pathway, focuses on the integration of avail-
able biological data and the handling of multiplicities.
By contrast, the second example, a model of active
transport in cells, is not based on biological data. Its
purpose rather on presenting the treatment of process
communication. In the lines of Sec. 3, the two tools
HyTech and HySAT are used for model analysis.

4.1 Activation of the Wnt Pathway

Signaling pathways are reaction networks that relay
signals from the cell membrane to the cell core (nu-
cleus) leading to changes in gene expression, see e.g.
(Gomperts et al. 2002). In life science, they are of ma-
jor interest, since they play a key role in the cure of
e.g. cancer or Parkinson’s disease. An important step
in the Wnt signaling pathway is its activation by the
arrival of Wnt3A proteins at LRPG6 receptors. In the
following, a simplistic model of this event is described,
see Figure 3. It illustrates the concept of composing



//channels
stop: 0.0
//movements
stay := %2432 =0
mov := %2432 < 4000 //4000 = diffusion constant
//positions
posy, := x=0 A y=0
posw = =25 < x <25 ANT725 <y < 775
//shapes
shaper, == 0 < x < 31.628 A 0 < y < 445.49
shapew := x2+y? < 15.8142 //circle, radius = ryy
//multiplicities
pi=# = #arctan(mr )1
//processes
Wnt3A (stay) £
ap(posyy ).as(sizew).ar (mov).stop().ce(p).a g (stay) . Too
LRP6() £ ap(posy,).as(sizer,).af(stay).stop(). LRP6()
//initial process
(m1: ac(# = 100).Wnt3A(stay) | ma: LPR6())

Figure 4: A simplistic Labeled SpacePi model of the
arrival of Wnt3A at LRPG.

and analyzing Labeled SpacePi models, based on a
given set of biological data.

The model is given in Figure 4. Wnt3A is represented
by the process Wnt3A. Wnt3A first applies an initial po-
sition and size and then performs the diffusive motion
mov until it reaches LRP6, where it stops. The arrival
of Wnt3A at LRP6 is signalized by synchronization on
the channel stop.

The data to be integrated into the model are: the
volumes and shapes of molecules, their positions and
diffusion constants, and their numbers. Positions
and shapes are defined by boolean combinations of
(in)-equalities over the considered spatial dimensions.
They are bounded by the molecules’ possible loca-
tions and their volumes, respectively. For Wnt3A we
consider the volume Vi = 1.6566 % 10* nm? and for
LRP6 Vi, = 3,5281 % 10° nm? (provided by (Letunic
et al. 2006)). Because of folding processes the shapes
of proteins need to be defined for each model indi-
vidually. As Wnt3A is about 20 times smaller than
LRPG, its shape has rather little impact, such that
it is abstracted as a sphere. We assume that, as a
receptor, LRP6 is rarely folded. Thus, it is repre-
sented as a cylinder. To simplify, the radius of LRP6
is set to rp = rw = 15.814 nm, yielding the height
hp = 445,49 nm. Additionally, we reduce the system
to its two-dimensional projection. Molecular motion
is defined by combinations of (in)-equalities over the
considered spatial dimensions and their derivatives,
which are upper bounded by diffusion constants. For
Wnit3A, we assume the diffusion constant Dy, = 4000
nm? /s, which is a common value for intracellular mo-
tion. Molecule numbers are mapped to multiplici-
ties, see Sec. 5. In the initial process, the number of
Wnt3A molecules is set to 100.

4.1.1 Analysis Using HySAT

We choose HySAT for analysis as this tools offers
a richer variety of built-in mathematical functions.
Bounded model checking is sufficient to explore the
whole state space here as the hybrid automaton has
only two states and no loops. In the following, we first
discuss the HySAT model resulting from the transla-
tion. This also sheds additional light on the trans-
lation method in general. Subsequently, we demon-
strate how HySAT can be used to analyze the model.

We exemplify the translation from the Labeled
SpacePi process into the input language of HySAT
by the snippet presented in Listing 1. The input of

HySAT is a transition system. The nodes are val-
uations of boolean and real variables. The transi-
tion system is defined by a set of boolean formulae
over the variables, where the unprimed version cor-
responds to the valuation in the source state of the
transition and the primed version to the valuation in
the destination state. To encode a hybrid automaton,
we introduce one transition for every control switch
of the hybrid automaton and one transition for the
flow. In the run of a hybrid automaton every con-
trol switch is followed by a flow and vice versa. We
employ the boolean variable jump to indicate that
the next transition is a control switch. Accordingly,
ljump indicates a flow. HySAT automatically gen-
erates the corresponding expanded boolean formula
from this specification.

We now discuss the model of our example in more
detail. The discrete state space of the hybrid au-
tomaton has two states, init and stop. The state init
represents the system before and the state stop after
the communication on stop. The continuous state
space is defined by the variables corresponding to the
label m4 of the Wnt34, i.e. zml, yml representing the
spatial position, and the clock cm1. More precisely,
the variables xm1, ym1 denote the center of the circle
of Wnt3A. We further use auxiliary variables for the
definition of the transitions and flow conditions.

The flow condition (flow) defines how the contin-
uous variables evolve while the system is in the init
state. This flow represents the movement of Wnt3A to-
wards LRP6. In the HySAT model, the flow condition
is indicated by the !jump condition in the premise
of the implication. The condition eml’ = eml + dt
defines that the clock em1 advances by dt. The move-
ment of the Wnt3A in = and y direction corresponds
to the variables dx1 and dyl, respectively. The con-
straint (drlxdxl+dyl*xdyl)xpi <= DW %dt ensures
that Wnt3A can at maximum proceed according to the
diffusion rate DW. The variable m1lcount models the
multiplicity.

The jump condition, indicated by jump, defines
the discrete state transitions. The second formula
encodes that stop is the only possible successor of the
state init. The third formula defines the transition
from state init to state stop when Wnt3A and LRP6
communicate over stop. This transition can only
occur if there is an overlapping of the participants.
Formally, this requires one point (zsm2,ysm2) inside
LPR6, defined by conditions (il) - (i4), that is equal
to a point (xzsml ,ysml) inside Wnt3A. The equal-
ity condition is formalized in (el) and (e2), whereas
Condition (i5) specifies that the point (zsml, xsm2)
is inside Wnt3A. Conditions (al) and (a2) calculate the
constraint on the multiplicity similar to the approach
shown in Example 5.

(!jump and init —>

init > and cml’ = cml 4 dt and xm1’= xml — dx1 and
ym1l’= yml — dyl and (dx1*dx1l + dylsdyl)*pi<=DWsdt
and mlcount’ = mlcount); —— ( flow )

(jump and init —> stop’);

(jump and init and stop” —>
xsml = xsm2 ——
and ysml = ysm?2 ——
and xsm2 > xiLPR —— (i1)
and ysm2 > yiLPR —— i2)
and xsm2 < (xiLPR + xsLPR) —— (i3)
and ysm2 < (yiLPR + ysLPR) —— (i4)
and (xsml — xm1)"24(ysml — ym1)"2 <r
and cm1l’=cml4dt

and sin(angle) *(yiW—ysLPR) = rWsxcos(angle) —— (al)
and mlcount’spi=anglexmlcount ); —— ( a2)

Listing 1: Snippet of HySAT Specification

——
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Figure 5: Active transport in SpacePi - P produces
molecules M that move along static parts S.

//channels

trans: 0

//constants investigated in analysis Sec.

tg = ceey tp = ...

//shapes

shapey := x2+y? < 0.52 //circle, radius = 0.5

shapeg := x?+y? < 0.52 //circle, radius = 0.5

//movements

my = x=1, y=1

mg = %=1, y=—1

mg = x=1, y=0

//processes

M() £ trans(m).a s (m).M()

S(m) £ trans(m).7¢g.S(m)

P() = 7ip . (P()|vm.cr (m).ap(py)-a s (ms). M())

//initial process

mi:(ap((0,0)).P()]ap((4,1)).5(ma)|
ap((4,5))-S(mu)|ap((6,1)).S(mq))

Figure 6: A Labeled SpacePi model of active trans-
port

We are interested in the timing behavior of the
system. The goal is to establish a bound on the time
of the interaction at LPR6. To this end, we define
the target property that the state stop is reached and
the clock is below a given value and let HySAT check
this property for our model. Iteratively decreasing
the given value for the clock in the target property,
reveals that HySAT cannot find a solution in which
Wnt reaches LRP6 in 17 seconds. However, for 18 sec-
onds it can find a solution. The analysis further yields
that on the long run 1.5% of Wnt will eventually reach
LRP6. Using different constraints for the movement
function or the constraint on the multiplicity, more
specialized models of diffusion, e.g. with the Fick-
Equations, can be modeled and analyzed in Labeled
SpacePi. This is, however, outside the scope of this

paper.

4.2 Active Transport

The term active transport addresses different sorts of
molecular motion that are performed against concen-
tration gradients and thus enable cells to overcome
equal molecular distributions. The form of active
transport, we focus on in this example, refers to the
motion of molecules along fixed intracellular struc-
tures, like microtubules, by consecutive binding to
structure parts under energy consumption. It is sig-
nificantly faster than diffusion and thus leads to an
acceleration of ongoing intracellular processes. The
main purpose of this example is to illustrate the use
of abstraction as part of the analysis process.

Figure 5 shows the basic principle of the model. The
shapes of all molecules are abstracted as circles, since
the included values are not related to experimental
data. Processes that represent moving molecules,
called M, start at process P and move along static pro-
cesses S, abstracting the structure parts. M moves be-
tween two S processes by receiving the needed move-
ment function from the first S to reach the second
one.

Figure 6 reveals more details about the model. The
three movement functions describe the movement of

M to an S above it, underneath it, and to its right,
respectively. Instances of M are produced by P with a
delay of tp. M moves from one S to the next, by re-
ceiving the appropriate movement function on trans.
In order for M and S to communicate, the arrival time
between two M at S has to be greater tg, as denoted
by 7t The impact of tg and tp on the model is
investigated in the analysis Sec. below.

4.2.1 Analysis

To illustrate the treatment of process communication
in more detail, we analyze the interplay of the con-
stants tp and tg defining the frequency with which
new agents can be created at P and the time it takes
at each location S to handle one molecule. For a con-
cise presentation of the example, we focus on the first
instance of S located at (4,1) and check whether it is
possible that a M does not synchronize at this loca-
tion. To obtain a finite state hybrid automaton, we
underapproximate the system behavior by fixing the
number of M. This is further justified as due to the tp
delay, there can always be only a finite number of M
between P and the first S. For conciseness, we choose
to analyze two M.

HyTech The construction of the HyTech model
from the Labeled SpacePi process is very similar to
one presented in Sec. 4.1.1. However, HyTech can
only check hybrid automata in which the guards are
conjunctions of linear inequalities. Therefore, we ab-
stract the reaction radius by a rectangle. Listing
2 shows a snippet of the HyTech specification. In
HyTech, the hybrid automaton can be specified di-
rectly. The keyword loc precedes the definition of a
location (state). The while invariant do flow state-
ment defines the state invariants and flows in which
the first derivate of a variable xm is denoted by dxm.
The mode switches are defined by the statements of
the form when condition do set variables goto target
state.

We now turn to the model. The state LI rep-
resents the configuration where the first M has been
released from P. The convex invariant 4 — xml >=
distT & cml <= tP in line (1) ensures a transition
as soon as either the first M labeled m1 arrives at po-
sition S or the P process has completed the waiting
time. The second line encodes the movement function
my for the first M. In this expression terms dx denote
the time derivate of the variable z. For the transition
from state L1 two cases have to be distinguished. The
first case (3) is that the timeout of P occurs first and
the second case (4) is that the reaction occurs first.

To find out if one M does not interact at the first
S, we check whether the variable xm?2 associated with
the label of the second instance of M can reach a value
right of S. This is sufficient as we only consider one
S for the analysis. The requirement is fulfilled if the
time tp is much lower than the reaction time tg at
the first S such that the second M passed the inactive
S. But it turns out that this can also occur if tp is
higher than initially expected which is due to the fact
that the first M going down after the reaction with
S can react a second time at the same S if the delay
time is smaller than the time for the molecule to leave
the reaction radius of S. This is a result which is not
directly obvious from the model.

The experiment shows, that the use of abstraction
is crucial as HyTech is otherwise not able to analyze
the whole state space. Abstraction removes poten-
tially unreachable or irrelevant states. Due to space
limitations, abstraction techniques are not discussed
in this paper. Similar to the previous example, the



tool HySAT was also used for the analysis. It pro-
vided similar advantages as discussed above but does
not explore the whole state state. Details have to be
omitted due to space limitation.

loc L1: while xpl — xml >= distT & cml <= tP wait ——
(1)

{dxml = xmstr , dyml = ymstr, dxm2 = 0, dym2 = 0}

-—

when cml = tP
do {cml’ =0, xm2’ = xp0 , ym2’ = yp0}

goto L2; —— (3)
when xpl — distT <= xml & xml <= xpl + distT & ...
do {cmpl’=0} goto L3; —— (4)

Listing 2: Snippet of HyTech Specification

5 Query Logic

Up to now, we have introduced the modeling language
Labeled SpacePi and demonstrated the application on
two examples. The queries used to analyze the system
were developed ad hoc and considered the question
whether there is evolution of the system that can lead
to a specific state. Such properties are called liveness
properties.

In this section, we will mainly focus on safety-
properties, i.e., properties that something bad cannot
happen in all possible evolutions of the system. These
properties are dual to liveness properties. We give a
general solution and introduce a query logic for ex-
pressing the biological properties similar to (Fages &
Rizk 2008). We further discuss how it can be checked
if a biological Labeled SpacePi model has a property
defined in this logic and following the ideas of (Fages
& Rizk 2008), we choose a linear time logic.

The atom formulas in our query logic specify a sys-
tem state at a certain point in time, like the distance
of two molecules, their velocities or numbers. To this
end, we use arithmetical equations or inequations F
over the variables corresponding to the labels as atom
formulas ( like ¢y, Ty, Ym ). The atom ., — Ym, < 3
for example specifies a state in which the agent with
label m; and the agent with label mo have an dis-
tance in a-direction below 3. The semantics of an
expression F depends on the valuation v of the vari-
ables and we write v |= E iff the valuation satisfies
the expression.

The formulas are built using the usual boolean
connectives and the LTL operators. The boolean con-
nectives are conjunction A, disjunction V, and nega-
tion —. The LTL operators as in (Fages & Rizk 2008,
Clarke et al. 1999) are next state f (Xf), eventually
f(Ff), always f (Gf), and f until g (f U g).

The property that an agent m, never reaches a
target m; would be expressed by

Fs = G(rm, # Tm, V Ym, 7 Ym,)

Let P be an Labeled SpacePi process term and let
—, % the transition relation defined by the semantics.

Consider the following transition relation =20
abstracting from the delay transitions. A path o =
(Po, to,v0)(Py1,t1,v1) ... is a sequence of states linked
by =, ie., Vi: (P, 0,v5) = (Pig1, tig1, Vig1)-

We define then that o = (Py, to,v0)(P1,t1,v1) - -

true Tm, = Tmy
A Ymag = Ymy

Figure 7: Automaton for —F

satisfies F', denoted by ¢ = F inductively as follows
g |: F = 120} }: E

ok XF < (P1,t1,v1)(Pa,t9,19)... E F
o =FF << 3i:(P,u,v)...=EF
ocEGF < Vi: (P,u,v;)...EF
ok FUG < Fi: (P,,v)... EG

VOSkSiZ(Pk,Lk,Vk)...':F

and the definition of semantics for conjunction, dis-
junction and negation is defined as usual. A state
(P,t,v) satisfies a formula F iff all paths starting in
this state satisfy F. The logic is compatible with the
notion of spatio-temporal bisimilarity as stated by the
following proposition.

Proposition 6. Let (Pi,t1,v1) and (Pa,t2,12) be
strictly spatio-temporal bisimilar and let ' be an LTL
formula, then (Py,i1,v1) E F iff (P, 2,12) E F.

Using the technique in (Clarke et al. 1999), we can
construct an automaton A accepting all paths that
do not satisfy F'. For checking a safety-property, this
automaton can be translated into the HySAT repre-
sentation and analyzed by bounded model checking if
an accepting state is reachable. Consider the safety
property above, the negation is F(2y,, = Tm, AYm, =
Ym,) and an automaton accepting all paths that sat-
isfy this formula is sketched in Figure 7. We run the
automaton in parallel with the model of the biolog-
ical system. If the final state ¢; cannot be reached,
we can be sure that there is no path satisfying —Fj,
so all paths satisfy Fs. The bounded model checking
with HySAT can check whether the state g; is reach-
able in a bounded number of steps. Thereby we can
establish that the biological model satisfies F for all
path of a given bounded length.

This bounded model checking approach does not
work for liveness properties. The negation of a prop-
erty that a all paths eventually satisfy F is that there
is no path that always satisfies —=F which cannot be
established if the state space is only explored up to
a bounded depth. However, some of these properties
can be checked directly as shown in the two example
case studies.

6 Related work

Different approaches have been applied to spa-
tial modeling.  Differential equations support a
population-based view on systems, where species con-
centrations are of interest. Thus, detailed informa-
tion about individual molecules and their locations
cannot be taken into account. Various concepts base
on space discretization (Elf & Ehrenberg 2004, Regev
et al. 2004, Cardelli & Gordon 1998, John, Lhous-
saine, Niehren & Uhrmacher 2008), i.e. they as-
sume sub-volumes in which molecules are equally dis-
tributed. Instead of continuous functions, these ap-
proaches make us of reactions to describe movements
as events that lead to position changes. Therefore,
the process definitions of the Wnt pathway example

would read in e.g. stochastic Pi like Wnt3A() =



stop().7oo, LRP6() = stop().LRP6(). Thereby,
the interaction on stop denotes that Wnt3A() has
fulfilled its movement from its initial position to
LRP6(). This more abstract view hampers the mod-
eling of important spatial effects in cells, like molecu-
lar crowding (Takahashi et al. 2005), where molecular
motion is constrained by limited space. Additionally,
methods that assume sub-volumes require reaction
rate constants, that are in general not at hand and
hard to estimate in case of complex systems. Molec-
ular and Brownian Dynamics, e.g. (Takahashi et al.
2003), provide a very detailed view on systems. How-
ever, their computational costs for large systems are
too high to cover the normal time scale of wet-lab ex-
periments spanning several hours.

Multiple approaches for the model checking of biolog-
ical systems exist, e.g. (Ciocchetta & Hillston 2008,
Calzone et al. 2006, Heath et al. 2008, Batt et al.
2005). However, they only consider spatial informa-
tion in form of compartments and do not take protein
locations and shapes or intracellular structures into
account. The spatial logics model checker (Vieira
et al. 2005) allows for the checking of a subset of
m-calculus specifications. Yet, it does not consider
physical space. Other, more recent developments for
checking the m-calculus (Meyer et al. 2008) use meth-
ods for Petri Nets. The tool MoDiShCa (Quesel &
Schéfer 2006) verifies physical mobility of systems. It
translates a Shape Calculus (Schéfer 2007) specifica-
tion into monadic second order logic and uses a tool
for this logic as verification back-end. However, the
specification of the system is declarative in a logic,
it does not allow for communication of positions and
movements and the verification in MoDiShCa is lim-
ited to discrete time and finite space.

There are also several approaches that extend process
algebras for the modeling of hybrid systems, like the ®
calculus (Rounds & Song 2003). However, as they do
not provide built-in support for describing mobility,
positions and movements have to be encoded. De-
veloped for the modeling of satellite communication,
J. C. M. Baeten and J. A. Bergstra introduce the Real
Space Process Algebra in (Baeten & Bergstra 1991),
where communication has a three or four dimensional
position. Yet, this approach neither considers the
movement of processes nor provides automatic ver-
ification.

7 Conclusion & Outlook

In this paper, we introduced Labeled SpacePi, a
formalism for the modeling of time and space in
biomolecular systems, which is tailored to the avail-
able knowledge and data. It refines the former work
in (John, Ewald & Uhrmacher 2008) by a more con-
cise reduction semantics that makes use of labels as
known from the field of hybrid logics. We believe
that the idea of using labels in process algebra can be
beneficially applied to other purposes, e.g. to spec-
ify in a m-calculus logic that agents share a common
name. Furthermore, Labeled SpacePi provides the
concept of multiplicity, i.e. sets of non-interacting
can be represent as single processes, which helps to
lower computational costs of model analysis. The pre-
sented approach for model analysis considers a sys-
tem’s entire set of possible evaluations and is based
on a translation from Labeled SpacePi to hybrid au-
tomata. The advantage of having such a translation
is that Labeled SpaceP1i allows for a simpler modeling
of biological systems than hybrid automata. This is
because, several concepts of Labeled SpacePi cannot
be directly expressed in hybrid automata, e.g. the
transmission of movement functions from one agent
to another or the creation of new independent agents

using the v operator. They can only be encoded by
building a single complex hybrid automaton for the
entire system yielding high modeling effort. By defin-
ing a spatio-temproal bisimilarity, we were able to
relate Labeled SpacePi processes to the constructed
hybrid automata. We applied our approach to two
use case studies, addressing the activation of the Wnt
signaling pathway and active transport in cells, and
presented how properties of Labeled SpacePi models
can be derived using the established tools HyTech and
HySAT.

Regarding future work, we would like to extend the
logic for specifying system properties of biological sys-
tems, especially with regard to spatial phenomena.
Another goal is to further lower the computational
costs of the analysis process by additional abstrac-
tion techniques for obtaining state finite systems with
finitely many variables. Furthermore, we would like
to investigate how recent results on 7-calculus verifi-
cation like (Meyer et al. 2008) can be used for Labeled
SpacePi.
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