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Stochastic integration with respect to multifractional Brownian

motion via tangent fractional Brownian motions

Erick Herbin ∗ Joachim Lebovits ∗§ Jacques Lévy-Véhel ∗

December 20, 2011

Abstract

Stochastic integration w.r.t. fractional Brownian motion (fBm) has raised strong interest in recent years,
motivated in particular by applications in finance and Internet traffic modelling. Since fBm is not a
semi-martingale, stochastic integration requires specific developments. Multifractional Brownian motion
(mBm) generalizes fBm by letting the local Hölder exponent vary in time. This is useful in various areas,
including financial modelling and biomedicine. The aim of this work is twofold: first, we prove that an
mBm may be approximated in law by a sequence of ”tangent” fBms. Second, using this approximation,
we show how to construct stochastic integrals w.r.t. mBm by ”transporting” corresponding integrals
w.r.t. fBm. We illustrate our method on examples such as the Hitsuda-Skohorod and Wick-Itô stochastic
integrals.

Keywords: Fractional Brownian motion, multifractional Brownian motion, Gaussian processes, white noise
theory, Wick-Itô integral, Hitsuda-Skohorod integral.

1 Introduction and Background

Fractional Brownian motion (fBm) is a centered Gaussian process with features that make it a useful model
in various applications such as financial and Internet traffic modeling, image analysis and synthesis, physics,
geophysics and more. These features include self-similarity, long range dependence and the ability to match
any prescribed constant local regularity. Its covariance function RH reads:

RH(t, s) :=
γH
2

(|t|2H + |s|2H − |t− s|2H),

where γH is a positive constant and H, which is usually called the Hurst exponent, belongs to (0, 1). An fBm
with γH = 1 is termed normalized. Obviously, when H = 1

2 , fBm reduces to standard Brownian motion.
Various integral representations of fBm are known, including the harmonizable and moving average ones
[20], as well as representations by integrals over a finite domain [2, 9].
The fact that most of the properties of fBm are governed by the single real H restricts its application in
some situations. In particular, its Hölder exponent remains the same all along its trajectory. This does not
seem to be adapted to describe adequately natural terrains, for instance. In addition, long range dependence
requires H > 1/2, and thus imposes paths smoother than the ones of Brownian motion. Multifractional
Brownian motion was introduced to overcome these limitations. The basic idea is to replace the real H by
a function t 7→ h(t) ranging in (0, 1).
Several definitions of multifractional Brownian motion exist. The first ones were proposed in [17] and in
[4]. A more general one was introduced in [21]. In this work, we shall use a new definition that includes all
previously known ones and which is, in our opinion, both more flexible and retains the essence of this class
of processes. We first need to define a fractional Brownian field:
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Definition 1.1 (Fractional Brownian field). Let (Ω,F , P ) be a fixed probability space. A fractional Brownian
field on R×(0, 1) is a Gaussian field, noted (B(t,H))(t,H)∈R×(0,1), such that, for every H in (0, 1), the process

(BHt )t∈R defined by BHt := B(t,H) is a fractional Brownian motion1 with Hurst parameter H.

Note that this definition puts no constraint on the ”inter-line” behaviour of the field, i.e. the relation between
(BHt )t∈R and (BH

′

t )t∈R for H 6= H ′. In order to obtain a useful model, we need to control to some extent
these relations. It turns out that the following condition is sufficient to prove all the results we will need in
this section. (E[Y ] denotes the expectation of a random variable Y in L1(Ω,F , P )):

(H1) : ∀[a, b] ⊂ R,∀[c, d] ⊂ (0, 1),∃(Λ, δ) ∈ (R∗+)
2
, such that E[(B(t,H)−B(t,H ′))

2
] 6 Λ |H −H ′|δ,

for every (t,H,H ′) in [a, b]× [c, d]2.

Note that assumption (H1) is equivalent to the following one:

(H) : ∀[a, b]× [c, d] ⊂ R× (0, 1),∃(Λ, δ) ∈ (R∗+)
2
, s.t. E[(B(t,H)−B(s,H ′))

2
] 6 Λ

�
|t− s|2c + |H −H ′|δ

�
,

for every (t, s,H,H ′) ∈ [a, b]2 × [c, d]2.

Indeed, since B is a fractional field, for every (t, s,H) in [a, b]2 × [c, d], E[(B(t,H)−B(s,H))
2
] = |t− s|2H .

Then if (H1) is true we have, for all (t, s,H,H ′) [a, b]2 × [c, d]2,

E[(B(t,H)−B(s,H ′))
2
] 6 2Λ (1 + |b− a|2(d−c))

�
|t− s|2c + |H −H ′|δ

�
.

Thus, we will refer either to assumption (H1) or (H) in the sequel.

Remark 1.2. (i) Assumption (H) entails that the map C : (t, s,H,H ′) 7→ E[B(t,H) B(s,H ′)] is continuous

on R2 × (0, 1)
2
.

(ii) Let p be an integer such that p(2c ∧ δ) > 2. Let κp denote the constant such that E[Y 2p] = κp (E[Y 2])
p

where Y is a centered Gaussian random variable. Hypothesis (H) entails that for all (t, s,H,H ′) ∈ [a, b]2 ×
[c, d]2,

E[(B(t,H)−B(s,H ′))
2p

] = κp
�
E[(B(t,H)−B(s,H ′))

2
])
�p
6 κp Λp

�
|t− s|2c + |H −H ′|δ

�p
6 κp (2eΛ)

p
max{|t− s|; |H −H ′|}p(δ∧2c)

,

where eΛ := Λ (1+b−a)δ∨2c−δ∧2c, x∨y := max{x; y} and x∧y := min{x; y}. Kolmogorov’s criterion implies
that the field B has a d-Hölder continuous version for any d in (0, 2p

p(δ∧2c)−2 ). In the sequel we will always

work with this version.

An mBm is defined as follows:

Definition 1.3 (Multifractional Brownian motion). Let h : R → (0, 1) be a deterministic continuous func-
tion. A multifractional Brownian motion with functional parameter h is the Gaussian process Bh := (Bht )t∈R
defined by Bht := B(t, h(t)) for every t in R.

A word on notation: BH. or Bh(t)
. will always denote an fBm with Hurst index H or h(t), while Bh. will

stand for an mBm. Note that Bht := B(t, h(t)) = B
h(t)
t , for every real t.

Furthermore, we say that h is the regularity function of the mBm. We will say that the fractional field
(B(t,H))(t,H)∈R×(0,1) is normalized when, for all H in (0, 1), the fractional Brownian motion (BHt )t∈R,

resulting from the fractional field (B(t,H))(t,H)∈R×(0,1), is a normalized fBm. In this case we will also say

that the mBm Bh := (Bht )t∈R is normalized.

1One might also want to start from a family of fBms (BH)H∈(0,1) (i.e BH := (BH
t )t∈R is an fBm for every H in (0, 1))

and define from it the field (B(t,H))(t,H)∈R×(0,1) by B(t,H) := BH
t . However it is not true, in general, that the field

(B(t,H))(t,H)∈R×(0,1) obtained in this way is Gaussian.
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It is straightforward to check that an mBm in the sense of [21, def.1.1] is also an mBm with our definition. [21]
provides the correlation structure of various mBms. In general, it is clear that the correlation structures of
two mBms derived from different fractional Brownian fields will differ whenever the ”inter-line” correlations
of the fields differ.
Fractional fields (B(t,H))(t,H)∈R×(0,1) leading to previously considered mBms include:

B1(t,H) :=
1

cH

Z
R

eitu − 1

|u|H+1/2
gW1(du) , B2(t,H) :=

Z
R

�
|t− u|H−1/2 − |u|H−1/2

�
W2(du),

B3(t,H) :=

Z
R

�
(t− u)

H−1/2
+ − (−u)

H−1/2
+

�
W3(du) , B4(t,H) :=

Z T

0
1{06u<t6T}(t, u) KH(t, u)W4(du),

where cH :=

�
2 cos(πH)Γ(2−2H)

H(1−2H)

� 1
2

, dH =
�

2HΓ( 3
2−H)

Γ( 1
2 +H)Γ(2−2H)

� 1
2

and

KH(t, s) := dH (t− s)H−
1
2 + cH

�
1

2
−H

�Z t

s
(u− s)H− 3

2

�
1−

� s
u

� 1
2−H

�
du,

and where Wi denotes an independently scattered standard Gaussian measure on R, i ∈ {2; 3; 4}, and gW1

denotes the complex-valued Gaussian measure which can be associated in a unique way to any independently
scattered standard Gaussian measure W1 on R (see [21] p.203-204 and [20] p.325-326 for more details on

the meaning of
R
R f(u)W(du) and

R
R f(u) fW(du) for a real or complex-valued function f in L2(R, du)).

Replacing H with h(t) in B1(t,H) and B3(t,H) leads to the so-called harmonisable mBm, first considered
in [4]. The same operation on B2(t,H) yields the moving average mBm defined in [17]. Both are particular
cases of mBms in the sense of [21]. Finally, B4(t, h(t)) corresponds to the Volterra multifractional Gaussian
process studied in [9]. This last process is not an mBm in the sense of [21], but is one in our sense.

The remaining of this paper is organized as follows. Section 2 proves that an mBm may be approximated
in law, as well as in the L2 and almost sure senses, by a sequence of tangent fBms. Section 3 uses the result
of section 2 to define a stochastic integral w.r.t. mBm as a limit of integrals w.r.t. approximating fBms.
We provide a condition on the stochastic integral w.r.t. fBm that guarantees convergence of the sequence of
approximations. In other words, as soon as a method of integration w.r.t. fBm verifies this condition, then
our method allows to ”transport” it into an integral w.r.t. mBm We apply this construction to the case of
the Skohorod integral in section 4, and of the Wick-Itô integral in section 5.

2 Approximation of multifractional Brownian motion

Since an mBm is just a continuous path traced on a fractional Brownian field, a natural question is to enquire
whether it may be approximated by patching adequately chosen fBms, and in which sense. Heuristically,
for a < b, we divide [a, b) into ”small” intervals [ti, ti+1), and replace on each of these Bh by the fBm BHi

where Hi = h(ti). It seems reasonable to expect that the resulting process
P
iB

Hi
t 1[ti,ti+1)(t) will converge,

in a sense to be made precise, to Bh when the size of the intervals [ti, ti+1) goes to 0. This idea is further
supported by the fact that the moving average, harmonisable and Volterra mBms are all ”tangents” to fBms
in the following sense: for every real u,�

Bhu+rt −Bhu
rh(u)

; t ∈ [a, b]

�
law−−−−→
r→0+

{Bh(u)
t ; t ∈ [a, b]}

Our aim in this section is to make this line of thought rigorous.

2.1 Approximation of mBm by piecewise fBms

In the sequel, we fix a fractional Brownian field B and a continuous function h, thus an mBm. We aim to
prove that this mBm can be approximated on every compact interval [a, b] by patching together fractional
Brownian motions defined on a sequence of partitions of [a, b]. In that view, define an increasing sequence
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(qn)n∈N of integers such that q0 := 1, 2n 6 qn 6 22n for every n in N∗. For a compact interval [a, b] of R
and n in N, let x(n) := {x(n)

k ; k ∈ [[0, qn]]} where x
(n)
k := a+ k (b−a)

qn
for every k in [[0, qn]] (for integers p and

q with p < q, [[p, q]] denotes the set {p; p + 1; · · · ; q}). Now, if we define, for every n in N, the partition

An := {[x(n)
k , x

(n)
k+1); k ∈ [[0, qn − 1]]} ∪ {x(n)

qn }, it is clear that A := (An)n∈N is a decreasing nested sequence
of subdivisions of [a, b] (i.e An+1 ⊂ An, for every n in N).

For every t in [a, b] and n in N there exists a unique integer p in [[0, qn − 1]] such that x
(n)
p 6 t < x

(n)
p+1. We

will note x
(n)
t the real x

(n)
p in the sequel. The sequence (x

(n)
t )n∈N is increasing and converges to t as n tends

to +∞. Besides, define for every n in N, the function hn : [a, b]→ (0, 1) by setting hn(b) = h(b) and, for any

t in [a, b), hn(t) := h(x
(n)
t ). The sequence of functions (hn)n∈N converges pointwise to h on [a, b].

Define, for t in [a, b] and n in N, the process

Bhnt := B(t, hn(t)) =

qn−1X
k=0

1
[x

(n)

k
,x

(n)

k+1
)
(t) B(t, h(x

(n)
k )) + 1{b}(t) B(b, h(b)). (2.1)

Note that, despite the notation, the process Bhn is not an mBm, as hn is not continuous in general. We believe
however there is no risk of confusion in using this notation. Bhn is almost surely càdlàg and discontinuous

at times x
(n)
k , k in [[0, qn]].

Theorem 2.1 (Approximation theorem). Let B be a fractional Brownian field, h : R→ (0, 1) be a continuous
deterministic function and Bh be the associated mBm. Let [a, b] be a compact interval of R, A be a sequence
of partitions as defined above, and consider the sequence of processes defined in (2.1). Then:

1. If B is such that the map C (defined in (i) of remark 1.2) is continuous on [a, b]2 × h([a, b])
2

then the
sequence of processes (Bhn)n∈N converges in L2(Ω) to Bh,i.e

∀t ∈ [a, b], lim
n→+∞

E
h�
Bhnt −Bht

�2
i

= 0.

2. If B satisfies assumption (H) and if h is β-Hölder continuous for some positive real β, then the sequence
of processes (Bhn)n∈N converges

(i) in law to Bh, i.e {Bhnt ; t ∈ [a, b]} law−−−−−→
n→+∞

{Bht ; t ∈ [a, b]}.

(ii) almost surely to Bh, i.e P

�
{∀t ∈ [a, b], lim

n→+∞
Bhnt = Bht }

�
= 1.

Proof. 1. Let t ∈ [a, b]. For any n in N, and using the notations of (i) in remark 1.2, one has

E
h�
Bhnt −Bht

�2
i

= C(t, t, h(x
(n)
t ), h(x

(n)
t ))− 2 C(t, t, h(x

(n)
t ), h(t)) + C(t, t, h(t), h(t)).

The continuity of the maps h, (t,H,H
′
) 7→ C(t, t,H,H

′
) and the fact that lim

n→+∞
x

(n)
t = t entail that

limn→∞E
�
(Bhnt −Bht )2

�
= 0.

2. By assumption, there exists η in R∗+ such that for all (s, t) in [a, b],

|h(s)− h(t)| 6 η |s− t|β . (2.2)

(i) We proceed as usual in two steps (see for examples [8, 19]), a): finite-dimensional convergence and b):
tightness of the sequence of probability measures (P ◦Bhn)n∈N.

a) Finite dimensional convergence
Since the process Bh and, for every n in N, the process Bhn defined by (2.1) are centered and Gaussian it

is sufficient to prove that limn→∞E
�
Bhnt Bhns

�
= E

�
Bht B

h
s

�
for every (s, t) in [a, b]

2
.

The cases where t = b or s = t are consequences of point 1. above. We now assume that a 6 s < t < b.
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For every integer n in N, we get

E
�
Bhnt Bhns

�
=

X
(k,j)∈[[0,qn−1]]2

1
[x

(n)

k
,x

(n)

k+1
)
(t) 1

[x
(n)
j
,x

(n)
j+1

)
(s) E [B(t, hn(t))B(s, hn(s))] .

We hence get E
�
Bhnt Bhns

�
= E

�
B(t, h(x

(n)
t ))B(s, h(x

(n)
s ))

�
for all large enough integers n, (i.e such that

x
(n)
s 6 s < x

(n)
t 6 t).

The continuity of h, (i) of remark 1.2, and the fact that limn→∞(x
(n)
t , x

(n)
s ) = (t, s), entail that

lim
n→∞

E
�
Bhnt Bhns

�
= E

�
Bht B

h
s

�
.

b) Tightness of the sequence of probability measures (P ◦Bhn)n∈N.
We are in the particular case where a sequence of càdlàg processes converges to a continuous one. Theorem
page 92 of [18] applies to this situation: it is sufficient to show that, for every positive reals ε and τ , there
exist an integer m and a grid {ti}i∈[[0,m]] such that a = t0 < t1 < · · · < tm = b that verify

lim sup
n→+∞

P

�¨
max

06i6m
sup

t∈[ti,ti+1)

|Bhnt −B
hn
ti | > τ

«�
< ε. (2.3)

Let us then fix (ε, τ) in (R∗+)2. Define [H1, H2] := [ inf
u∈[a,b]

h(u), sup
u∈[a,b]

h(u)] and set, until the end of this proof,

qn := 22n , n ∈ N. Define F := [a, b] × [H1, H2]. The process (B(t,H))(t,H)∈F is Gaussian and the space
of continuous real-valued functions defined on F endowed with the sup-norm is a separable Banach space.
Fernique theorem (see [10, theorem 2.6 p.37]) applies to the effect that there exists a positive real α such

that Aα := E

�
exp

¨
α sup

(t,H)∈F
B(t,H)

2

«�
< +∞. Set G := L

P+∞
p=0

2p/2

qpδ/2 , where L is the universal constant

in [22, Theorem 2.1.1 p. 33] . Define also D := Λ (η (b− a)β)δ where Λ and δ are the constants appearing
in (H) and η in (2.2). Let N be the smallest integer n such that

max

¨
Aα (1 + qn) exp

�
−α τ2

4|b− a|2H2
q2H2
n

�
; 4 (1 + qn) exp

�
− τ2

27 D
qδβn

�
;
b− a
qn

;
G D1/2

qn
δβ
2

«
< 1 ∧ τ

8
∧ ε

2
.

(2.4)

Set m := m(τ, ε) = qN and ti := x
(m)
i for i in [[0,m]]. Note that this entails that, for all n larger than N ,

hn(ti) = h(ti). Besides, also as soon as n > N , hn(t) belongs to the set h([ti, ti+1]) when t ∈ [ti, ti+1] (draw

a picture). Let Jτ,mn := P
�¦

max
06i6m

sup
t∈[ti,ti+1)

|Bhnt −B
hn
ti | > τ

©�
. Then

Jτ,mn 6 (1 +m) max
06i6m

P
�¦

sup
t∈[ti,ti+1)

|B(t, hn(t))−B(ti, hn(ti))| > τ
©�
6 (1 +m)

�
max

06i6m
Lτ,in + max

06i6m
Qτ,in

�
,

(2.5)
where

Lτ,in := P
�¦

sup
t∈[ti,ti+1)

|B(t, hn(t))−B(ti, hn(t))| > τ/2
©�

and

Qτ,in := P

�¦
sup

t∈[ti,ti+1)

|B(ti, hn(t))−B(ti, hn(ti))| > τ/2
©�

.

• Upper bound for (1 +m) max
06i6m

Lτ,in :

The couple (i, n) being fixed in [[0,m]]×N, the process (B(s, hn(t)))s∈[ti,ti+1] is a fractional Brownian motion
of Hurst index hn(t). Using increment-stationarity and self-similarity of fractional Brownian motion yields:
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Lτ,in = P

�
sup

t∈[ti,ti+1)

|B(t− ti, hn(t))| > τ/2

�
= P

�
sup

u∈[0,ti+1−ti)
|ti+1 − ti|hn(u+ti)

����B� u

ti+1 − ti
, hn(u+ ti)

����� > τ/2

�
6 P

�
sup
v∈[0,1]

|B(v, hn(ti + v(ti+1 − ti)))| >
τ

2|ti+1 − ti|H2

�
. (2.6)

Using Markov identity and Fernique’s theorem,

Lτ,in 6 P

�
sup

(v,H)∈F
|B(v,H)| > τ

2|ti+1 − ti|H2

�
= P

�
exp

¦
α sup

(v,H)∈F
|B(v,H)|2

©
> exp

§
α τ2

4|ti+1 − ti|2H2

ª�
6 E

�
exp

¨
α sup

(t,H)∈F
B(t,H)

2

«�
exp

�
−ατ2

4|ti+1 − ti|2H2

�
= Aα exp

¨
−ατ2 q2H2

N

4|b− a|2H2

«
<

ε

2(1 + qN )
=

ε

2(1 +m)
.

We have shown that

∀i ∈ [[0, qN ]], ∀n > N, (1 +m) max
06i6m

Lτ,in <
ε

2
. (2.7)

• Upper bound for (1 +m) max
06i6m

Qτ,in :

Fix a couple (i, n) in [[0,m]]×N. Recall that hn(t) belongs to h([ti, ti+1]) =: K(i) for every t in [ti, ti+1). We
hence have,

Qτ,in 6 P
�¦

sup
H∈K(i)

|B(ti, H)−B(ti, h(ti))| > τ/2
©�
6 2 P

�¦
sup

H∈K(i)

=:Xi(H)z }| {
B(ti, H)−B(ti, h(ti)) > τ/4

©�
. (2.8)

Observe that the right hand side of the previous inequality does not depend on n any more.
Our aim is to apply [1, (2.6) p.43]. In that view, we first prove the following estimate:

Lemma 2.2. For all i in [[0, qN ]], µi := E

�
sup

H∈K(i)

Xi(H)

�
< G D1/2

q
δβ/2

N

< τ
8 .

Proof of lemma 2.2: Fix i in [[0, qN ]]. We recall some notions from [22]. A sequence C(i) := (C
(i)
n )n∈N

of partitions of K(i) is called admissible if it is increasing and such that card(C
(i)
n ) 6 22n , for every n in

N. Let di denote the pseudo-distance associated to the Gaussian process (Xi(H))H∈K(i) , (i.e di(H,H
′) :=

(E[(Xi(H)−Xi(H
′))2])

1/2
, for every (H,H ′) in K(i) ×K(i)).

For (H, p) in K(i)×N, let C
(i)
p (H) be the unique element of the partition C

(i)
p which contains H. The diameter

of C
(i)
p (H) is by definition ∆i(C

(i)
p (H)) := sup

(H,H′)∈Cp(H)2

di(H,H
′). [22, Theorem 2.1.1] entails that:

µi 6 L γ2(K(i), di), (2.9)

where γ2(K(i), di) := inf sup
H∈K(i)

P
p>0

2p/2 ∆i(C
(i)
p (H)) and where the infimum is taken over all admissible

sequences of partitions of K(i). Let H
(i)
1 and H

(i)
2 be such that K(i) =: [H

(i)
1 , H

(i)
2 ]. Consider the sequence

of partitions C(i) := (C
(i)
n )n∈N of K(i) defined, for every integer n, by setting C

(i)
n := {[y(n)

k , y
(n)
k+1); k ∈

[[0, qn − 1]]} ∪ {y(n)
qn }, where y

(n)
0 = H

(i)
1 and y

(n)
k+1 − y

(n)
k =

H
(i)
2 −H

(i)
1

qn
, for (n, k) in N× [[0, qn − 1]].
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It is clear that C(i) is a decreasing nested sequence of partitions of K(i) and is hence admissible. For (H0, p)

in K(i) × N, denote [y
(p)
k0
, y

(p)
k0+1) the unique element of C

(i)
p which contains H0. Then, using (H),

µi 6 L
X
p>0

2p/2 sup
H0∈K(i)

sup
(H,H′)∈[y

(p)

k0
,y

(p)

k0+1
)
2

(E[(Xi(H)−Xi(H
′))2])

1/2

6 L
X
p>0

2p/2 sup
k∈[[0,qp−1]]

sup
(H,H′)∈[y

(p)

k
,y

(p)

k+1
)
2

(E[(Xi(H)−Xi(H
′))2])

1/2

6 L Λ1/2
X
p>0

2p/2 sup
k∈[[0,qp−1]]

|y(p)
k+1 − y

(p)
k |

δ/2 = G Λ1/2 (H
(i)
2 −H

(i)
1 )

δ/2
.

By Hölder continuity of h, H
(i)
2 −H

(i)
1 6 η |ti+1 − ti|β = η |b−a|

β

qβ
N

. Using (2.4), we finally get µi <
GD1/2

q
δβ/2

N

<

τ/8. �
Note that lemma 2.2 implies that (τ/8)2 < (τ/4 − µi)2. Let’s go back to the proof of tightness. [1, (2.6)
p.43] yields, for all n > N ,

Qτ,in 6 4 exp

§ −(τ/4− µi)2

2σ2
i

ª
,

where σ2
i := sup

H∈K(i)

E
�
Xi(H)2

�
. By definition of (Xi(H))H∈K(i) and assumption (H):

σ2
i 6 Λ sup

H∈K(i)

|H − h(ti)|δ 6 Λ ηδ |ti+1 − ti|βδ = Λ ηδ
|b− a|βδ

qβδN
=

D

qβδN
.

This yields that Qτ,in 6 4 exp
¦−τ2 qδβ

N

27 D

©
and finally:

∀i ∈ [[0, qN ]], ∀n > N, (1 +m) max
06i6m

Qτ,in <
ε

2
. (2.10)

Using (2.7) and (2.10), inequality (2.5) then becomes Jτ,mn < ε for every n > N , which ends the proof. �

(ii) Almost sure convergence

Denote eΩ the measurable subset of Ω, verifying P (eΩ) = 1, such that for every ω in eΩ, (t,H) 7→ B(t,H)(ω)
is continuous on [a, b]× [H1, H2]. Then, for every ω in Ω, we get:

|Bhnt (ω′)−Bht (ω′)| = |B(t, hn(t))(ω′)−B(t, h(t))(ω′)| =
��B(t, h

�
x

(n)
t

�
)(ω′)−B(t, h(t))(ω′)| −→

n→+∞
0.

This ends the proof. �

The four fractional fields (Bi(, ))i∈[[1,4]] defined at the end of section 1 verify assumption (H), as shown by
the next proposition:

Proposition 2.3. The fractional Brownian fields Bi := (Bi(t,H))(t,H)∈R×(0,1), i ∈ [[1, 4]], fulfill Assumption

(H1).

Proof: The case of B1 and B2:

(3.10) of [21] yields that B2(t,H)
(law)

=
2 cos((H+1/2)π2 )√

2π
Γ(H+1/2) cH B1(t,H). It is thus sufficient to establish

(H1) for B1. Let [a, b]× [c, d] be fixed in R× (0, 1). For all (t,H,H ′) in [a, b]× [c, d]2,

IH,H
′

t := E
�
(B(t,H)−B(t,H ′))

2
�

=

Z
R

���� eitξ − 1

cH |ξ|H+1/2
− eitξ − 1

cH′ |ξ|H′+1/2

����2 dξ

=

Z
R

����eitξ − 1

ξ

����2 ��� 1
cH
|ξ|1/2−H − 1

cH′
|ξ|1/2−H

′
���2 dξ. (2.11)
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For ξ in R∗, the map fξ : [c, d]→ R+, defined by fξ(H) := 1
cH
|ξ|1/2−H is C1 since H 7→ cH is C∞ on (0, 1).

Thus there exists a positive real D such that

∀(ξ,H) ∈ R∗ × [c, d], |f ′ξ(H)| 6 D |ξ|1/2−H (1 + | ln(|ξ|)|) 6 D
�
|ξ|1/2−c + |ξ|1/2−d

�
(1 + | ln(|ξ|)|).

Thanks to the mean-value theorem, (2.11) then reads

IH,H
′

t 6 D2 |H −H ′|2
Z
R

|eitξ − 1|2

|ξ|2
�
|ξ|1/2−c + |ξ|1/2−d

�2
(1 + | ln(|ξ|)|)2 dξ

6 D2 |H −H ′|2
�

23

Z
|ξ|>1

(1 + ln |ξ|)2

|ξ|1+2c
dξ + (2t)2

Z
|ξ|61

|ξ|1−2d (1 + | ln(|ξ|)|)2 dξ

�
6 (23 + T 2) D2

� Z
|ξ|>1

(1 + ln |ξ|)2

|ξ|1+2c
dξ +

Z
|ξ|61

|ξ|1−2d (1 + | ln(|ξ|)|)2 dξ

�
|H −H ′|2.

Since the two integrals in the last line are finite, assumption (H1) is verified with δ = 2.
The case of B3 is settled in [17, proof of theorem 4, (2.10)] and the one of B4 in [9, Proposition 3, (5)]. �

2.2 Particular cases of kernel integral representations of B

In many cases of interest, B will be specified through an integral representation. It is thus relevant to recast
assumption (H) in terms of the kernel used in these representations. We need to distinguish between two
situations: the case where the integral is over a compact interval, and where it is over R.

2.2.1 On a compact set [0, T ]

In this case (see, e.g [2]), the fractional field (B(t,H))(t,H)∈[0,T ]×(0,1) is defined by

B(t,H) :=

Z T

0
K(t, u,H) W(du),

where W is a Gaussian measure, K is defined on [0, T ]2 × (0, 1) and is such that u 7→ K(t, u,H) belongs to
L2([0, T ], du), for all (t,H) in [0, T ] × (0, 1). This case is for instance the one of B4. As one can easily see,
the following condition (CK) entails (H).

(CK) : ∀(c, d) with 0 < c < d < 1, H 7→ K(t, u,H) is Hölder continuous on [c, d],uniformly in (t, u) in [0, T ]2,

i.e ∃(M, δ) ∈ (R∗+)2, ∀(t, u) in [0, T ]2, |K(t, u,H)−K(t, u,H ′)| 6M |H −H ′|δ.

Condition (CK) is fulfilled by the kernel K defining B4 (see [9, Proposition 3, (5)]).

2.2.2 On R

A representation with an integral over R is used for instance in [7, 11]. The fractional field (B(t,H))(t,H)∈R×(0,1)

is then defined by B(t,H) :=
R
R M(t, u,H) W(du) where M is defined on R2 × (0, 1), and is such that

u 7→M(t, u,H) belongs to L2(R, du), for every (t,H) in R× (0, 1). This is the case for the fields B1, B2 and
B3. Condition (CM ) entails (H):

(CM ) : ∀[a, b] ⊂ R,∀[c, d] ⊂ (0, 1),∃δ ∈ R∗+,∀t ∈ [a, b],∃Φt ∈ L2(R, du), verifying sup
t∈[a,b]

Z
R
|Φt(u)|2 du < +∞,

s.t. ∀(u,H,H ′) ∈ R× [c, d]2, |M(t, u,H)−M(t, u,H ′)| 6 Φt(u) |H −H ′|δ.

Condition (CM ) is fulfilled by the kernel M defining B1 and B2 (see [9, Proposition 3, (5)]).

8



3 Stochastic integrals w.r.t. mBm as limits of integrals w.r.t. fBm

The results of the previous section suggest that one may define stochastic integrals with respect to mBm as
limits of integrals with respect to approximating fBms. We formalize this intuition in the present section.
We consider as above a fractional field (B(t,H))(t,H)∈R×(0,1), but assume in addition that the field is C1

in H on (0, 1) in the L2(Ω) sense, i.e we assume that the map H 7→ B(t,H), from (0, 1) to L2(Ω), is C1

for every real t. We will denote ∂B
∂H (t,H ′) the L2(Ω)-derivative at point H ′ of the map H 7→ B(t,H). The

field (∂B(t,H)
∂H )(t,H)∈R×(0,1) is of course Gaussian. We will need that the derivative field satisfies the same

assumption (H1) as B(t,H). More precisely, from now on, we assume that B(t,H) satisfies (H2):

(H2) : ∀[a, b] × [c, d] ⊂ R × (0, 1), H 7→ B(t,H) is C1 in the L2(Ω) sense from (0, 1) to L2(Ω) for every

t in [a, b] and ∃(∆, α, λ) ∈ (R∗+)
3

s.t. E
h�

∂B
∂H (t,H)− ∂B

∂H (s,H ′)
�2
i
6 ∆

�
|t− s|α + |H −H ′|λ

�
, for every

(t, s,H,H ′) in [a, b]2 × [c, d]2.

Proposition 3.1. The fractional Brownian fields Bi := (Bi(t,H))(t,H)∈R×(0,1), i ∈ [[1, 4]], verify Assumption

(H2).

Proof: The proof of this proposition in the case of B1 and B2 may be found in Appendix A. The ones for
B3 and B4 are easily obtained using results from [17] and [9] and are left to the reader. �

In the remaining of this paper, we consider a C1 deterministic function h : R → (0, 1), a fractional field B
which fulfills assumptions (H1) and (H2), and the associated mBm Bht := B(t, h(t)).

We now explain in a heuristic way how to define an integral with respect to mBm using approximating fBms.
Write the “differential” of B(t,H):

dB(t,H) =
∂B

∂t
(t,H) dt+

∂B

∂H
(t,H) dH.

Of course, this is only formal as t 7→ B(t,H) is not differentiable in the L2-sense nor almost surely with
respect to t. It is, however, in the white noise sense, but we are not interested in these aspects at this stage.
With a differentiable function h in place of H, this (again formally) yields

dB(t, h(t)) =
∂B

∂t
(t, h(t)) dt+ h′(t)

∂B

∂H
(t, h(t)) dt. (3.1)

The second term on the right-hand side of (3.1) is defined for almost every ω and every real t by assumption.
Moreover, it is almost surely continuous as fonction of t and thus Riemann integrable on compact intervals.
On the other hand, the first term of (3.1) has no meaning a priori since mBm is not differentiable with
respect to t. However, since stochastic integrals with respect to fBm do exist, we are able to give a sense
to t 7→ ∂B

∂t (t,H) for every fixed H in (0, 1). Continuing with our heuristic reasoning, we then approximate
∂B
∂t (t, h(t)) by lim

n→+∞

Pqn−1
k=0 1[x

(n)

k
,x

(n)

k+1
)
(t) ∂B

∂t (t, hn(t)). This formally yields:

dB(t, h(t)) ≈ lim
n→+∞

qn−1X
k=0

1
[x

(n)

k
,x

(n)

k+1
)
(t)

∂B

∂t
(t, hn(t)) dt+ h′(t)

∂B

∂H
(t, h(t)) dt. (3.2)

Assuming we may exchange integrals and limits, we would thus like to define, for suitable processes Y ,

Z 1

0
Yt dB(t, h(t)) = lim

n→+∞

qn−1X
k=0

Z x
(n)

k+1

x
(n)

k

Yt dB
h(x

(n)

k
)

t +

Z 1

0
Yt h

′(t)
∂B

∂H
(t, h(t)) dt, (3.3)

where the first term of (3.3) is a limit, in a sense to be made precise depending on the method of integration,
of a sum of integrals with respect to fBms and the second term is, for almost every ω, a Riemann integral.
For ease of reading, we define the following notation:
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Notation (integral with respect to lumped fBms) Let Y := (Yt)t∈[0,1] be a real-valued process on [0, 1]

which is integrable with respect to all fBms of index H in h([0, 1]) in the sense of method (M). We denote
the integral with respect to lumped fBms in the sense of method (M) by:Z 1

0
Yt d

(M)Bhnt :=

qn−1X
k=0

Z 1

0
1

[x
(n)

k
,x

(n)

k+1
)
(t) Yt d

(M)B
h(x

(n)

k
)

t , n ∈ N. (3.4)

With this convention, our tentative definition of an integral w.r.t. to mBm (3.3) reads:Z 1

0
Yt dB(t, h(t)) = lim

n→+∞

qn−1X
k=0

Z 1

0
Yt d

(M)Bhnt +

Z 1

0
Yt h

′(t)
∂B

∂H
(t, h(t)) dt, (3.5)

The interest of (3.3) is that it allows to use any of the numerous definitions of stochastic integrals with
respect to fBm, and automatically obtain a corresponding integral with respect to mBm. It is worthwhile to
note that, with this approach, an integral with respect to mBm is a sum of two terms: the first one seems
to depend only on the chosen method for integrating with respect to fBm, (for instance, a white noise or
pathwise Riemann integral), while the second is an integral which appears to depend only on the field used
to define the chosen mBm, i.e essentially on its correlation structure. This second term will imply that the
integral with respect to the moving average mBm, for instance, is different from the one with respect to
the harmonisable mBm. However, as the example of simple processes in the next subsection will show, the
second term does also depend on the integration method with respect to fBm.

Let us now make the above ideas a bit more precise. We first fix some notations. (M) denotes a given method
of integration with respect to fBm (e.g Skohorod, white noise, pathwise, · · · ). For the sake of notational

simplicity, we will consider integrals over the interval [0, 1]. For H in (0, 1), denote
R 1

0 Yt d
(M)BHt the

integral of Y := (Yt)t∈[0,1] on [0, 1] with respect to the fBm BH , in the sense of method (M), assuming

it does exist. With the same notations as in subsection 2.1, we consider a sequence (qn)n∈N, a family

x(n) := {x(n)
k ; k ∈ [[0, qn]]} (which is defined on [0, 1] by x

(n)
k := k

qn
for k in [[0, qn]]) and the family of partition

An := {[x(n)
k , x

(n)
k+1); k ∈ [[0, qn − 1]]} ∪ {x(n)

qn } of [0, 1]. The following notation will be useful:

Note that the nature of
R 1

0 Yt d
(M)Bhnt depends on the method (M) of integration. For example,

R 1
0 Yt d

(M)BHt
and hence

R 1
0 Yt d

(M)Bhnt will belong to L2(Ω) if (M) denotes the Skohorod integral, whereas
R 1

0 Yt d
(M)BHt

and hence
R 1

0 Yt d
(M)Bhnt belong to the space (S)∗ of stochastic distributions when (M) denotes the integral

in the sense of white noise theory.

We will write
R 1

0 Yt d
(M)Bht for the integral of Y on [0, 1] with respect to mBm in the sense of method (M)

(which is yet to be defined). When we do not want to specify a particular method (M) but instead wish to

refer to all methods at the same time, we will write
R 1

0 Yt dB
hn
t and

R 1
0 Yt dB

h
t instead of

R 1
0 Yt d

(M)Bhnt
and

R 1
0 Yt d

(M)Bht .
In order to gain a better understanding of our approach, we explore in the following subsection the particular
cases of simple deterministic and then random integrands.

3.1 Example: simple integrands

3.1.1 Deterministic simple integrands

Any reasonable definition of an integral with respect to mBm must be linear. Thus it suffices to consider
the case of Y = 1. Obviously, we should find that

R 1
0 1 dBht = Bh1 .

In order to verify this fact, let us compute the limit of the sequence (
R 1

0 1 dBhnt )n∈N. In that view, it is
convenient to use the S-transform. For a function η in the Schwartz space S (R), we will denote S(Φ)(η)
the S-transform of the L2-random variable Φ at point η (the reader who is not familiar with the S-transform
may refer to section 5 of this paper where this notion is recalled in the more general setting of Hida spaces).
For a field B and (t,H, η) in R× (0, 1)×S (R), we shall write gη(t,H) for the S-transform at point η of the
random variable B(t,H). In other words, gη(t,H) := S(B(t,H))(η).
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Proposition 3.2. Assume that the map h is C2, that the map H 7→ gη(t,H) is C2 for every (t, η) in R×S (R)

and that (t,H) 7→ ∂igη
∂Hi (t,H) is continuous on R× (0, 1) for i in {1; 2}. The sequence (

R 1
0 1 dBhnt )n∈N then

converges in L2(Ω) to B(1, h(1))−
R 1

0 h′(t) ∂B
∂H (t, h(t)) dt, where the second term is a pathwise integral.

Proposition 3.2 implies that, for regular enough fields B and h functions, formula (3.3) does indeed yieldR 1
0 1 dBht = Bh1 .

Proof:
Let us first show that

R 1
0 h′(t) ∂B

∂H (t, h(t)) dt belongs to L2(Ω). Cauchy-Schwarz inequality and assumption
(H2) entail:

E
��Z 1

0
h′(t)

∂B

∂H
(t, h(t) dt

�2�
6

�Z 1

0
|h′(t)|2 dt

�
| {z }

:=µ

Z 1

0
E
��

∂B

∂H
(t, h(t))

�2�
dt

6 µ∆

�Z 1

0
(|t|α + |h(t)|λ) dt

�
< +∞.

Let In :=
R 1

0 1 dBhnt . Thanks to (3.4) we have:

In =

qn−1X
k=0

Z 1

0
1

[x
(n)

k
,x

(n)

k+1
)
(t) 1 dB

h(x
(n)

k
)

t =

qn−1X
k=0

�
B
h(x

(n)

k
)

x
(n)

k+1

−Bh(x
(n)

k
)

x
(n)

k

�
= B

h
�
x

(n)
qn−1

�
1 −

qn−1X
k=1

�
B
h(x

(n)

k
)

x
(n)

k

−B
h(x

(n)

k−1
)

x
(n)

k

�
| {z }

=:Jn

(3.6)

It is thus sufficient to show that the sequence (Jn)n∈N converges in L2(Ω) to
R 1

0 h′(t) ∂B
∂H (t, h(t) dt. Thanks

to [6, theorem 2.3], this is equivalent to showing that the sequence ((S(Jn)(η))n∈N (respectively (E
�
J2
n

�
)n∈N)

converges to S(
R 1

0 h′(t) ∂B
∂H (t, h(t) dt)(η) (respectively to E

h�R 1
0 h′(t) ∂B

∂H (t, h(t) dt
�2
i
) for all η in S (R).

Now, for every integer n and η in S (R), taking the S-transform of Jn at point η and using two times the

finite increment theorem, there exist (r
(n)
k , w

(n)
k ) in [x

(n)
k−1, x

(n)
k ]2 such that

S(Jn)(η) =

qn−1X
k=1

S

�
B
h(x

(n)

k
)

x
(n)

k

�
(η)− S

�
B
h(x

(n)

k−1
)

x
(n)

k

�
(η) =

qn−1X
k=1

gη(x
(n)
k , h(x

(n)
k ))− gη(x

(n)
k , h(x

(n)
k−1))

=

qn−1X
k=1

∂gη
∂H

�
x

(n)
k , h(r

(n)
k )

� �
h(x

(n)
k )− h(x

(n)
k−1)

�
=

qn−1X
k=1

∂gη
∂H

�
x

(n)
k , h(r

(n)
k )

�
h′(w

(n)
k )(x

(n)
k − x(n)

k−1)

=
1

qn

qn−1X
k=1

�
∂gη
∂H

�
x

(n)
k , h(r

(n)
k )

�
h′(w

(n)
k )− ∂gη

∂H

�
x

(n)
k , h(x

(n)
k )
�
h′(x

(n)
k )

�
| {z }

=:Kn

+
1

qn

qn−1X
k=1

∂gη
∂H

�
x

(n)
k , h(x

(n)
k )
�
h′(x

(n)
k )| {z }

=:Ln

.

(3.7)

By definition of the Riemann integral,

lim
n→+∞

Ln =

Z 1

0
h′(t)

∂gη
∂H

(t, h(t)) dt =

Z 1

0
h′(t) S

�
∂B

∂H
(t, h(t))

�
(η) dt = S

�Z 1

0
h′(t)

∂B

∂H
(t, h(t)) dt

�
(η).

(3.8)
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Besides, the assumptions made on the map gη and the mean value theorem entail that there exists a couple

(t
(n)
k , v

(n)
k ) in [x

(n)
k , x

(n)
k+1]2 such that

|Kn| 6
1

qn

qn−1X
k=1

�
|h(r

(n)
k )− h(x

(n)
k )| |h′(w(n)

k )|
����∂2gη
∂H2

(x
(n)
k , h(t

(n)
k )

����
+ |h′′(v(n)

k )| |w(n)
k − x(n)

k |
����∂gη∂H

�
x

(n)
k , h(x

(n)
k )
����� �.

We hence have,

|Kn| 6 A1
1

qn

qn−1X
k=1

�
η |r(n)

k − x(n)
k |

β + |w(n)
k − x(n)

k |
�
6 A1 (1 + η)

�
1

qβn
+

1

qn

�
−→

n→+∞
0, (3.9)

where A1 := sup
u∈[0,1]

|h′(u)| sup
(u,v)∈[0,1]×h([0,1])

���∂2gη
∂H2 (u, v)

���+ sup
u∈[0,1]

|h′′(u)| sup
(u,v)∈[0,1]×h([0,1])

���∂gη∂H (u, v)
���.

Thanks to (3.8) and (3.9) we get lim
n→+∞

S(Jn)(η) = S
�R 1

0 h′(t) ∂B
∂H (t, h(t)) dt

�
(η) for every η in S (R). It

then remains to show that lim
n→+∞

E[J2
n] = E[

�R 1
0 h′(t) ∂B

∂H (t, h(t)) dt
�2

]. Using Fubini’s theorem,

Q :=E
��Z 1

0
h′(t)

∂B

∂H
(t, h(t)) dt

�2�
=

Z 1

0

Z 1

0
h′(t) h′(s)

=:Θ((t,s,h(t)),h(s)))z }| {
E
�
∂B

∂H
(t, h(t))

∂B

∂H
(s, h(s))

�
ds dt.

For the same reason as in (i) of remark 1.2, assumption (H2) entails that the function Θ is continuous on
R2 × (0, 1)2. Thus,

Q := lim
n→+∞

1

q2
n

X
16k,j6qn−1

h′(x
(n)
j ) h′(x

(n)
k ) E

�
∂B
∂H (x

(n)
j , h(x

(n)
j )) ∂B∂H (x

(n)
k , h(x

(n)
k ))

�
. (3.10)

Besides for any n, thanks to (3.7),

Jn =
1

qn

qn−1X
k=1

�
∂B

∂H

�
x

(n)
k , h(r

(n)
k )

�
h′(w

(n)
k )− ∂B

∂H

�
x

(n)
k , h(x

(n)
k )
�
h′(x

(n)
k )

�
| {z }

=:J
(1)
n

+
1

qn

qn−1X
k=1

∂B

∂H

�
x

(n)
k , h(x

(n)
k )
�
h′(x

(n)
k )| {z }

=:J
(2)
n

. (3.11)

In view of (3.10), it is clear that the sequence (E[(J
(2)
n )2])n∈N tends to E[Q2]. Let us now show that (J

(1)
n )n∈N

tends to 0 in L2(Ω). In a way similar to the computations leading to (3.9), we get

J (1)
n =

1

qn

qn−1X
k=1

�
h′′(v

(n)
k ) (w

(n)
k − x(n)

k )
∂B

∂H

�
x

(n)
k , h(x

(n)
k )
��

+
1

qn

qn−1X
k=1

h′(w
(n)
k )

�
∂B

∂H

�
x

(n)
k , h(r

(n)
k )

�
− ∂B

∂H

�
x

(n)
k , h(x

(n)
k )
��

=: Mn +Nn. (3.12)

Using (3.9), we get on the one hand
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E
�
M2
n

�
=

1

q2
n

X
16k,j6qn−1

h′′(v
(n)
k ) h′′(v

(n)
j ) (w

(n)
k − x(n)

k ) (w
(n)
j − x(n)

j ) Θ
�
x

(n)
k , x

(n)
j , h(x

(n)
k ), h(x

(n)
j )
�

6
A2

q2
n

X
16k,j6qn−1

(w
(n)
k − x(n)

k ) (w
(n)
j − x(n)

j ) 6
A2

q2
n

−→
n→+∞

0, (3.13)

where we setA2 := sup
u∈[0,1]

|h′′(u)|2 sup
(u,v)∈[0,1]2

|Θ (u, v, h(u), h(v)) |. On the other hand, settingA3 := sup
u∈[0,1]

|h′(u)|

and using Cauchy-Schwarz’s inequality and assumption (H2), we get

E
�
N2
n

�
6

A3

q2
n

X
16k,j6qn−1

������ ∂B∂H �x(n)
k , h(r

(n)
k )

�
− ∂B

∂H

�
x

(n)
k , h(x

(n)
k )
�������

L2(Ω)

������ ∂B∂H �x(n)
j , h(r

(n)
j )

�
− ∂B

∂H

�
x

(n)
j , h(x

(n)
j )
�������

L2(Ω)

6
A3 ∆

q2
n

X
16k,j6qn−1

�
|h(r

(n)
j )− h(x

(n)
j )| |h(r

(n)
k )− h(x

(n)
k )|

�λ/2
6
A3 ∆(1 + ηλ)

q2
n

� X
16k6qn−1

|r(n)
k − x(n)

k |
βλ/2

�2

6
A3 ∆(1 + ηλ)

q2
n

� X
16k6qn−1

1

q
βλ/2
n

�2

6
A3 ∆(1 + ηλ)

qβλn
−→

n→+∞
0. (3.14)

Inequalities (3.13) and (3.14) show that (J
(1)
n )n∈N tends to 0 in L2(Ω) which ends the proof. �

Remark 3.3. (i) One can also show that the sequence (
R 1

0 1 dBhnt dt)n∈N converges almost surely.
(ii) Proposition (3.2) applies to the four fields considered in the introduction, since they all satisfy the
required assumptions: in the case of B1, it has been proved in [14, lemma 5.5], that (t,H) 7→ gη(t,H)
belongs to C∞(R × (0, 1)) for every η in S (R). Moreover, the result is similar when B = B3, since
[21] example 2 shows that there exist two C∞ maps H 7→ αH and H 7→ υH from (0, 1) to R such that

B3(t,H) = αH B1(t,H)+υH

Z
R

eitξ − 1

iξ|ξ|H−1/2
gW1(dξ)| {z }

=:ZH(t)

. Since S(ZH(t))(η) =
R
R η(u) eitu−1

iu|u|H−1/2 du for every

η in S (R) the conclusion follows. The case of B4 is similar and left to the reader.

3.1.2 Simple processes

We consider a particular case of a simple process that will show that formula (3.3) does not always yield the
expected result, and must be modified in certain situations. We take Yt = Y0 with Y0 a centered Gaussian
random variable which is F(Bh)-mesurable where F(Bh) denotes the σ-field generated by the random vari-
ables in the first Wiener chaos of the mBm Bh.

Case of the integral in the sense of white noise theory
The reader who is not familiar with the integral with respect to fBm in the sense of white noise theory (also
called fractional Wick-Itô integral) may refer to [11] and [6]. We denote this integral

R
Yi d�BHt , with a

similar notation for the integral w.r.t. mBm. Denote (WH
t )t∈[0,T ] the fractional White Noise process (see

section 5 and references therein for more details). Using (3.6) we get, for all n ∈ N,
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Sn :=

Z 1

0
Yt d�Bhnt =

qn−1X
k=1

Z x
(n)

k+1

x
(n)

k

Y0 d
�B

h(x
(n)

k
)

t

=

qn−1X
k=1

Z x
(n)

k+1

x
(n)

k

Y0 � W
h(x

(n)

k
)

t dt =

qn−1X
k=1

Y0 �
�Z x

(n)

k+1

x
(n)

k

W
h(x

(n)

k
)

t dt

�
= Y0 �

 
qn−1X
k=1

�
B
h(x

(n)

k
)

x
(n)

k+1

−Bh(x
(n)

k
)

x
(n)

k

�!
= Yt �

 
qn−1X
k=1

�
B
h(x

(n)

k
)

x
(n)

k+1

−Bh(x
(n)

k
)

x
(n)

k

�!
. (3.15)

Using exactly the same method used to show that (Jn)n∈N converges in L2(Ω) to
R 1

0 h′(t) ∂B
∂H (t, h(t)) dt in

the proof of Proposition 3.2, one shows that the sequence

�Pqn−1
k=1

�
B
h(x

(n)

k
)

x
(n)

k+1

−Bh(x
(n)

k
)

x
(n)

k

��
n∈N

converges in

L2(Ω) to Bh1 −
R 1

0 h′(t) ∂B
∂H (t, h(t)) dt when n tends to infinity. By continuity of the Wick product,

lim
n→∞

Sn = Y0 � Bh1 − Y0 �
Z 1

0
h′(t)

∂B

∂H
(t, h(t)) dt = Y0 � Bh1 −

Z 1

0
h′(t) Y0 �

∂B

∂H
(t, h(t)) dt,

= Yt � Bh1 −
Z 1

0
h′(t) Y0 �

∂B

∂H
(t, h(t)) dt. (3.16)

where the limit holds in L2(Ω). Now, for the Wick-Itô integral w.r.t. mBm defined in [14], one has:Z 1

0
Y0 d�Bht = Y0 � Bh1 .

We see that, for this integration method, formula (3.3) should be modified intoZ 1

0
Yt d�Bht := lim

n→∞

Z 1

0
Yt d�Bhnt +

Z 1

0
h′(t) Yt �

∂B

∂H
(t, h(t)) dt. (3.17)

The natural spaces of white noise theory are the spaces (S−p). Equality (3.17) will be used in section 5 to
define the integral of an (S−p)-valued process Y := (Yt)t∈[0,1] with respect to mBm, where the limit, the last
integral (which is in the sense of Bochner), assuming they both exist, and the equality will hold in (S−q) for
some integer q in N.

Case of the integral in the sense of Skohorod
We denote this integral with the symbol δ . Thus, for instance,

R 1
0 X δBHt denotes the Skohorod integral of

the process X w.r.t. the fractional Brownian motion BH .
Continuing with our example Yt = Y0, where Y0 is a centered Gaussian random variable, we use theorem
7.40 in [12, section 7], that yields the general form of a Skorohod integral with respect to a Gaussian process.
In our very simple case, this reads:Z 1

0
Y0 δB

h
t = Y0 �

Z 1

0
1 δBht = Y0 � Bh1 .

Thus, we find that we should define our Skohorod integral w.r.t. to mBm using a Wick product as in the
case of the integral in the sense of white noise theory, i.e., use a formula analogous to (3.17):Z 1

0
Yt δBht := lim

n→∞

Z 1

0
Yt δBhnt +

Z 1

0
h′(t) Yt �

∂B

∂H
(t, h(t)) dt, (3.18)

where the equality and limit hold in L2(Ω) and the last integral is pathwise for almost every ω.

A notable advantage of these definitions is that they will ensure, by construction, the equality
R 1

0 Yt d
�Bht =R 1

0 Yt δBht as soon as Y is integrable w.r.t. mBm in the sense of Skohorod. This result generalizes the case
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of integral w.r.t. fBm (see [15, proposition 8] and [6, corollary 3.5]).

Case of the Pathwise integrals
In the case of the pathwise fractional integral in the sense of Zähle, denoted

R
XtdB

h
t , the use of formula

(22) in [23] with g an mBm and f = Y0 yieldsZ 1

0
Y0 dB

h
t = Y0 Bh1 .

Thus the correct way to define our integral w.r.t. mBm in this case is to use a standard product, i.e. to set:Z 1

0
Yt dBht := lim

n→∞

Z 1

0
Yt dBhnt +

Z 1

0
h′(t) Yt

∂B

∂H
(t, h(t)) dt. (3.19)

3.2 Integral with respect to mBm through approximating fBms

We now define in a precise way our integral with respect to mBm. Let (E, || ||E) and (F, || ||F ) be two
normed linear spaces, endowed with their Borel σ-field B(E) and B(F ). Let Y := (Yt)t∈[0,1] be an E-valued

process (i.e Yt belongs to E for every real t in [0, 1] and t 7→ Yt is measurable from (0, 1) to (E,B(E)) ). Fix
an integration method (M). As explained in the previous subsection, we wish to define the integral w.r.t.
an mBm Bh in the sense of (M) by a formula of the kind:Z 1

0
Yt d(M)Bht := lim

n→∞

Z 1

0
Yt d(M)Bhnt +

Z 1

0
h′(t) Yt ∗

∂B

∂H
(t, h(t)) dt. (3.20)

where ∗ denotes the ordinary (in the case of pathwise integrals) or Wick (in other cases) product depending
on (M). For this formula to make sense, it is certainly necessary that Y be (M)−integrable w.r.t. fBm of
all exponents in h([0, 1]).
We thus define, for α ∈ (0, 1),

HαE :=

�
Y ∈ E[0,1] :

Z
[0,1]

Yt d
(M)Bαt exists and belongs to F

�
,

and

HE =
\

α∈h([0,1])

HαE .

We will always assume that there exists a subset ΛE of HE (maybe equal to HE) which may be endowed
with a norm ‖ ‖ΛE which satisfies the following property: there exists M > 0 such that for all disjoint Borel
subsets A1, . . . , An of [0, 1],

‖Y.1A1
‖ΛE + · · ·+ ‖Y.1An‖ΛE 6M ‖Y ‖ΛE . (3.21)

When Y belongs to HE , definition (3.20) will be a valid one as soon as the limit and the last term on
the right hand side exist. While it does not seem practical to get a general criterion for the existence ofR 1

0 h′(t) Yt ∗ ∂B
∂H (t, h(t)) dt, it turns out that a simple sufficient condition allows to guarantee the existence

of the limit of the integral w.r.t. lumped fBms. Define, for n ∈ N, the map

Ln : ΛE → F

Y 7→
Z

[0,1]
Yt d

(M)Bhnt . (3.22)

The following theorem provides a necessary condition under which (Ln(Y ))n∈N converges in F .
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Theorem 3.4. Let (an)n∈N be an increasing sequence of positive integers such that 2n 6
Q

06k6n−1

ak 6 22n

for every n in N and such that lim
n→+∞

(n(an − 1)) (
Q

06k6n−1

ak)
−1

= 0. Choose the sequence (qn)n∈N used

in (3.4) such that q0 = 1 and qn+1 = an qn for all n in N. Assume that the function I : ΛE × (0, 1) → F
defined by

∀ Y ∈ ΛE , ∀α ∈ (0, 1), I(Y, α) :=

Z
[0,1]

Yt d
(M)Bαt ,

is θ-Hölder continuous with respect to α uniformly in Y for some positive real θ, i.e. there exists K > 0 such
that

∀(α, α′) ∈ (0, 1)
2
, sup
‖Y ‖ΛE61

‖I(Y, α)− I(Y, α′)‖F 6 K |α− α
′|θ. (3.23)

Then the sequence of functions (Ln)n∈N defined in (3.22) converges pointwise to a function L : ΛE → F .

Proof: For the sake of simplicity, we will establish the result in the case where an ≡ 2 which obviously fulfils
the required conditions. The general case is similar. For n ∈ N and Y ∈ ΛE , Ln(Y ) may be decomposed as

Ln(Y ) =
2n−1X
k=0

�Z
[2k.2−(n+1),(2k+1).2−(n+1)

Yt d
(M)B

h(k.2−n)
t +

Z
[(2k+1).2−(n+1),(2k+2)2−(n+1))

Yt d
(M)B

h(k.2−n)
t

�
.

Now,

Ln+1(Y ) =
2n−1X
k=0

� Z
[2k.2−(n+1),(2k+1)2−(n+1))

Yt d
(M)B

h(2k.2−(n+1))
t

+

Z
[(2k+1).2−(n+1),(2k+2).2−(n+1))

Yt d
(M)B

h((2k+1)2−(n+1))
t

�
.

Using assumptions (3.21) and (3.23) we obtain

‖Ln(Y )− Ln+1(Y )‖F =






2n−1X
k=0

�
I
�
Y.1�

2k+1

2n+1 ,
k+1
2n

�, h( k
2n )
�
− I

�
Y.1�

2k+1

2n+1 ,
k+1
2n

�, h( 2k+1
2n+1 )

��





F

6
2n−1X
k=0






�I�Y.1� 2k+1

2n+1 ,
k+1
2n

�, h( k
2n )
�
− I

�
Y.1�

2k+1

2n+1 ,
k+1
2n

�, h( 2k+1
2n+1 )

��





F

6 K
2n−1X
k=0



Y.1[(2k+1).2−(n+1),(k+1).2−n)




ΛE

���h((2k + 1).2−(n+1))− h(k.2−n)
���θ

6 K 2−θ(n+1) sup
t∈[0,1]

|h′(t)|θ
2n−1X
k=0



Y.1[(2k+1).2−(n+1),(k+1).2−n)




ΛE

6 K M ‖Y ‖ΛE 2−θ(n+1) sup
t∈[0,1]

|h′(t)|θ. (3.24)

It follows that the series
P
n∈N (Ln+1(Y )− Ln(Y )) converges absolutely for any fixed Y ∈ ΛE , and conse-

quently (Ln(Y ))n∈N converges to a limit L(Y ) as n goes to infinity.
�

For a process Y in HE , we will say that t 7→ h′(t) Yt ∗ ∂B∂H (t, h(t)) is integrable on [0, 1] if
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• h′(t)Y (t) � ∂B∂H (t, h(t)) is almost surely Riemann integrable and
R 1

0 h
′(t)Y (t) � ∂B∂H (t, h(t)) dt belongs to

L2(Ω) in the case of the Skohorod integral,

•
R 1

0 h
′(t) Yt � ∂B∂H (t, h(t)dt exists in the sense of Bochner and belongs to F in the case of the Wick-Itô

integral (in this situation, L2(Ω) ⊂ F ). The reader who is not familiar with the Bochner integral may
refer to section 5 below and references therein,

•
R

[0,1] h
′(t) Yt

∂B
∂H (t, h(t)dt exists for almost every ω in the case of a pathwise integral.

Definition 3.5 (Integral with respect to mBm in the sense of (M)). Assume (M) fulfils condition (3.23)
and let Y := (Yt)t∈[0,1] be an element of HE such that the map t 7→ h′(t) Yt ∗ ∂B∂H (t, h(t) is integrable. The

integral of Y with respect to Bh in the sense of (M) is defined as:Z 1

0
Yt d

(M)Bht := lim
n→∞

Z 1

0
Yt d

(M)Bhnt +

Z 1

0
h′(t) Yt ∗

∂B

∂H
(t, h(t)) dt, (3.25)

where the limit and equality hold in F .

Remark 3.6. (i) Contrary to what one might expect in view of proposition 3.2, the second term on the
right-hand side of (3.25) does not only depend on the choice of the fractional field B but also on the method
(M). Of course, the same is true of the first term on the right-hand side of (3.25).
(ii) The main advantage of the above definition is that any known stochastic integral with respect to fBm
(e.g. pathwise integrals, Skohorod or Wick-Itô integral) gives rise to a corresponding stochastic integral with
respect to mBm.
(iii) Once again, note that E is not necessary a space of random variables (e.g E := (S−p) for some positive
integer p; see section 5 below) and that E may be different from F (this will be the case in section 5.

4 Skohorod integral with respect to mBm through approximating
fBms

In this section, we apply Theorem 3.4 to define a Skohorod-type integral with respect to mBm. Our reference
method of integration with respect to fBm here is the one based on Malliavin calculus, as exposed in [2]. We
assume throughout this section that H > 1/4 and that h ranges in (1/4, 1).
Our notations are as follows (for a presentation of Malliavin calculus, see e.g. [3, 16]). Let:

S =
¦
R := f (W (h1),W (h2), . . . ,W (hn)) , f ∈ C∞b (Rn), hi ∈ L2([0, T ]), i = 1, . . . , n

©
where W (hi) :=

R
[0,T ] hi(s) dWs with W := (Ws)s∈[0,T ] a Brownian motion, C∞b (Rn) is the set of functions

which are bounded along with all their derivatives. For an element of S, one defines the derivative operator
D as:

DR =
nX
i=1

∂if (W (h1),W (h2), . . . ,W (hn))hi.

D extends to the domain D which is the completion of S with respect to the norm:

‖R‖1,2 =
�
E(R2) + E(||DR||2L2([0,T ])

� 1
2
.

We denote by δ the adjoint of D, and by Dom(δ) its domain. More precisely, Dom(δ) is the set of u ∈
L2(Ω, [0, T ]) such that:

|E(< DR, u >)| 6 cuE(R2)

for all R ∈ D (we use < ., . > to denote the scalar product on L2([0, T ]), and δ is defined on Dom(δ) by the
relation:

E(Rδ(u)) = E(< DR, u >).

The operator δ coincides with the Skohorod integral.
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Let us now recall briefly the approach of [2] for the construction of a stochastic integral w.r.t. a class of
Gaussian processes. Assume the continuous Gaussian process X may be written:

Xt =

Z t

0
K(t, s) dWs, (4.1)

where the kernel K(t, s) is defined for 0 < s < t < T and verifies

sup
t∈[0,T ]

Z t

0
K(t, s)2ds <∞. (4.2)

Define the operator K∗ on the set of step functions on [0, T ]:

(K∗ϕ)(s) := ϕ(s)K(T, s) +

Z T

s
(ϕ(t)− ϕ(s))K(dt, s). (4.3)

Then the stochastic integral w.r.t. X is defined for processes in Dom(δX) ([2], formula (12)):

Dom(δX) := (K∗)−1(Dom(δ)).

For a process v in Dom(δX), one sets:

δX(v) :=

Z T

0
v(s)δX(s) :=

Z T

0
(K∗v)(s)δW (s).

In the case of fBm, one has:

BHt =

Z t

0
KH(t, s) dWs,

where

KH(t, s) = dH (t− s)H−
1
2 + cH

�
1

2
−H

�Z t

s
(u− s)H− 3

2

�
1−

� s
u

� 1
2−H

�
du (4.4)

and

dH =

�
2HΓ( 3

2 −H)

Γ( 1
2 +H)Γ(2− 2H)

� 1
2

.

We will index our operators and sets with H, i.e. we will write:

Dom(δH) = (K∗H)−1(Dom(δ))

for the domain of the Skohorod integral with respect to BH and

δH(v) :=

Z T

0
v(s)δBH(s) :=

Z T

0
(K∗Hv)(s)δW (s)

for the integral. In other words, δH(v) = δ(K∗Hv). We will also denote:

DH := (K∗H)−1(D).

Since D ⊂ Dom(δ) ([2] p. 769), we have that DH ⊂ Dom(δH).
As the methodolgy of [2] works in a general framework, one may wonder whether it is possible to apply it
directly to mBm. The prerequisite is to exhibit a kernel K such that (4.1) holds when X is an mBm. This
is indeed the case for B4, and the work [9] develops this approach. In contrast, it does not seem to be an
easy task to find such a kernel for the moving average and harmonizable mBms, as they have very different
correlation structures (see [21]). As a matter of fact, we conjecture that such a kernel does not exist for
the harmonizable mBm, based on the following fact: its covariance verifies, for all t1, t2 in R and H1, H2 in
(0, 1),
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E [B(t1, H1)B(t2, H2)] = E [B(t1, H2)B(t2, H1)] .

This will investigated in a forthcoming work.
We now seek to apply Theorem 3.4 in order to define a Skohorod integral w.r.t. mBm through approximating
Skohorod integrals w.r.t. fBms. In that view, we set F = L2(Ω) and I(Y, α) = δα(Y ).
It is straightforward to check that, for every (t, s) in [0, T ]2, the function H 7→ KH(t, s) is C1. We denote
its derivative by GH , i.e. GH1 is the derivative of the function H 7→ KH evaluated at H1. We associate to
GH an operator G∗H in a way similar to (4.3). Note that G∗H is the derivative of the function H 7→ K∗H . One
easily verifies that GH fulfils (4.2), so that one may define as above δG(.) := δ(G∗H .) for a suitable class of
processes. Let:

D :=
\

H∈h([0,1])

Dom(δH),

and
F :=

\
H∈h([0,1])

FH ,

where
FH := (G∗H)−1(Dom(δ)).

In principle, our approach should allow to define the integral w.r.t. mBm of any process in D∩F . However,
since we need a norm in order to apply Theorem 3.4, we shall restrict to a subset Λ of D ∩ F defined as
follows:

Λ :=

� \
H∈h([0,1])

DH

�\� \
H∈h([0,1])

(G∗H)−1(D)

�
.

We equip Λ with the norm:

‖v‖Λ = max

�
sup

H∈h([0,1])

‖(K∗Hv)‖1,2 , sup
H∈h([0,1])

‖(G∗Hv)‖1,2

�
.

Clearly, this norm satisfies condition (3.21). By definition, δH(v) exists for all v ∈ Λ. Moreover,
R T

0 (G∗Hv)(s)δW (s)
also exists for all H. Fix (v, s,H,H ′) in Λ × [0, T ] × h([0, 1])2 with that H < H ′. Consider the function
ϕ : Ω× [H,H ′]→ R defined by:

ϕ(ω,H1) := (K∗H1
v(ω))(s)− (K∗Hv(ω))(s)− (H1 −H)

(K∗H′v(ω))(s)− (K∗Hv(ω))(s)

H ′ −H
.

For every ω in Ω, ϕ(ω, .) is C1 and ϕ(ω,H) = ϕ(ω,H ′) = 0. As a consequence, there exists H ′′ω in [H,H ′]
such that ϕ′(H ′′ω) = 0. Thus, the set Aω := {H1 ∈ [H,H ′] : ϕ′(ω,H1) = 0} is a non-empty closed subset of
[H,H’]. It has a minimum, that we denote H0(ω). The map ω 7→ H0(ω) is measurable (i.e. H0 is a random
variable), as is the map (v, s,H,H ′, ω) 7→ H0(v, s,H,H ′, ω) is measurable.
We wish to estimate ‖I(v,H)− I(v,H ′)‖F for v in Λ. As we have just seen, there exists a measurable
function H0 = H0(H,H ′, v, s, ω) such that:

u(s) := (K∗H′v)(s)− (K∗Hv)(s)

= (H ′ −H)(G∗H0
v)(s).

Thus:

I(v,H ′)− I(v,H) = δ(u)

= (H ′ −H)

Z T

0
(G∗H0

v)(s)δW (s).

Now,
R T

0 (G∗H0
v)(s)δW (s) = δ(G∗H0

v) and there exists a constant C such that:

δ(G∗H0
v)



L2(Ω)

6 C


(G∗H0

v)




1,2
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([2], formula (5)), which entails that

‖I(v,H ′)− I(v,H)‖L2(Ω) 6 |H −H
′| ‖v‖Λ

i.e. (3.23) holds with θ = 1, E = F := L2(Ω) and ΛE := Λ.
We may thus set the following definition and theorem:

Theorem-Definition 4.1. Let Y ∈ Λ be such that h′(t)Y (t)� ∂B∂H (t, h(t)) is almost surely Riemann integrable

and such that
R 1

0 h
′(t)Y (t) � ∂B∂H (t, h(t)) dt belongs to L2(Ω). Then the Skohorod integral of Y with respect to

mBm is well-defined and given by:Z 1

0
Yt δB

h
t := lim

n→∞

Z 1

0
Yt δB

hn
t +

Z 1

0
h′(t)Y (t) � ∂B

∂H
(t, h(t)) dt. (4.5)

where the equality holds in L2(Ω).

Remark 4.1. It is easily verified that, for B = B4, our integral coincides with the one studied in [9] when
they are both defined. Comparing their domains would be an interesting task.

5 Wick-Itô integral with respect to mBm through approximating
fBms

Our aim in this section is to construct a Wick-Itô integral w.r.t. mBm using approximating fBms, and to
compare this integral with the one defined in [14]. For definiteness, we will use the field B1 (which was the
one used in [14]), but any other field would lead to similar developments.
We first briefly recall some basic facts about white noise theory and the Bochner integral, as well as on the
construction of the integral w.r.t. fBm in the spirit of [5, 6, 7, 11].

5.1 Recalls on White Noise theory and the Bochner integral

5.1.1 White Noise theory

Define the measurable space (Ω,F) by setting Ω := S
′
(R) and F := B(S

′
(R)), where B denotes the σ-

algebra of Borel sets. There exists a unique probability measure µ on (Ω,F) such that, for every f in L2(R),
the map < ., f >: Ω → R defined by < ., f > (ω) =< ω, f > (where < ω, f > is by definition ω(f), i.e the
action of the distribution ω on the function f) is a centered Gaussian random variable with variance equal

to ||f ||2L2(R) under µ. For every n in N, define en(x) := (−1)
n
π−1/4(2nn!)

−1/2
ex

2/2 dn

dxn (e−x
2

) the n−th

Hermite function. Let (| |p)p∈Z be the family norms defined by |f |2p :=
P+∞
k=0 (2k + 2)

2p
< f, ek >

2
L2(R), for

all (p, f) in Z×L2(R). The operator A defined on S (R) by A := − d2

dx2 +x2 +1 admits the sequence (en)n∈N
as eigenfunctions and the sequence (2n+ 2)n∈N as eigenvalues.
We denote (L2) the space L2(Ω,G, µ) where G is the σ-field generated by (< ., f >)f∈L2(R). For every random

variable Φ of (L2) there exists, according to the Wiener-Itô theorem, a unique sequence (fn)n∈N of functions

fn in bL2(Rn) such that Φ can be decomposed as Φ =
P+∞
n=0 In(fn), where bL2(Rn) denotes the set of all

symmetric functions f in L2(Rn) and In(f) denotes the n−th multiple Wiener-Itô integral of f with the

convention that I0(f0) = f0 for constants f0. Moreover we have the equality E[Φ2] =
P+∞
n=0n! ||fn||2L2(Rn)

where E denotes the expectation with respect to µ. For any Φ :=
P+∞
n=0 In(fn) satisfying the conditionP+∞

n=0 n! |A⊗nfn|
2
0 < +∞, define the element Γ(A)(Φ) of (L2) by Γ(A)(Φ) :=

P+∞
n=0 In(A⊗nfn), where A⊗n

denotes the nth tensor power of the operator A (see [12] appendix E for more details about tensor products of

operators). The operator Γ(A) is densely defined on (L2). It is invertible and its inverse Γ(A)
−1

is bounded.

Let ||ϕ||20 := ||ϕ||2(L2) for any random variable ϕ in (L2) and, for n in N, let Dom(Γ(A)
n
) be the domain of

the n−th iteration of Γ(A). Define the family of norms (|| ||p)p∈Z by:

||Φ||p := ||Γ(A)pΦ||0 = ||Γ(A)pΦ||(L2), ∀p ∈ Z, ∀Φ ∈ (L2) ∩ Dom(Γ(A)
p
).
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For p in N, define (Sp) := {Φ ∈ (L2) : Γ(A)pΦ exists and belongs to (L2)} and define (S−p) as the completion
of the space (L2) with respect to the norm || ||−p. As in [13], we let (S) denote the projective limit of the

sequence ((Sp))p∈N and (S)
∗

the inductive limit of the sequence ((S−p))p∈N. The space (S) is called the

space of stochastic test functions and (S)
∗

the space of Hida distributions. One can show that, for any p
in N, the dual space (Sp)∗ of Sp is (S−p). Thus we will write (S−p), in the sequel, to denote the space
(Sp)∗. Note also that (S)

∗
is the dual space of (S). We will note << , >> the duality bracket between (S)

∗

and (S). If φ,Φ belong to (L2) then we have the equality <<Φ,ϕ>> = < Φ, ϕ >(L2) = E[Φ ϕ]. A function

Φ : R → (S)
∗

is called a stochastic distribution process, or an (S)
∗−process, or a Hida process. Since we

have defined a topology given by a family of norms on the space (S)∗ it is possible to define a derivative and
an integral in (S)∗. A Hida process Φ is said to be differentiable at t0 ∈ R if lim

r→0
r−1 (Φ(t0 + r) − Φ(t0))

exists in (S)
∗
.

For f in L2(R), we define the Wick exponential of < ., f >, noted : e<.,f> :, as the (L2) random variable equal

to e<.,f>−
1
2 |f |

2
0 . The S-transform of an element Φ of (S∗), noted S(Φ), is defined as the function from S (R)

to R given by S(Φ)(η) := <<Φ,: e<.,η> :>> for every η in S (R). Finally for every (Φ,Ψ) ∈ (S)
∗ × (S)

∗
,

there exists a unique element of (S)
∗
, called the Wick product of Φ and Ψ and noted Φ � Ψ, such that

S(Φ �Ψ)(η) = S(Φ)(η) S(Ψ)(η) for every η in S (R).

5.1.2 Fractional and multifractional White noise

We introduce two operators, denoted MH and ∂MH

∂H , that will prove useful for the definition of the integral
with respect to fBm and mBm.

Operators MH and ∂MH

∂H

Let H be a fixed real in (0, 1). Following [11] and references therein, define the operator MH , specified in the

Fourier domain, by ×MH(u)(y) :=
√

2π
cH
|y|1/2−Hbu(y) for every y in R∗. This operator is well defined on the

homogeneous Sobolev space of order 1/2−H, denoted L2
H(R) and defined by L2

H(R) := {u ∈ S ′(R) : bu =
Tf ; f ∈ L1

loc(R) and ||u||H < +∞}, where the norm || ||H derives from the inner product <,>H defined on

L2
H(R) by < u, v >H := 1

c2
H

R
R |ξ|

1−2HÒu (ξ)Òv (ξ)dξ and where cH was given in the definition of the fractional

field B1.
The definition of the operator ∂MH

∂H is quite similar. More precisely, define for every H in (0, 1), the space
ΓH(R) := {u ∈ S ′(R) : bu = Tf ; f ∈ L1

loc(R) and ||u||δH(R) < +∞}, where the norm || ||δH(R) derives from

the inner product on ΓH(R) defined by < u, v >δH := 1
c2
H

R
R (βH + ln |ξ|)2 |ξ|1−2H Òu (ξ) Òv (ξ) dξ. Following

[14], define the operator ∂MH

∂H from (ΓH(R), <,>δH(R)) to (L2(R), <,>L2(R)), in the Fourier domain, by:Ø∂MH

∂H (u)(y) := −(βH + ln |y|)
√

2π
cH
|y|1/2−H bu(y), for every y in R∗. The reader interested in the properties

of MH and ∂MH

∂H may refer to [14, section 3.2].

Fractional and multifractional White noise

[14, (5.10)] states that:

Almost surely, for every t, Bht = B1(t, h(t)) =< .,Mh(t)(1[0,t]) >=
+∞X
k=0

�Z t

0
Mh(t)(ek)(s)ds

�
< ., ek > .

(5.1)
We now define the derivative in the sense of (S)∗ of mBm. Define the (S∗)-valued process Wh := (Wh

t )t∈[0,1]

by

Wh
t :=

+∞X
k=0

�
d

dt

�Z t

0
Mh(t)(ek)(s) ds

��
< ., ek > . (5.2)

Theorem-Definition 5.1. [14, Theorem-definition 5.1] The process Wh defined by (5.2) is an (S)
∗
-process

which verifies, in (S)
∗
, the following equality:
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Wh
t =

+∞X
k=0

Mh(t)(ek)(t) < ., ek > + h′(t)
+∞X
k=0

�Z t

0

∂MH

∂H (ek)(s)
��
H=h(t)

ds

�
< ., ek >. (5.3)

Moreover the process Bh is (S)
∗
-differentiable on [0, 1] and verifies dBh

dt (t) = Wh
t in (S)

∗
.

When the function h0 is constant and identically equal to H, we will write WH := (WH
t )t∈[0,1] and call the

(S)
∗
-process WH a fractional white noise. Note that (5.3) may be written as

Wh
t = W

h(t)
t + h′(t)

∂B1

∂H
(t, h(t)), (5.4)

where W
h(t)
t is nothing but WH

t |H=h(t) and where the equality holds in (S)
∗
.

5.1.3 Bochner integral

Since the objects we are dealing with are no longer random variables in general, the Riemann or Lebesgue
integrals are not relevant here. However, taking advantage of the fact that we are working with vector linear
spaces, we may use Pettis or Bochner integrals. In the frame of the Wick-Itô integral, the space E, defined
at the beginning of section 3.2 will be a space (S−p) for some integer p. The fact that we need a norm on
HE suggests the use of Bochner integral. A nice survey of this topic may be found in [13, p.247]. We only
recall here the definition and two basic results.

Definition 5.1 (Bochner integral [13], p.247). Let I be a subset of [0, 1] endowed with the Lebesgue measure.
One says that Φ : I → (S)

∗
is Bochner integrable of index p on I if it satisfies the two following conditions:

1. Φ is weakly measurable on I, i.e t 7→<< Φt, ϕ >> is measurable on I for every ϕ in (S).

2. There exists p in N such that Φt ∈ (S−p) for almost every t in I and t 7→ ||Φt||−p belongs to L1(I, dt).

The Bochner-integral of Φ on I is denoted
R
I Φt dt.

Proposition 5.2. If Φ : I → (S)
∗

is Bochner-integrable on I with index p then
����R

I Φt dt
����
−p 6

R
I ||Φt||−p dt.

Theorem 5.3 ([13], theorem 13.5). Let Φ := (Φt)t∈[0,1] be an (S)
∗
-valued process such that:

(i) t 7→ S(Φt)(η) is measurable for every η in S (R).

(ii) There exist p in N, b in R+ and a function L in L1([0, 1], dt) such that, for a.e. t in [0, 1], |S(Φt)(η)| 6
L(t) eb|η|

2
p , for every η in S (R).

Then Φ is Bochner integrable on [0, 1] and
R 1

0 Φ(s) ds ∈ (S−q) for every q > p such that 2be2D(q − p) < 1

where e denotes the base of the natural logarithm and where D(r) := 1
22r

P+∞
n=1

1
n2r for r in (1/2,+∞).

5.2 Wick-Itô integral with respect to fBm

The fractional Wick-Itô integral with respect to fBm (or integral w.r.t fBm in the white noise) was introduced
in [11] and extended in [5] using the Pettis integral. However, in order to use Theorem 3.4, we need that
Ys belongs to (S−p) for almost every real s. It then seems reasonable to assume that (Ys)s∈[0,1] is Bochner

integrable on [0, 1]. For this reason, we now particularize the fractional Wick-Itô integral with respect to
fBm of [11] and [5] in the framework of the Bochner integral.

Definition 5.4 (Wick-Itô integral w.r.t fBm in the Bochner sense). Let H ∈ (0, 1), I be a Borel subset of
[0, 1], BH := (BHt )t∈I be a fractional Brownian motion of Hurst index H, and Y := (Yt)t∈I be an (S)

∗
-valued

process verifying:

(i) there exists p ∈ N such that Yt ∈ (S−p) for almost every t ∈ I,
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(ii) the process t 7→ Yt �WH
t is Bochner integrable on I.

Then, Y is said to be Bochner-integrable with respect to fBm on I and its integral is defined by:Z
I
Ys d

�BHs :=

Z
I
Ys �WH

s ds. (5.5)

Lemma 5.5. Let Y := (Yt)t∈[0,1] be an (S)
∗
-valued process, Bochner integrable of index p0 ∈ N. Then Y

is integrable on [0, 1], with respect to fBm of any Hurst index H, in the Bochner sense. Moreover, for any
H in (0, 1),

R
[0,1] Ys d

�BHs belongs to (S−r0) for every r0 > p0 + 1 if p0 > 2 and for every r0 > p0 + 2 if

p0 ∈ {0, 1}.

Proof: Fix H ∈ (0, 1), p0 > 2 and r0 > p0 + 1. The map t 7→ Yt � WH
t is weakly measurable since

t 7→ S(Yt �WH
t )(η) is measurable for every η ∈ S (R). Using [13, remark 2 p.92], one obtains that, for

almost every t in [0, 1], ||Yt �WH
t ||−r0 6 ||Yt||−p0

||WH
t ||−p0

< +∞. Hence Yt �WH
t belongs to (S−r0). Since

the map t 7→ ||WH
t ||−r is continuous for every integer r > 2 (see [14, proposition 5.9]), one also gets:Z 1

0
||Yt �WH

t ||−r0 dt 6
�

sup
t∈[0,1]

||WH
t ||−p0

� Z 1

0
||Yt||−p0

dt < +∞.

This shows that t 7→ Yt �WH
t is Bochner-integrable of index r0.

Let us now assume that p0 ∈ {0, 1}. It is sufficient to check that theorem 5.3 applies. Condition (i) is
obviously fulfilled. Moreover, using [13, p.79], we obtain that, for every (t, η) in [0, 1]×S (R),

|S(Yt �WH
t )(η)| 6 ‖Yt‖−p0

e
1
2 |η|

2
2 sup
t∈[0,1]

||WH
t ||−2 =: L(t) e

1
2 |η|

2
2 .

Since Y is Bochner integrable of index p0, it is clear that L belongs to L1([0, 1], dt). Moreover, e2D(r0−p0) <
1, for every r0 > p0 + 2. Theorem 5.3 then allows to conclude that t 7→ Yt �WH

t is Bochner integrable of
index r0. �
The following lemma, the proof of which is obvious in view of hypothesis (H2), will be useful in the proof of
proposition 5.9 below.

Lemma 5.6. For every p in N, the map (t,H) 7→ ∂B1

∂H (t,H) is continuous from [0, 1] into ((S−p), || ||p). In
particular, for every subset [a, b] of (0, 1), there exists a positive real κ such that:

∀p ∈ N, sup
(s,H)∈[0,t]×[a,b]

��������∂B1

∂H
(s,H)

��������
−p
6 κ. (5.6)

5.3 Stochastic integral with respect to mBm with approximating fBms

We construct in this section the Wick-Itô integral w.r.t. mBm using approximating fBms. In that view, we
shall apply Theorem 3.4. Fix p0 in N and s0 in N such that s0 > max{p0 + 1, 3}. Set E := (S−p0

) and
F := (S−s0). Define

ΛE := HE =

�
(Yt)t∈[0,1] ∈ (S−p0)

R
:

Z
[0,1]

Yt d
�Bαt ∈ (S−s0), ∀α ∈ h([0, 1])

�
,

and equip HE with the norm ‖ ‖ΛE := ‖ ‖HE defined by ‖Φ‖HE :=
R 1

0 ‖Φt‖−p0 dt. This norm fulfils
condition (3.21). Indeed, let A1, A2, · · · , An be disjoint Borelians of [0, 1]. Then

nX
k=1

||Y 1Ak ||HE =
nX
k=1

Z 1

0
||Y 1Ak(s)||−p0

ds 6
nX
k=1

Z 1

0
1Ak(s)||Ys||−p0

ds

6
Z 1

0

 
nX
k=1

1Ak(s)

!
||Ys||−p0

ds 6 ||Y ||HE . (5.7)

Lemma 5.7. The Wick-Itô integral w.r.t. fBm verifies condition (3.23).
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Proof: Since (S−p0
) ⊂ (S−2) if p0 belongs to {0; 1}, we assume from now that p0 > 2 and that s0 > p0 + 1.

Let Y ∈ HE . Lemma 5.5 entails that Y is integrable with respect to fBm in the Bochner sense, for any
Hurst index α in (0, 1) and that I(Y, α) =

R
[0,1] Yt d

�Bαt belongs to (S−s0). Now for any (α, α′) in (0, 1)
2
,

using the same arguments we used in the proof of lemma 5.5,

||I(Y, α)− I(Y, α′)||−s0 =

��������Z
[0,1]

Yt � (Wα
t −Wα′

t ) dt

��������
−s0

6
Z 1

0
||Yt||−p0

||Wα
t −Wα′

t ||−p0
dt

6

�
sup
t∈[0,1]

||Wα
t −Wα′

t ||−p0

�
||Y ||HE ,

thus

sup
||Y ||HE61

||I(Y, α)− I(Y, α′)||−s0 6 sup
t∈[0,1]

||Wα
t −Wα′

t ||−p0
. (5.8)

By definition, ||Wα
t −Wα′

t ||
2

−p0
=
P+∞
k=0

(Mα(ek)(t)−Mα′ (ek)(t))2

(2k+2)2p0
.

For every (t, k) in [0, 1] × N, the function α 7→ Mα(ek)(t) is differentiable on (0, 1) (this is Lemma 5.5 in
[14]. Using point 1 of [14, lemma 5.6] and the mean value theorem, one obtains the following fact: for every

[a, b] ⊂ (0, 1), there exists a positive real ρ such that for all (t, α, α′, k) ∈ [0, 1]× [a, b]
2 × N:

|Mα(ek)(t)−Mα′(ek)(t)| 6 ρ (k + 1)
2/3

ln(k + 1) |α− α′|.
As a consequence,

||Wα
t −Wα′

t ||
2

−p0
6 ρ2 |α− α′|2

+∞X
k=0

(k + 1)
4/3

ln2(k + 1)

22p0(k + 1)
2p0

.

With (5.8), one gets

sup
||Y ||HE61

||I(Y, α)− I(Y, α′)||−s0 6 |α− α
′| γp0

(5.9)

where γp0
:= ρ

�P+∞
k=1

ln2 k
k2(p0−2/3)

�1/2
is finite since p0 > 2.

�
A consequence of the previous lemma is that Theorem 3.4 applies, that is, limn→+∞

R
[0,1] Yt d

�Bhnt exists as

an element of (S−s0).

Lemma 5.8. For every process Y := (Yt)t∈[0,1] Bochner-integrable on [0, 1], the map t 7→ h′(t) Yt �
∂B1

∂H (t, h(t)) is integrable.

Proof: Fix p0 > 2 and s0 > p0 + 1. Using the same arguments as in the proof of lemma 5.5 one easily prove
that t 7→ h′(t) Yt � ∂B1

∂H (t, h(t)) on [0, 1] is weakly measurable. Lemma 5.6 entails that:

sup
(s,H)∈[0,1]×h([0,1])

��������∂B1

∂H
(s,H)

��������
−p0

6 κ,

for every p0. We hence get��������h′(t) Yt � ∂B1

∂H
(t, h(t))

��������
−s0
6 ||Ys||−p0

�
sup
s∈[0,1]

|h′(s)|
�

sup
s∈[0,1]

��������∂B1

∂H
(s, h(s))

��������
−p0

< +∞.

Thus there exists δ ∈ R∗+, such that
R 1

0

����h′(s) Ys � ∂B1

∂H (s, h(s))
����
−s0

ds 6 δ
R 1

0 ||Ys||−p0
ds < +∞. As a

consequence,
R 1

0 h′(t) Yt � ∂B1

∂H (t, h(t))dt is well defined in the sense of Bochner. �

Corollary 5.9. Let Y ∈ HE. ThenZ 1

0
Yt d

�Bht := lim
n→∞

Z 1

0
Yt d

�Bhnt +

Z 1

0
h′(t) Yt �

∂B1

∂H
(t, h(t)) dt, (5.10)

where the limit and the equality hold in (S−s0), is well-defined and belongs to (S−s0).
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5.4 A comparison between multifractional Wick-Itô integral and limiting frac-
tional Wick-Itô integral

A multifractional Wick-Itô integral with respect to mBm was defined [14]. It is interesting to check whether
it coincides with the one defined in Corollary 5.9. In that view, we need to adapt the definition of [14], which
used Pettis integrals, to deal with Bochner integrals.

Definition 5.10 (Multifractional Wick-Itô integral in Bochner sense). Let I be a Borelian connected subset
of [0, 1], Bh := (Bht )t∈I be a multifractional Brownian motion and Y := (Yt)t∈I be a (S)

∗
-valued process

such that:

(i) There exists p ∈ N such that Yt ∈ (S−p) for almost every t ∈ I,

(ii) the process t 7→ Yt �Wh
t is Bochner integrable on I.

Y is then said to be integrable on I with respect to mBm in the Bochner sense or having a multifractional
Wick-Itô integral. This integral is defined to be

R
I Ys �Wh

s ds.

Remark 5.11. From the definition of
�
Wh
t

�
t∈[0,1]

[14, proposition 5.9], and the proof of lemma 5.5, it is

clear that every (S)
∗
-valued process Y := (Yt)t∈I which is Bochner integrable on I of index p0, is integrable

on I with respect to mBm, in the Bochner sense. Moreover
R

[0,1] Yt dB
�h
t belongs to (S−r0), where r0 was

defined in lemma 5.5.

In order to compare our two integrals with respect to mBm when they both exist, it seems natural to assume
that Y = (Yt)t∈[0,1] is a Bochner integrable process of index p0 ∈ N. The space E and the norm || ||HE are
defined as in the previous subsection.

Theorem 5.12. Let Y = (Yt)t∈[0,1] be a Bochner integrable process of index p0 ∈ N. Then Y is integrable

with respect to mBm in both senses of Corollary 5.9 and Definition 5.10. Moreover
R
I Ys � Wh

s ds andR
[0,1] Yt d

�Bht are equal in (S∗).

Proof: Since Y is a Bochner integrable process of index p0 ∈ N, Proposition 5.9 and Remark 5.11 entail
that

R
[0,1] Ys d

�Bhs exists in (S−s0) and that
R
I Ys �Wh

s ds exist in (S−r0), where s0 has been defined just

above proposition 5.9 and r0 has been defined in lemma 5.5. Moreover, thanks to (5.10) and using (3.4) and
(5.5), we may write, in (S−s0),

Z
[0,1]

Ys d
�Bhs = lim

n→∞

Z 1

0
Yt d

�Bhnt +

Z 1

0
h′(t) Yt �

∂B1

∂H
(t, h(t)) dt

= lim
n→∞

qn−1X
k=0

Z 1

0
1

[x
(n)

k
,x

(n)

k+1
)
(t) Yt d

�B
h(x

(n)

k
)

t +

Z 1

0
h′(t) Yt �

∂B1

∂H
(t, h(t)) dt

= lim
n→∞

qn−1X
k=0

Z 1

0
1

[x
(n)

k
,x

(n)

k+1
)
(t) Yt �W

h(x
(n)

k
)

t dt+

Z 1

0
h′(t) Yt �

∂B1

∂H
(t, h(t)) dt. (5.11)

Besides, equality (5.10) and (5.4) entail that, in (S−r0),Z 1

0
Yt �Wh

t dt =

Z 1

0
Yt �Wh(t)

t dt+

Z 1

0
h′(t) Yt �

∂B1

∂H
(t, h(t)) dt. (5.12)

Since s0 > r0 we have (S−r0) ⊂ (S−s0). Thus it remains to show that, in (S−s0),

L(Y ) := lim
n→∞

qn−1X
k=0

Z 1

0
1

[x
(n)

k
,x

(n)

k+1
)
(t) Yt �W

h(x
(n)

k
)

t dt is equal to M(Y ) :=

Z 1

0
Yt �Wh(t)

t dt.
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Since L(Y ) and M(Y ) both belong to (S−s0), it is sufficient to show that they have the same S-transform.
Using [13, theorem 8.6], one has, for η in S (R),

S(L(Y ))(η) = lim
n→∞

S

 
qn−1X
k=0

Z 1

0
1

[x
(n)

k
,x

(n)

k+1
)
(t) Yt �W

h(x
(n)

k
)

t dt

!
(η).

Using now (ii) of [14, theorem 5.12], one gets

S(L(Y ))(η) = lim
n→+∞

qn−1X
k=0

Z x
(n)

k+1

x
(n)

k

S(Yt)(η) S(W
h(x

(n)

k
)

t )(η) dt

= lim
n→+∞

Z
[0,1]

S(Yt)(η)

 
qn−1X
k=0

1
[x

(n)

k
,x

(n)

k+1
)
(t) M

h
�
x

(n)

k

�(η)(t)

!
dt. (5.13)

The map (t,H) 7→ MH(η)(t) is continuous (see [14, lemma 5.5]). Define Kη := sup
(t,H)∈[0,1]×h([0,1])

MH(η)(t).

For every n in N and t in [0, 1], one has

�����S(Yt)(η)

qn−1X
k=0

1
[x

(n)

k
,x

(n)

k+1
)
(t) M

h
�
x

(n)

k

�(η)(t)

����� 6 sup
(t,H)∈[0,1]×h([0,1])

MH(η)(t) e
1
2 |η|

2
p0 ||Yt||−p0

6 Kη e
1
2 |η|

2
p0 ||Yt||−p0

. (5.14)

The map t 7→ Kη e
|η|2p0 ||Yt||−p0

belongs to L1(R, dt). In addition, for almost every t in [0, 1],

lim
n→+∞

qn−1X
k=0

1
[x

(n)

k
,x

(n)

k+1
)
(t) M

h
�
x

(n)

k

�(η)(t) = Mh(t)(η)(t),

Thus, by dominated convergence, one gets, using (5.14),

S(L(Y ))(η) =

Z
[0,1]

S(Yt)(η) Mh(t)(η)(t) dt =

Z
[0,1]

S(Yt)(η) S(W
h(t)
t )(η) dt = S

�Z
[0,1]

Yt �Wh(t)
t dt

�
(η),

Since the map S : Φ 7→ S(Φ) from (S)∗ into itself is injective, one deduces that L(Y ) =
R

[0,1] Yt �W
h(t)
t dt,

and the proof is complete. �
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Appendix

A Proof of proposition 3.1 in the case of B1 and B2

It is sufficient to establish the proof for B1. Almost surely, B1(t,H) :=< .,MH(1[0,t]) > for every (t,H) in
R×(0, 1) (see [11, section 2] for example). The following result is established in [14]: the map H 7→MH(1[0,t])
is C1 from (0, 1) to L2(R) for every t. The map is H 7→ B1(t,H) is C1 for every real t and its derivative
is such that, almost surely, ∂B1

∂H (t,H) =< ., ∂MH

∂H (1[0,t]) > for every (t,H) in (0, 1). Note moreover that

the previous equality also holds in L2(Ω) and that the process (∂B1

∂H (t,H))(t,H)∈R×(0,1) is Gaussian and

centred. Now, with the notations of [14], E[∂B1

∂H (t,H)∂B1

∂H (s,H ′)] = < ∂MH

∂H (1[0,t]),
∂MH

∂H (1[0,s]) >L2(R)
, for

every (t,H) ∈ R× (0, 1). Hence,

J := E
h�

∂B1

∂H (t,H)− ∂B1

∂H (s,H)
�2
i

=
����∂MH

∂H (1[0,t] − 1[0,s])
����2
L2(R)

= 1
c2
H

Z
R

(βH + ln |y|)2 |y|1−2H
��� 1−eiy(t−s)

y2

���2 dy.
where βH :=

c
′
H

cH
. Fix τ in (0, c) and let M := e

ln 2
τ . Note that M > 1 and that |y|τ > 2 for every y such that

|y| >M . One computes:

J = 1
c2
H

Z
|y|>M

(βH + ln |y|)2 |y|1−2H

����1− eiy(t−s)

y2

����2 dy + 1
c2
H

Z
|y|6M

(βH + ln |y|)2 |y|1−2H

����1− eiy(t−s)

y2

����2 dy
6 1

c2
H

Z
|y|>M

(βH + ln |y|)2 |y|1−2H |t− s|2 |y|
2τ

|y|2
dy + |t− s|2 22

c2
H

Z
|y|6M

(βH + ln |y|)2

|y|2H−1
dy

6 |t− s|2 4
c2
H

�Z
|y|>M

(βH + ln |y|)2

|y|1+2(H−τ)
dy +

Z
|y|6M

(βH + ln |y|)2

|y|2H−1
dy

�
=: |t− s|2 Q(H).

Since ∆1 := sup
H∈[c,d]

Q(H) < +∞,

E
h�

∂B1

∂H (t,H)− ∂B1

∂H (s,H)
�2
i
6 ∆1 |t− s|2. (A.1)

Besides, E
h�

∂B1

∂H (t,H)− ∂B1

∂H (t,H ′)
�2
i

=
R
R |1−eity|2 (gy(H)−gy(H ′))2 dy, where the map gy : (0, 1)→ R

is defined by gy(H) := (βH+ln |y|)
cH

|y|1/2−H for every y in R∗. It is easily seen that gy is C1 on [c, d] for every
y in R∗. The mean value theorem applies and there exists a positive constant K, which only depends on
[c, d], such that

E
h�

∂B1

∂H (t,H)− ∂B1

∂H (t,H ′)
�2
i
6 |H −H ′|2 K

Z
R
|1− eity|2 |Φ(y)|2 dy,

where Φ(y) := 1+
�
|y|1/2−c + |y|1/2−d

� �
1+(1+ln |y|) ln |y|

�
. Since ∆2 := K

R
R |1−eity|2 |Φ(y)|2 dy < +∞,

we have proven that

E
h�

∂B1

∂H (t,H)− ∂B1

∂H (t,H ′)
�2
i
6 ∆2 |H −H ′|2. (A.2)

Setting ∆ := 2(∆1 + ∆2) and using (A.1) and (A.2), one obtains:

E
h�

∂B1

∂H (t,H)− ∂B1

∂H (s,H ′)
�2
i
6 2E

h�
∂B1

∂H (t,H)− ∂B1

∂H (t,H ′)
�2
i

+ 2E
h�

∂B1

∂H (t,H ′)− ∂B1

∂H (s,H ′)
�2
i

6 ∆
�
|t− s|2 + |H −H ′|2

�
. �
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