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Multifrational stohasti volatility modelsSylvain Corlay† Joahim Lebovits‡§ Jaques Lévy Véhel §January 2, 2012AbstratThe aim of this work is to advoate the use of multifrational Brownian motion (mBm) as a relevantmodel in �nanial mathematis. Multifrational Brownian motion is an extension of frational Brownianmotion where the Hurst parameter is allowed to vary in time. This enables the possibility to aommodatefor varying loal regularity, and to deouple it from long-range dependene properties. While we believethat mBm is potentially useful in a variety of appliations in �nane, we fous here on a multifrationalstohasti volatility Hull & White model that is an extension of the model studied in [13℄. Usingthe stohasti alulus with respet to mBm developed in [29℄, we solve the orresponding stohastidi�erential equations. Sine the solutions are of ourse not expliit, we take advantage of reentlydeveloped numerial tehniques, namely funtional quantization-based ubature methods, to get aurateapproximations. This allows us to test the behaviour of our model (as well as the one in [13℄) withrespet to its parameters, and in partiular its ability to explain the smile e�et of implied volatility.An advantage of our model is that it is able both to �t smiles at di�erent maturities, and to take intoaount volatility persistene in a more preise way than in [13℄.
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IntrodutionVolatility in �nanial markets is both of ruial importane and hard to model in an aurate way. Ithas been long known that a onstant volatility as in the Blak & Sholes model is not onsistent withempirial �ndings, suh as the smile e�et. More basially, there is no reason to expet that instantaneousvolatility should be onstant. Popular models allowing for a varying volatility inlude ARCH models andtheir generalizations, stohasti volatility models and loal volatility models. Loal volatility models, inpartiular, enable the possibility to mimi in an exat way implied volatility surfaes. However, suh modelsdo not take into aount another well doumented fat: while stoks do not typially exhibit orrelations,volatility does display long-range orrelations (see, e.g. [2℄). Stohasti volatility models, in ontrast, areable to inorporate this feature, provided an adequate driving noise is used. In [13, 12℄, this is performed byusing frational integration. More preisely, the model onsidered in [13℄ for the dynami of the prie of arisky asset reads as follows: §
dSt = µ(t, St)dt+ StσtdWt,
d ln(σt) = θ (µ− ln(σt)) dt+ γdBH

t , σ > 0,
(1)where W is a Brownian motion and BH

t is an independent frational Brownian motion (fBm) under thehistorial probability. Frational Brownian motion is an extension of Brownian motion, parametrized bya real H in (0, 1), whih has onstant loal Hölder regularity equal to H and whose inrements displaylong-range dependene for H > 1/2. Suh a model is onsistent with the slow deay in the orrelations ofvolatility observed in pratie. It also aounts for two features related to the measured smile e�et: thevolatility proess is less persistent in the short term than a standard di�usion, while it is more persistent inthe long run ([12, p. 3℄). We verify this fat in the ase of Model (1) numerially in Setion 6. However, bythe very nature of this model, the evolution in time of the smile is governed by the single parameter H .In this work, we replae fBm appearing in (1) with a more general proess alled multifrational Brownianmotion (mBm). Multifrational Brownian motion is an extension of fBm where the Hurst parameter H isreplaed by a funtion h. This enables the possibility to aommodate for non-stationary loal regularity,and to deouple it from long-range dependene properties. Indeed, there is no reason to believe that theregularity of the volatility should be onstant. In addition, graphs of estimated historial volatility (see, e.g.[2℄) seem to indiate that this proess is highly irregular. Modelling this evolution with the help of an fBmwould thus require to hoose a �small� H , i.e. H < 1/2, whih is not ompatible with long-range dependeneproperties. In ontrast, mBm has at eah time t loal regularity h(t), and, no matter the value of h in (0, 1),always display long-range dependene as long h is not onstant. In addition, as we will show from numerialexperiments, the model (written in a risk-neutral setting):8<: dFt = FtσtdWt,
d ln(σt) = θ (µ− ln(σt)) dt+ γhd

⋄Bh
t + γσdW

σ
t , σ0 > 0,

d〈W,W σ〉t = ρdt,
(2)where Bh

t is an mBm, yields shapes of the smile at maturity T that are governed by a weighted average ofthe values of the funtion h up to time T : thus, by adequately hoosing h, one may mimi a given impliedvolatility surfae more faithfully than with a Hull & White model driven by fBm (the alibration of h forthis purpose will be addressed in a forthoming work).In order to give a rigorous meaning to the model above, a stohasti integral with respet to mBm mustbe de�ned. Multifrational and frational Brownian motion are not semimartingales, thus lassial It� theorydoes not apply to them. At the time [13℄ was written, no theory for integration with respet to fBm wasavailable yet. Various approahes have been developed sine. Among these, the one based on white noisetheory is well �tted for an extension to mBm. In partiular, it allows to deal with any H ∈ (0, 1) and toobtain It� formulas. This integral was developed in [19, 5, 8℄, and applied to option priing in a frationalBlak and Sholes model in [19℄ 1. The white noise based stohasti integral was extended to mBm in [29℄.This is the theory we will use in order to study preisely our stohasti volatility models.1Suh a frational Blak and Sholes model raises some �nanial and eonomial issues, see [7, 10℄.2



While we fous here on the multifrational stohasti volatility model (2) (we also brie�y onsider amultifrational SABR model with β = 1 in Setion 5), we would like to mention that mBm is useful in avariety of appliations in �nane (see [1℄ for a partial list of artiles dealing with mBm in this �eld).In order to assess the relevane of our model, we ompute numerially the smiles at di�erent maturities.Sine the solution annot be written in an expliit form, we need to resort to approximations. In our ase,this is made possible by reent advanes in the theory of funtional quantization of Gaussian proesses.Funtional quantization of Gaussian proesses has beome an ative �eld of researh in reent yearssine the seminal artile [32℄. As far as appliations are onerned, ubature methods [38, 15℄ and varianeredution methods [16, 30℄ based on funtional quantization have been proposed. However, as the numerialuse of funtional quantizers requires the evaluation of the Karhunen-Loève eigenfuntions, this method wasrestrited to proesses for whih a losed-form expression for this expansion is known, suh as Brownianmotion. In [14℄, a numerial method was proposed to perform numerial quadrati funtional quantizationof more general Gaussian proesses, whih will be applied here to multifrational Brownian motion.We show that we an handle a fast and aurate forward start option priing in this model thanks to afuntional quantization-based ubature method similar to the one proposed in [38℄ and in [15℄. This allowsus to study the dependeny of the smile dynamis on the funtional parameter of the onsidered mBm.The remaining of this paper is organized as follows. We reall in Setion 1 basi fats about mBm. InSetion 2, we explain how to perform funtional quantization of mBm and investigate the rate of deay ofthe orresponding quantization error. Quantization-based ubature is also addressed in this setion. Setion3 is devoted to realls on the white noise based stohasti integral with respet to mBm. It also shows howto solve some stohasti di�erential equations (S.D.E.) in this frame and presents general remarks on thequantization of solutions of S.D.E. A detailed treatment of the Hull & White and SABR models are proposedin Setions 4 and 5. Numerial experiments and onlusions are gathered in Setion 6.1 Realls on multifrational Brownian motionFrational Brownian motion (fBm) [27, 36℄ is a entred Gaussian proess with features that make it auseful model in various appliations suh as �nanial and teletra� modelling, image analysis and synthesis,geophysis and more. These features inlude self-similarity, long-range dependene and the ability to mathany presribed onstant loal regularity. Frational Brownian motion depends on a parameter, usuallydenoted by H and alled the Hurst exponent, that belongs to (0, 1). Its ovariane funtion RH reads:
RH(t, s) :=

γH
2

(|t|2H + |s|2H − |t− s|2H),where γH is a positive onstant. A normalized fBm is one for whih γH = 1. Obviously, when H = 1
2 , fBmredues to standard Brownian motion. While fBm is a useful model, the fat that most of its propertiesare governed by the single number H restrits its appliation in some situations. In partiular, its Hölderexponent remains the same all along its trajetory. Thus, for instane, long-range dependent fBm, whihrequire H > 1

2 , must have smoother paths than Brownian motion. Multifrational Brownian motion [40, 4℄was introdued to overome these limitations. The basi idea is to replae the real H by a funtion t 7→ h(t)ranging in (0, 1).The onstrution of mBm is best understood through the use of a frational Brownian �eld. Fix aprobability spae (Ω,F , P ) and a positive real T . A frational Brownian �eld on [0, T ]× (0, 1) is a Gaussian�eld, denoted (B(t,H))(t,H)∈[0,T ]×(0,1), suh that for every H in (0, 1) the proess (BH
t )t∈[0,T ], where BH

t :=

B(t,H), is a frational Brownian motion with Hurst parameter H2. For a deterministi ontinuous funtion
h : [0, T ] → (0, 1), we all multifrational Brownian motion with funtional parameter h the Gaussianproess Bh := (Bh

t )t∈[0,T ] de�ned by Bh
t := B(t, h(t)). We say that h is the regularity funtion of the mBm.The frational �eld (B(t,H))(t,H)∈[0,T ]×(0,1) is termed normalized when, for all H in (0, 1), (BH

t )t∈[0,T ] is anormalized fBm. In this ase we will also say that Bh is normalized.2An alternative de�nition would be to start from a family of fBms (BH )H∈(0,1) (i.e. BH := (BH
t )

t∈R
is an fBm for every

H in (0, 1)) and de�ne from it the �eld (B(t, H))(t,H)∈[0,T ]×(0,1) by B(t, H) := BH
t . However it is not true, in general, thatthe �eld (B(t, H))(t,H)∈[0,T ]×(0,1) obtained in this way is Gaussian.3



In order for mBm to posses interesting properties, we need some regularity of B(t,H) with respet to H .More preisely, we will always assume that B(t,H) satis�es the following ondition:
∀T ∈ R

∗
+, ∀[c, d] ⊂ (0, 1), ∃(Λ, δ) ∈ (R∗

+)
2 suh that

E[(B(t,H)−B(t,H ′))2] ≤ Λ |H −H ′|δ for every (t,H,H ′) in [0, T ]× [c, d]2.
(H)Under this assumption, and if the funtional parameter h is ontinuous, then the assoiated mBm has aontinuous modi�ation.The lass of mBm is rather large, sine there is some freedom in hoosing the orrelations between thefBms omposing the frational �eld B(t,H). For de�niteness, we will often onsider in this work the so-alled �well-balaned� version of multifrational Brownian motion. Essentially the same analysis ould beonduted with other versions. More preisely, a well-balaned mBm is obtained from the �eld B(t,H) :=

1
cH

R
R

eitu−1
|u|H+1/2

fW (du) where fW denotes a omplex-valued Gaussian measure (f. [42℄ for more details).We show in Proposition 2.5 that assumption H is satis�ed by the well-balaned frational Brownian �eld (infat, it is veri�ed by all mBms onsidered so far in the literature). The proof of the following propositionan be found in [3℄:Proposition 1.1 (Covariane funtion of well-balaned mBm). The ovariane funtion Rh of well-balanedmBm is given by
Rh(t, s) =

c2ht,s

ch(t)ch(s)

�
1

2

�
|t|2ht,s + |s|2ht,s − |t− s|2ht,s

��
, (3)where ht,s := h(t)+h(s)

2 and cx :=

�
2π

Γ(2x+1) sin(πx)

� 1
2 .The other main properties of mBm are as follows: the pointwise Hölder exponent at any point t of B(h)is almost surely equal to h(t) ∧ βh(t), where βh(t) is the pointwise Hölder exponent of h at t [22, 23℄. Fora smooth h, one thus may ontrol the loal regularity of the paths by the value of h. In addition, theinrements of mBm display long range dependene for all non-onstant h(t) [3℄. Finally, when h is C1, mBmis tangent to fBm with exponent h(u) in the neighbourhood of any u in the following sense [20℄:�

Bh
u+rt −Bh

u

rh(u)
; t ∈ [a, b]

� law−−−−→
r→0+

{Bh(u)
t ; t ∈ [a, b]}.These properties show that mBm is a more versatile model that fBm: in partiular, it is able to mimiin a more faithful way loal properties of �nanial reords, Internet tra� and natural landsapes [9, 31, 18℄by mathing their loal regularity. This is important e.g. for purposes of detetion or real-time ontrol. Theprie to pay is of ourse that one has to deal with the added omplexity brought by having a funtionalparameter instead of a single number.In general, the inrements of multifrational Brownian motion are neither independent nor stationary. Sinean mBm Bh is an fBm of Hurst index H when h is onstant and equal to H , there is no risk of onfusion bydenoting BH the frational Brownian motion with Hurst index H .2 Funtional quantization of multifrational Brownian motion2.1 Computation of the quantizationThe quantization of a random variable X valued in a re�exive separable Banah spae (E, | · |) onsists in itsapproximation by a random variable Y that is measurable with respet to X and that takes �nitely manyvalues in E. The resulting error of the disretization is usually measured by the Lp norm of the di�erene

|X − Y |. If we settle on a �xed maximum ardinal N for Y (Ω), the minimization of the error redues to thefollowing optimization problem:
min

� |X − Y |

p
, Y : Ω → E measurable with respet to X, card(Y (Ω)) ≤ N

©
. (4)4



As Y is supposed to be measurable with respet to X , there exists a Borel map Proj : E → E valuedin a �nite subset Γ of E suh that Y = Proj(X). The �nite subset Γ is alled the odebook. Hene if
Γ = {γ1, · · · , γN}, there exists a Borel partition C = {C1, · · · , CN} of E suh that Proj =

NP
i=1

γi1Ci . Inother words, Proj performs the proess of mapping the ontinuous set X(Ω) to the �nite set Γ. Let ProjΓdenote a nearest neighbour projetion on Γ. Clearly,
|X − ProjΓ(X)| ≤ |X − Proj(X)| so that |X − ProjΓ(X)|


p
≤
|X − Proj(X)|


p
.Hene, in order to minimize the quantization error, it is optimal to use a nearest neighbour projetion onthe odebook Γ. A solution of (4) is alled an Lp-optimal quantizer of X . An elementary property of an

L2-optimal quantizer is stationarity: E[X |Y ] = Y . We denote by EN,p(X, | · |) the minimal Lp quantizationerror for the random variable X and the norm | · |:
EN,p(X, | · |) = min

�|X − Y |

p
, Y measurable with respet to X and |Y (Ω)| ≤ N

©We now assume that X is a bi-measurable stohasti proess on [0, T ] verifying R T
0 E

�|Xt|2
�
dt < ∞,that we see as a random variable valued in the Hilbert spae H = L2([0, T ]). Suppose that its ovarianefuntion ΓX is ontinuous. In [32℄, it is shown that, in the entred Gaussian ase, linear subspaes U of Hspanned by N -stationary quantizers orrespond to prinipal omponents of X , in other words, are spannedby eigenvetors of the ovariane operator of X . Thus, the quadrati optimal quantization of Gaussianproesses onsists in using its Karhunen-Loève deomposition �eXn , λXn �n≥1.To perform optimal quantization, the Karhunen-Loève expansion is �rst trunated at a �xed orderm and thenthe R

m-valued Gaussian vetor onstituted of the m �rst oordinates of the proess on its Karhunen-Loèvedeomposition is quantized. To reah optimal quantization, we have to determine both the optimal rankof trunation dX(N) (the quantization dimension) and the optimal dX(N)-dimensional Gaussian quantizerorresponding to the �rst oordinates, dX(N)N
j=1

N
�
0, λXj

�. We have the following representation of the quadratidistortion EN (X) := EN,2

�
X, | · |L2([0,T ])

�:
EN (X)2 =

X
j≥m+1

λXj + EN
 

mO
j=1

N
�
0, λXj

�!2

.From a numerial viewpoint, we are thus onfronted on the one hand with the �nite-dimensional quan-tization of the Gaussian distribution mN
j=1

N
�
0, λXj

� and on the other hand with the numerial evaluationof the �rst Karhunen-Loève eigenfuntions �eXn �1≤n≤dX(N). Various numerial algorithms have been devel-oped to deal with the �rst point. Let us mention Lloyd's algorithm and the Competitive Learning VetorQuantization (CLVQ). A review of these methods is available in [37℄. As far as the evaluation of the �rstKarhunen-Loève eigenfuntions is onerned, losed-expressions are available for standard Brownian motion,standard Brownian bridge and Ornstein-Uhlenbek proess. Other examples of expliit Karhunen-Loève ex-pansions may be found in [17℄ and [41℄. In the general ase, the so-alled Nyström method for approximatingthe solution of the assoiated integral equation may be used. It readsZ T

0

ΓX(·, s)eXk (s)ds = λXk e
X
k , k ≥ 1, (5)where both the eigenvalues and the eigenvetors have to be determined. The Nyström method relies onthe use of a quadrature sheme to approximate the integral, so that it turns into a matrix eigensystem.When dealing with the midpoint quadrature rule, and for su�iently regular kernels ΓX , the error admitsan asymptoti expansion in the form of the sum of even powers of the step size, for both the eigenvaluesand the eigenfuntions. We take advantage of this asymptoti expansion by using Rihardson-Rombergextrapolation methods. This method has been benhmarked against the Karhunen-Loève eigensystems ofstandard Brownian motion, Brownian bridge and Ornstein-Uhlenbek proess in [14℄.5



Instead of using an optimal quantization for the distribution dX(N)N
j=1

N
�
0, λXj

�, another possibility is touse a produt quantization, that is to use the Cartesian produt of the optimal quadrati quantizers of thestandard one-dimensional Gaussian distributions N �
0, λXj

�
1≤j≤dX (N)

. In the ase of independent marginals,this yields a stationary quantizer, i.e. a quantizer Y of X whih satis�es E[X |Y ] = Y . This property, sharedwith optimal quantizers, results in a onvergene rate of a higher order for the quantization-based ubaturesheme, as explained in [38℄. An advantage of this approah is that one-dimensional Gaussian quantizationis a fast proedure.In [37℄, deterministi optimization methods (e.g. Newton-Raphson) are shown to onverge rapidly tothe unique optimal quantizer of the one-dimensional Gaussian distribution. Moreover, a sharply opti-mized database of quantizers of standard univariate and multivariate Gaussian distributions is availableat www.quantize.maths-fi.om [39℄ for download. One sill has to determine the quantization level for eahdimension to obtain optimal produt quantization. In this ase, the minimization of the distortion beomes:�
EprodN (X)

�2
:= min

8<: dX
j=1

E2
Nj

�
N
�
0, λXj

��
+
X

j≥d+1

λXj , N1 × · · · ×Nd ≤ N, d ≥ 1

9=; . (6)A solution of (6) is alled an optimal K-L produt quantizer. This problem an be solved by the �blindoptimization proedure�, whih onsists in omputing the riterion for every possible deompositionN1×· · ·×
Nd with N1 ≥ · · · ≥ Nd. The result of this proedure an be stored for future use. Optimal deompositionsfor a wide range of values of N for both Brownian motion and Brownian bridge are available on the web sitewww.quantize.maths-fi.om [39℄. Another fat on quadrati funtional produt quantization is that it isshown to be rate-optimal under ertain assumptions on the K-L eigenvalues (see Theorem 2.1).Quadrati produt quantizers of fBms and well-balaned mBms for di�erent H and h are displayed onFigures 1 and 2. A �xed produt deomposition is used for simpliity.PSfrag replaements
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n→∞
yn if lim

n→∞
xn

yn
= 1. Thesymbol xn .

n→∞
yn means that lim

n→∞
xn

yn
≤ 1. Finally, xn ≍

n→∞
yn means that xn = O(yn) and yn = O(xn)as n→ ∞.2.2.1 Sharp rates based on asymptotis of Karhunen-Loève eigenvaluesReall the following well-known de�nition: 7



De�nition 1 (Regularly varying funtion at in�nity). A measurable funtion φ : (s,∞) → (0,∞), (s > 0)is regularly varying at in�nity with index b ∈ R if for every t > 0, lim
x→∞

φ(tx)
φ(x) = tb.Let X be a bi-measurable entred Gaussian proess on [0, T ] with a ontinuous ovariane funtion ΓX andsuh that R T

0 E[X2
s ]ds <∞. Denote by �eXn , λXn �n≥1 its Karhunen-Loève eigensystem.Theorem 2.1 (Quadrati quantization error asymptotis [33℄). Assume that λXn ∼ φ(n) as n → ∞, where

φ : (s,∞) → (0,∞) is a dereasing regularly varying funtion of index −b < −1 and s > 0. Set ψ(x) := 1
xφ(x) .Then

EN (X) ∼
��

b

2

�b−1 b

b− 1

�1/2

ψ(log(N))−1/2 as N → ∞.Moreover, the optimal produt quantization dimension mX(N) veri�es mX(N) ∼ 2
b log(N) as N → ∞,and the optimal produt quantization error EprodN (X) of level N satis�es

EprodN (X) .

��
b

2

�b−1 b

b− 1
+ C(1)

�1/2

ψ(log(N))−1/2 as N → ∞,where C(1) is a universal positive onstant.Though the optimal produt quantization is not asymptotially optimal, it still provides a rate-optimalsequene of quantizers. In the ase where b = 1, a similar result is true, with the additional property thatthe optimal produt quantization does yield an asymptotially optimal quadrati quantization error.The ase of frational Brownian motionIn [32, 11℄, it is shown that the Karhunen-Loève eigenvalues of fBm on [0, T ] verify
λB

H

n ∼ νH
n2H+1

as n→ ∞,where νH is a positive onstant. Thus, fBm satis�es the hypotheses of Theorem 2.1 and
EN
�
BH
�
∼ KH

log(N)H
as N → ∞ for some KH > 0, and EprodN

�
BH
�
≍ 1

log(N)H
as N → ∞.2.2.2 Mean regularity and domination of the funtional quantization rateWe reall the de�nition of regular variation at 0:De�nition 2 (Regularly varying funtion at zero). A measurable funtion φ : (0, s) → (0,∞), (s > 0) isregularly varying at 0 with index b ≥ 0 if for every t > 0, lim

x→0

φ(tx)
φ(x) = tb.De�nition 3 (The φ-Lipshitz assumption). Let X be a bi-measurable proess on [0, T ]. We say that Xsatis�es the φ-Lipshitz assumption for ρ > 0, whih we denote by (Lφ,ρ), if there is a non-dereasing funtion

φ : R+ → [0,∞], ontinuous at 0 with φ(0) = 0, suh that
(Lφ,ρ) ≡

8<: ∀(s, t) ∈ [0, T ]2,E [|Xt −Xs|ρ] ≤ (φ(|t − s|))ρ , if ρ ≥ 1

∀t ∈ [0, T ], ∀h ∈ (0, T ],E

�
sup

t≤s≤(t+h)∧T

|Xs −Xt|ρ
�
≤ (φ(h))

ρ if 0 < ρ < 1.Remark 1. The φ-Lipshitz assumption implies that E �|X |ρLρ([0,T ])

�
< ∞ so that P-almost surely, t 7→ Xtlies in Lρ([0, T ]). 8



Theorem 2.2 (Mean regularity and quantization rate). Let X be a bi-measurable proess on [0, T ] suh that
Xt ∈ Lρ for every t ∈ [0, T ], ρ > 0. Assume that X satis�es (Lφ,ρ) where φ is regularly varying at 0 withindex b. Then

∀(r, p) ∈ [0, ρ]2, EN,r

�
X, | · |Lp([0,T ])

�
≤ Cr,p

§
φ(1/ log(N)), if b > 0,
ψ(1/ log(N)), if b = 0,with ψ(x) := �R x

0
(φ(ξ))(r∧1)

ξ dξ
� 1

r∧1 , assuming in addition that R x
0

(φ(ξ))(r∧1)

ξ dξ <∞ if b = 0.In partiular, if φ(u) = cub, b > 0, then
EN,r

�
X, | · |Lp([0,T ])

�
= O(log(N)−b).The ase of multifrational Brownian motionTheorem 2.3 (L2-mean regularity of the multifrational Brownian motion). Let Bh be an mBm withfuntional parameter h satisfying assumption (H). Assume that h is β-Hölder ontinuous, β > 03. Thenthere exists a positive onstant M suh that

∀(s, t) ∈ [0, T ]2, E

h�
Bh

t −Bh
s

�2i ≤M |t− s|
�
2 inf

u∈[0,T ]
h(u)∧βδ

�
, (7)where δ is given in assumption (H).Proof: We may assume that the frational �eld (B(t,H))(t,H)∈[0,T ]×[c,d] is normalized. For (t, s) in [0, T ]2:

E

h�
Bh

t −Bh
s

�2i ≤ 2 E

�
(B(t, h(t))−B(s, h(t)))

2
�
+ 2 E

�
(B(s, h(t))−B(s, h(s)))

2
�

≤ 2
�
|t− s|2h(t) + Λ |h(t)− h(s)|δ

�
≤ 2

�
|t− s|2H1 (1 + T 2(H2−H1)) + Λ ηβ |t− s|βδ

�
≤ 2 (1 + T 2(H2−H1)) (1 + Λ ηβ)

�
|t− s|2H1 + |t− s|βδ

�
≤M |t− s|2H1∧βδ,where H1 := inf

u∈[0,T ]
h(u), H2 := sup

u∈[0,T ]

h(u) and M := 2(1 + T 2(H2−H1)) (1 + T 2H1∨βδ−2H1∧βδ) (1 + Λ ηβ).�Corollary 2.4 (Upper bound on the quantization error for multifrational Brownian motion). With thesame notations and assumptions as in theorem 2.3:
EN,r

�
Bh, | · |Lp([0,T ])

�
= O

�
log(N)−(H1∧ βδ

2 )
�
,for every (r, p) in (R+)

2.Proof: Sine Bh is a Gaussian proess, Theorem 2.3 shows that Bh ful�ls the φ-Lipshitz assumption forevery integer ρ of the form ρ := 2p where p is a positive integer and for the ontinuous funtion φρ de�nedon R+ by φρ(0) := 0 and φρ(x) := (κρ/2)
1/2ρ

√
M xH1∧ βδ

2 . We have denoted, for n in N, κn the numbersuh that E �Y 2n
�
= κn E

�
Y 2
�n for the entred Gaussian random variable Y . It is lear that φρ is regularlyvarying with index H1 ∧ βδ

2 , whih is positive. The result then follows from Theorem 2.2. �Remark 2. Corollary 2.4 extends to every proess V h := (V h
t )t∈[0,T ], of the form V h

t := Z(t, h(t)) where
Z := (Z(t,H))(t,H)∈R×[H1,H2] is a Gaussian �eld suh that one an �nd (Λ, γ, δ) in (R∗

+)
3 with

∀(s, t,H,H ′) ∈ [0, T ]2 × [H1, H2]
2, E

h�
Z(t,H)− Z(s,H ′)

�2i ≤ Λ (|t− s|γ + |H −H ′|δ),In this ase, for every (r, p) in (R∗
+)

2, we get EN,r

�
V h, | · |Lp([0,T ])

�
= O

�
log(N)−(

γ
2 ∧

βδ
2 )
�.3 i.e. ∃η ∈ R∗

+, ∀(s, t) ∈ [0, T ]2, |h(s)− h(t)| ≤ η |s− t|β . 9



Remark 3 (Sharp rate). We onjeture that the domination of the rate of deay of the quantization errorfor the mBm established in Corollary 2.4 is in fat a sharp rate and that we have, for every (r, p) ∈ (R∗
+)

2,
EN,r

�
Bh, | · |Lp([0,T ])

�
∼ Kh,r,p

log(N)H1∧β
as N → ∞ for some Kh,r,p > 0,and that the quadrati optimal produt quantization error EprodN

�
Bh
� for the mBm satis�es

EprodN

�
Bh
�
≍ 1

log(N)H1∧β
as N → ∞,whih is onsistent with the results of previous setion on the frational Brownian motion.Proposition 2.5. The well-balaned mBm Bh

t := 1
ch(t)

R
R

eitξ−1
|u|h(t)+1/2

fW (dξ) satis�es assumption (H).Proof: One omputes:
IH,H′

t := E

�
(B(t,H)−B(t,H ′))

2
�
=

Z
R

���� eitξ − 1

cH |ξ|H+1/2
− eitξ − 1

cH′ |ξ|H′+1/2

����2 du

=

Z
R

����eitξ − 1

ξ

����2 ��� 1
cH

|ξ|1/2−H − 1
cH′

|ξ|1/2−H′
���2 dξ. (8)For every ξ in R

∗, the map fξ : [c, d] → R+, de�ned by fξ(H) := 1
cH

|ξ|1/2−H is C1 sine H 7→ cH is C1 on
(0, 1). Thus there exists a positive real D suh that

∀(ξ,H) ∈ R
∗ × [c, d], |f ′

ξ(H)| ≤ D |ξ|1/2−H (1 + | ln(|ξ|)|) ≤ D
�
|ξ|1/2−c + |ξ|1/2−d

�
(1 + | ln(|ξ|)|).Thanks to the mean-value theorem, (8) yields

IH,H′

t ≤ D2 |H −H ′|2
Z
R

|eitξ − 1|2
|ξ|2

�
|ξ|1/2−c + |ξ|1/2−d

�2
(1 + | ln(|ξ|)|)2 dξ

≤ D2 |H −H ′|2
�
23
Z
|ξ|>1

(1 + | ln(|ξ|)|)2
|ξ|1+2c

dξ + (2t)2
Z
|ξ|≤1

|ξ|1−2d (1 + | ln(|ξ|)|)2 dξ
�

≤ (23 + T 2) D2

� Z
|ξ|>1

(1 + | ln(|ξ|)|)2
|ξ|1+2c

dξ +

Z
|ξ|≤1

|ξ|1−2d (1 + | ln(|ξ|)|)2 dξ
�

|H −H ′|2.Sine the two integrals in the last line are �nite, (H) is veri�ed with δ = 2. �2.3 Quantization-based ubature2.3.1 Basi formula and related inequalities in the ase of Lipshitz ontinuous funtionalsThe idea of quantization-based ubature methods is to approximate the distribution of the random variable
X by the distribution of a quantizer Y of X . As Y is a disrete random variable, we have PY =

NP
i=1

piδyi .Therefore, if F : E → R is a Borel funtional,
E[F (Y )] =

NX
i=1

piF (yi). (9)Hene, the weighted disrete distribution (yi, pi)1≤i≤N of Y allows us to ompute the sum (9). We reviewsome error bounds that an be derived when approximating E[F (X))] by (9). See [38℄ for more details.10



1. If X ∈ L2, Y a quantizer of X of size N and F is Lipshitz ontinuous, then
|E[F (X)]− E[F (Y )]| ≤ [F ]Lip‖X − Y ‖2. (10)where [F ]Lip is the Lipshitz onstant of F . In partiular, if (YN )N≥1 is a sequene of quantizers suhthat lim

N→∞
‖X − YN‖2 = 0, then the distribution NP

i=1

pNi δxN
i
of YN weakly onverges to the distribution

PX of X as N → ∞.2. If Y is a stationary quantizer of X, i.e. Y = E[X |Y ], and F is di�erentiable with a Lipshitz ontinuousderivative DF , then
|E[F (X)]− E[F (Y )]| ≤ [DF ]Lip‖X − Y ‖22, (11)where [DF ]Lip is the Lipshitz onstant of DF . If F is twie di�erentiable and D2F is bounded, thenwe an replae [DF ]Lip by 1

2‖D2F‖∞.3. If F is a semi-ontinuous onvex funtional4 and Y is a stationary quantizer of X,
E[F (Y )] ≤ E[F (X)]. (12)This is a simple onsequene of Jensen's inequality. Indeed,

E[F (Y )]
Stationarity

= E[F (E[X |Y ])]
Jensen
≤ E[E[F (X)|Y ])] = E[F (X)].2.3.2 The ase of exponentials of ontinuous entred Gaussian proessesLet (Xs)s∈[0,T ] be a ontinuous entred Gaussian proess on [0, T ]. Then the ovariane funtion of X isalso ontinuous.In addition, Fernique's theorem entails that E

�R T
0 X2

sds
� is �nite. We view X as a random variablevalued in the separable Banah spae (C([0, T ],R), ‖ · ‖∞). Let ÒX be a stationary quantizer of X .By the mean-value theorem, for all (x, y) ∈ R

2, |ex − ey| ≤ e|x|+|y||x− y|. Consequently, for p ≥ 1, usingHölder's inequality:
E

hR T
0

���eXs − ebXs

���p dsi1/p ≤ E

�R T
0 e

p|Xs|+p
��bXs

�� ���Xs − ÒXs

���p ds�1/p
≤ E

�R T
0 epp̃|Xs|e

pp̃
��bXs

��
ds

� 1
2pp̃

E

�R T
0

���Xs − ÒXs

���pq̃ ds� 1
2pq̃

,where (p̃, q̃) ∈ (1,∞)2 are onjugate exponents. For ǫ > 0, we hoose (p̃, q̃) suh that pq̃ = p+ ǫ. This gives
q̃ = 1 + ǫ/p and p̃ = 1 + p/ǫ.By Shwarz's inequality:

E

�Z T

0

���eXs − ebXs

���p ds�1/p ≤ E

�Z T

0
e2pp̃|Xs|ds

� 1
2pp̃

E

�Z T

0
e
2pp̃
�� bXs

��
ds

� 1
2pp̃ X − ÒX

p+ǫ
.De�ne the map φ : C([0, T ],R) → C([0, T ],R) by φ(f) := R T

0 e2pp̃|f(s)|ds. It is easily shown that φ is onvexand ontinuous on (C([0, T ],R), ‖ · ‖∞). Hene, Inequality (12) yields
E

�Z T

0
e
2pp̃
�� bXs

��
ds

�
≤ E

�Z T

0
e2pp̃|Xs|ds

�
.4In the in�nite-dimensional ase, onvexity does not imply ontinuity. In in�nite-dimensional Banah spaes, a semi-ontinuity hypothesis is neessary for Jensen's inequality. See [43℄ for more details.11



Finally
E

�Z T

0

���eXs − ebXs

���p ds�1/p ≤ E

�Z T

0
e2pp̃|Xs|ds

� 1
pp̃| {z }

<∞

X − ÒX
p+ǫ

. (13)We shall apply (13) with p = 2− ǫ in setion 4: this will allow us to ontrol the L2−ǫ quantization errorof the exponential of a entred ontinuous Gaussian proess X by the L2 quantization of X .2.3.3 Rihardson-Romberg extrapolationWith respet to the quantization errorIn the general setting of a non-uniform random variableX , a quadrati optimalN -quantizer YN of X and a C1funtional with Lipshitz ontinuous derivative, Equation (11) does not provide a true asymptoti expansionwhih would allow one to use a Rihardson-Romberg expansion, but it suggests the use a higher-order Taylorexpansion of F (X)− F (YN ) to get one.It follows from Taylor's formula that there exists a vetor ζ ∈ [X,YN ] suh that
E[F (X)] = E [F (YN )] + E [〈DF (YN ), X − YN 〉]| {z }

=E[DF (YN ).E[X−YN |YN ]]=0 by stationarity.+ 1
2E
�
D2F (YN )(X − YN )⊗2

�
+ 1

6E
�
ζ(X − YN )⊗3

�
+ o

�
E
�|X − YN |3��

= E [F (YN )] + 1
2E
�
D2F (YN )(X − YN )⊗2

�
+O

�
E

�
|X − YN |3

��
. (14)In [21℄, it is proved that the asymptotis of the Ls quantization error indued by a sequene of Lr-optimalquantizers remains rate-optimal in the ase of probability distributions on R

d, with s < r + d for a lass ofdistributions inluding the Gaussian distribution. This leads to E
�|X − YN |3� = O

�
E
�|X − YN |2� 3

2

�. Thisholds e.g. for Brownian motion.Unfortunately, no sharp equivalene between ‖X − YN‖22 and E
�
D2F (YN )(X − YN )⊗2

� has been estab-lished yet. Still, Equation (14) suggests to use a Rihardson-Romberg extrapolation with respet to thequantization error E
2
N := ‖X − YN‖2. The two-steps extrapolation between N = k and N = l leads toapproximate E[F (X)] by the quantity

E[F (Yl)]E
2
k − E[F (Yk)]E

2
l

E
2
k − E

2
l

. (15)Although this kind of Rihardson-Romberg extrapolation has not reeived a full theoretial justi�ation yet,it does dramatially inrease the e�ieny of quantization-based ubature formulas.With respet to the quantization levelWhen the value of E2
k is not known, one may rely on an asymptoti expansion with respet to the quantizationlevel.Remark 4 (Romberg extrapolation with respet to the quantization level). In Setion 2.2, we have seen thatunder some assumptions on the eigenvalues of the onvergene operator, the rate of onvergene of optimalquantizers and K-L optimal produt quantizers is (ln(N)−α) for some α ∈ (0, 1). Replaing the distortion

EN by its asymptotis 1
ln(N)α as N → ∞ in Equation (15) suggests to approximate E[F (X)] by the quantity

E[F (Yl)](ln l)
2α − E[F (Yk)](ln k)

2α

(ln l)2α − (ln k)2α
. (16)

12



Multidimensional Rihardson-Romberg extrapolationLet X1 and X2 be two independent random variables. We wish to estimate the expetation E
�
F
�
X1, X2

��for some regular funtional F . In that view, one may use a ubature based on a produt quantization�ÒX1, ÒX2
� of (X1, X2), and perform a multidimensional Rihardson-Romberg extrapolation. This amountsto performing two Rihardson-Romberg extrapolations as desribed already, one related to the quantizationerror of X1 between quantization levels N1 andM1, and one related to the quantization error of X2 betweenquantization levels N2 and M2. This leads to approximating E[F (X1, X2)] by the quantity

E
2
M1

E
2
M2
FN1,N2 − E

2
N1

E
2
M2
FM1,N2 − E

2
M1

E
2
N2
FN1,M2 + E

2
N1

E
2
N2
FM1,M2�

E2
M1

− E2
N1

��
E2
M2

− E2
N2

� , (17)where F p,q denotes the estimated expetation obtained with the quantization-based ubature and quantiza-tion levels of p and q for X1 and X2 respetively. In other words, F p,q is de�ned by
F p,q := E

h
F
�ÓX1

p
,ÓX2

q�iwhere ÓX1
p, ÓX2

q are quantizers of levels p and q for X1 and X2 respetively. In Equation (17), EMi and ENidenote the quadrati quantization error of level Mi and Ni for Xi.3 Stohasti alulus with respet to mBmFrom now on and until the end of the work, we �x our mBm to be the well-balaned multifrational Brownianmotion de�ned in Setion 1. In addition, we will always assume that h is a C1 funtion with derivativebounded on R .3.1 Some bakgrounds on white noise theoryDe�ne the probability spae as Ω := S
′

(R) and let F := B(S
′

(R)) be the σ-algebra of Borel sets.There exists a probability measure µ suh that, for every f in L2(R), the map 〈·, f〉 : Ω → R de�ned by
〈·, f〉 (ω) = 〈ω, f〉 (where 〈ω, f〉 is by de�nition ω(f), i.e the ation of the distribution ω on the funtion f)is a entred Gaussian random variable with variane equal to ‖f‖2L2(R) under µ. For every n in N, denote
en(x) := (−1)

n
π−1/4(2nn!)

−1/2
ex

2/2 dn

dxn (e
−x2

) the nth Hermite funtion. Let (| · |p)p∈Z be the family ofnorms de�ned by |f |2p :=
+∞P
k=0

(2k + 2)2p 〈f, ek〉2L2(R), for all (p, f) in Z × L2(R). The operator A de�ned on
S (R) by A := − d2

dx2 + x2 + 1 admits the sequene (en)n∈N
as eigenfuntions and the sequene (2n+ 2)n∈Nas eigenvalues.As is ustomary, we denote (L2) the spae L2(Ω,G, µ) where G is the σ-�eld generated by (〈·, f〉)f∈L2(R).For every random variable Φ of (L2) there exists, aording to the Wiener-It� theorem, a unique sequene

(fn)n∈N
of funtions fn in bL2(Rn) suh that Φ an be deomposed as Φ =

+∞P
n=0

In(fn), where bL2(Rn) denotesthe set of all symmetri funtions f in L2(Rn) and In(f) denotes the nth multiple Wiener-It� integral of f withthe onvention that I0(f0) = f0 for onstants f0. Moreover we have the equality E[Φ2] =
+∞P
n=0

n!‖fn‖2L2(Rn)where E denotes the expetation with respet to µ. For any Φ :=
+∞P
n=0

In(fn) satisfying the ondition
+∞P
n=0

n! |A⊗nfn|20 < +∞, de�ne the element Γ(A)(Φ) of (L2) by Γ(A)(Φ) :=
+∞P
n=0

In(A
⊗nfn), where A⊗ndenotes the nth tensor power of the operator A (see [25, Appendix E℄ for more details about tensor produtsof operators). The operator Γ(A) is densely de�ned on (L2). It is invertible and its inverse Γ(A)−1 isbounded. Let us denote ‖ϕ‖20 := ‖ϕ‖2(L2) for ϕ in (L2) and let Dom(Γ(A)

n
) be the domain of the nthiteration of Γ(A). De�ne the family of norms (‖ · ‖p)p∈Z

by:13



‖Φ‖p := ‖Γ(A)pΦ‖0 = ‖Γ(A)pΦ‖(L2), ∀p ∈ Z, ∀Φ ∈ (L2) ∩Dom(Γ(A)
p
).For any p in N, let (Sp) := {Φ ∈ (L2) : Γ(A)pΦ exists and belongs to (L2)} and de�ne (S−p) as theompletion of the spae (L2) with respet to the norm ‖ · ‖−p. As in [28℄, we let (S) denote the projetivelimit of the sequene ((Sp))p∈N and (S)∗ the indutive limit of the sequene ((S−p))p∈N. The spae (S) isalled the spae of stohasti test funtions and (S)∗ the spae of Hida distributions. One an show that,for any p in N, the dual spae (Sp)

∗ of Sp is (S−p). Thus we will write (S−p), in the sequel, to denote thespae (Sp)
∗. Note also that (S)∗ is the dual spae of (S). We will note 〈〈·, ·〉〉 the duality braket between

(S)∗ and (S). If Φ belongs to (L2) then we have the equality 〈〈Φ, ϕ〉〉 = 〈Φ, ϕ〉(L2) = E[Φ ϕ]. Sine we havede�ned a topology given by a family of norms on the spae (S)∗ it is possible to de�ne a derivative and anintegral in (S)∗. A funtion Φ : R → (S)∗ is alled a stohasti distribution proess, or an (S)∗-proess, ora Hida proess.The Hida proess Φ is said to be di�erentiable at t0 if lim
r→0

r−1 (Φ(t0 + r) − Φ(t0)) exists in (S)∗.Moreover we may also de�ne an integral of an Hida proess:Theorem 3.1 (Integral in (S)∗). Assume that Φ : R → (S)∗ is weakly in L1(R, dt), i.e. assume that for all
ϕ in (S), the mapping u 7→ 〈〈Φ(u), ϕ〉〉 from R to R belongs to L1(R, dt). Then, there exists a unique elementin (S)∗, denoted by R

R
Φ(u)du, suh thatZ

R

Φ(u)du, ϕ

··
=

Z
R

〈〈Φ(u), ϕ〉〉 du for all ϕ in (S). (18)One says that Φ is (S)∗-integrable on R or integrable on R in the Pettis sense.For every f in L2(R), de�ne the Wik exponential of 〈·, f〉, noted : e〈·,f〉 :, as the (L2) random variableequal to e〈·,f〉− 1
2 |f |

2
0 . The S-transform of an element Φ of (S∗), noted S(Φ), is de�ned to be the funtion from

S (R) to R given by S(Φ)(η) := ¬¬Φ, : e〈·,η〉¶¶ for every η in S (R). Finally for every (Φ,Ψ) ∈ (S)∗ × (S)∗,there exists a unique element of (S)∗, alled the Wik produt of Φ and Ψ and noted Φ ⋄ Ψ, suh that
S(Φ ⋄Ψ)(η) = S(Φ)(η) S(Ψ)(η); for every η in S (R).The map S : Φ 7→ S(Φ), from (S)∗ to (S)∗, is injetive. Furthermore, let Φ : R → (S)∗ be a �xed (S)∗proess. If Φ is (S)∗-integrable over R then for all η in S (R), S(R

R
Φ(u) du)(η) =

R
R
S(Φ(u))(η) du. If Φ is

(S)∗-di�erentiable over R then for all η in S (R), S[dΦdt (t)](η) = d
dt

�
[SΦ(t)](η)

�.For any Φ in (S)∗ and k in N
∗, let Φ⋄k denote the element k timesz }| {

Φ ⋄ · · · ⋄ Φ of (S)∗. One an generalizethe de�nition of exp⋄ to the ase where Φ belongs to (S)∗. Indeed, for any Φ in (S)∗ suh that the sum
+∞P
k=0

Φ⋄k

k! onverges in (S)∗, de�ne the element exp⋄ Φ of (S)∗ by setting exp⋄ Φ :=
+∞P
k=0

Φ⋄k

k! . It is alled Wikexponential of Φ.For f in L2(R) and Φ := 〈·, f〉, it is easy to verify that exp⋄ Φ exists and oinides with : e〈·,f〉 : de�nedat the beginning of this setion.3.1.1 Frational and multifrational White noiseOperators MH and ∂MH

∂H .Let H belong to (0, 1). Following [19℄, the operator MH is de�ned in the Fourier domain by×MH(u)(y) :=
√
2π

cH
|y|1/2−Hbu(y), ∀y ∈ R

∗.This operator is well de�ned on the homogeneous Sobolev spae of order 1/2−H noted L2
H(R) and de�nedby L2

H(R) := {u ∈ S ′(R) : bu = Tf ; f ∈ L1
loc(R) and ‖u‖H < +∞}. The norm ‖ · ‖H derives from the innerprodut 〈·, ·〉H de�ned on L2

H(R) by: 〈u, v〉H := 1
c2
H

R
R
|ξ|1−2HÒu (ξ)Òv (ξ)dξ where cH is de�ned right afterDe�nition 1.1. 14



The de�nition of the operator ∂MH

∂H is quite similar [29℄. Preisely, de�ne, for H in (0, 1), the spae
ΓH(R) := {u ∈ S ′(R) : bu = Tf ; f ∈ L1

loc(R) and ‖u‖δH(R) < +∞}, where the norm ‖ · ‖δH(R) derives fromthe inner produt 〈·, ·〉δH de�ned on ΓH(R) by 〈u, v〉δH := 1
c2
H

R
R
(βH + ln |ξ|)2 |ξ|1−2H Òu (ξ) dξ.The operator ∂MH

∂H , from �
ΓH(R), 〈·, ·〉δH (R)

� to �L2(R), 〈·, ·〉L2(R)

�, is de�ned in the Fourier domain by:Ø∂MH

∂H (u)(y) := −(βH + ln |y|)
√
2π

cH
|y|1/2−H bu(y), ∀y ∈ R

∗.Frational and multifrational White noise.For any measurable funtion h : R → (0, 1), it is easily seen that the proess Bh :=
�
Bh

t

�
t∈R

de�ned by
∀(ω, t) ∈ Ω× R, Bh

t :=
+∞X
k=0

�Z t

0
Mh(t)(ek)(s)ds

�
〈·, ek〉is an mBm. Assuming that h is di�erentiable, we de�ne the (S)∗-valued funtion Wh := (Wh

t )t∈R
by

Wh
t :=

+∞X
k=0

�
d

dt

�Z t

0
Mh(t)(ek)(s) ds

��
〈·, ek〉. (19)The following theorem states that, for all real t, the right-hand side of (19) does indeed belong to (S)∗ andis exatly the (S)∗-derivative of Bh at point t.Theorem-De�nition 3.1 ([29, Theorem-de�nition 5.1℄). Let h : R → (0, 1) be a C1 deterministi funtionsuh that its derivative funtion h′ is bounded. The proess Wh de�ned by (19) is an (S)∗-proess whihveri�es the following equality (in (S)∗):

Wh
t =

+∞X
k=0

Mh(t)(ek)(t)〈·, ek〉+ h′(t)
+∞X
k=0

�Z t

0

∂MH

∂H (ek)(s)
��
H=h(t)

ds

�
〈·, ek〉. (20)Moreover the proess Bh is (S)∗-di�erentiable on R and veri�es dBh

dt (t) =Wh
t in (S)∗.When the funtion h is onstant, identially equal to H , we will denoteWH :=
�
WH

t

�
t∈R

and all the proess
Wh frational white noise. This proess was de�ned and studied in [19, 8℄.3.2 Stohasti integral with respet to mBmWe reall the de�nition of the Wik-It� stohasti integral with respet to mBm from [29℄:De�nition 4 (Multifrational Wik-It� integral). Let Bh be a normalized multifrational Brownian motionand Y : R → (S)∗ be a proess suh that the proess t 7→ Yt ⋄Wh

t is (S)∗-integrable on R. The proess Y issaid to be d⋄Bh-integrable on R or integrable on R with respet to mBm Bh. Moreover, the integral on R of
Y with respet to Bh is de�ned by Z

R

Ys d
⋄Bh

s :=

Z
R

Ys ⋄Wh
s ds. (21)For an interval I of R, RI Ys d⋄Bh

s :=
R
R
1I(s) Ys d

⋄Bh
s .When the funtion h is onstant over R, equal to H , the multifrational Wik-It� integral oinides withthe frational Wik-It� integral de�ned in [19℄, [8℄, [5℄ and [6℄. In partiular, when Y is adapted and when thefuntion h is identially equal to 1/2, (21) is nothing but the lassial It� integral with respet to Brownianmotion. The multifrational Wik-It� integral veri�es the following properties:Proposition 3.2. Let Bh be an mBm and I be an interval of R.

• For all (a, b) in R
2 suh that a < b, R b

a 1 d⋄Bh
u = Bh

b −Bh
a almost surely.

• LetX : I → (S)∗ be a d⋄Bh-integrable proess over I. If RI Xs d
⋄Bh

s belongs to (L2), then E[
R
I Xs d

⋄Bh
s ] =

0. 15



Multifrational Wik-It� integral of deterministi elementsIn order to solve di�erential equations driven by an mBm that will be enountered below, it is neessary toknow the exat nature of multifrational Wik-It� integrals of deterministi elements.For H in (0, 1) and f in S (R), de�ne the funtion gf : R × (0, 1) → R by gf(t,H) :=
R t
0 MH(f)(x)dxwhere MH is the operator de�ned in at the beginning of Setion 3.1.1. It has been shown that gf belongsto C∞(R × (0, 1),R) (f. [29, Lemma 5.5℄). The main result on the multifrational Wik-It� integral ofdeterministi elements is the following:Theorem 3.3. ([29, Theorem 5.25℄) Let h : R → (0, 1) be a C1 deterministi funtion and let f : R → Rbe a measurable deterministi funtion whih belongs to L1lo(R). Let Z := (Zt)t∈R

be the proess de�ned by
Zt :=

R t
0 f(s) d

⋄Bh
s . Then Z is an (S)∗-proess whih veri�es the following equality in (S)∗Z t

0

f(s) d⋄Bh
s =

+∞X
k=0

�Z t

0

f(s) d
ds [gek(s, h(s))] ds

�
〈·, ek〉. (22)Moreover Z is a (entred) Gaussian proess if and only if +∞P

k=0

�R t
0 f(s)

d
ds [gek(s, h(s))] ds

�2
< +∞, for all tin R. In this ase we have, for every t in R,

Zt =

Z t

0
f(s) d⋄Bh

s
L∼ N

 
0,

+∞X
k=0

�Z t

0
f(s) d

ds [gek(s, h(s))] ds

�2
!
. (23)In partiular, Z is a Gaussian proess when f belongs to C1(R;R).Deriving the quantity E �Z2

t

� in the previous theoremmight be ompliated using Equation (23). However,when f is a C1 funtion, thanks to the It� formula with respet to mBm [29, Theorem 6.9℄, we obtain thefollowing integration-by-parts formulaZ t

0
f(s) d⋄Bh

s

(L2)
= f(t) Bh

t −
Z t

0
f ′(s) Bh

s ds, (24)whih leads to
E

�
Z2
t

�
= f(t)2 t2h(t) +

Z t

0

Z t

0
f ′(s) f ′(u) Rh(s, u) ds du− 2f(t)

Z t

0
f ′(s) Rh(t, s) ds. (25)Remark 5. The integration-by-parts formula (24) allows to identify almost surely R t

0 f(s) d⋄Bh
s with thequantity Ift (Bh) where the map Ift : C0([0, t];R) → R is de�ned by

Ift : g 7→
�
f(t)g(t)−

Z t

0
f ′(s)g(s) ds

�
. (26)3.3 Stohasti di�erential equations3.3.1 Mixed multifrational Brownian S.D.E.Let us onsider the following mixed multifrational stohasti di�erential equation, where γ1 and γ2 arepositive onstants and Bt is a Brownian motion:(

dXt = Xt

�
γ1d

⋄Bt + γ2d
⋄Bh

t

�
,

X0 = x0 ∈ R.
(27)Of ourse (27) is a shorthand notation for the equation

Xt = x0 + γ1

Z t

0

Xsd
⋄Bs + γ1

Z t

0

Xsd
⋄Bh

s , X0 = x0 ∈ R,16



where the previous equality holds in (S)∗. A solution of this equation will be alled geometri mixedmultifrational Brownian motion. Rewriting the previous equation in terms of derivatives in (S)∗, we get:
dXt

dt
= Xt ⋄

�
γ1W

1/2
t + γ2W

h
t

�
, x0 ∈ R. (28)Theorem 3.4 (Geometri mixed multifrational Brownian motion). The (S)∗-proess (Xt)t∈[0,T ] de�ned by

Xt := x0 exp
⋄
�
γ1Bt + γ2B

h
t

�
, (29)is the unique solution of (28) in (S)∗.Proof: Applying the S-transform to both sides of Equation (28) and denoting by yη the map t 7→ S(Xt)(η),for every η in S (R), we get:

y′η(t) = yη(t)

�
γ1M1/2(η)(t) + γ2

d

dt
[gη(t, h(t))]

�
, yη(0) = x0.This equation admits a unique solution whih veri�es yη(t) = x0 exp {γ1
R t
0 M1/2(η)(u)du + γ2

R t
0

d
du [gη(u, h(u))]du}.Using (i) and (ii) of [29, Theorem 5.12℄ we hene get, for every η in S (R),

yη(t) = x0 exp {γ1S(Bt)(η) + γ2S(B
h
t )(η)} = S

�
x0 exp

⋄ {γ1Bt + γ2B
h
t }
�
(η).The injetivity of the S-transform allows us to onlude that Xt = x0 exp

⋄
�
γ1Bt + γ2B

h
t

© for every t in
[0, T ]. �Remark 6. (i) Using [25, Equality (3.16)℄, one sees that X is an (L2)-valued proess that may be representedas:

Xt = x0 exp
�
γ1Bt + γ2B

h
t − 1

2

�
γ21t+ γ22t

2h(t)
�©

.

(ii) The theorem is also a onsequene of [24, Theorem 3.1.2℄.3.3.2 Mixed multifrational Ornstein-Uhlenbek S.D.E.Let us now onsider the following mixed stohasti di�erential equation:¨
dUt = θ(µ− Ut)dt+ (α1 d

⋄Bt + α2 d
⋄Bh

t )

U0 = u0 ∈ R,
(30)where (Bt)t∈R and �Bh

t

�
t∈R

are independent, θ ≥ 0 and µ, α1, α2 belong to R. A solution of this equationwill be alled a mixed multifrational Ornstein-Uhlenbek proess.Theorem 3.5 (Mixed multifrational Ornstein-Uhlenbek proess). The L2(Ω)-valued proess (Ut)t∈R de-�ned by
Ut := u0e

−θt + µ
�
1− e−θt

�
+ α1

Z t

0

eθ(s−t)d⋄Bs + α2

Z t

0

eθ(s−t)d⋄Bh
s , (31)is the unique solution of the stohasti di�erential equation (30).Proof: The proof that the proess U de�ned by (31) is the unique solution of (30) is very similar to the oneof Theorem 3.4. Indeed, setting yη(t) := S(Ut)(η) for every (t, η) in R×R and applying the S-transform toboth sides of (30) we get, for every η in S (R), the ordinary di�erential equation

y′η(t) = θ(µ− yη(t)) + α1M1/2(η)(t) + α2
d
dt [gη(t, h(t))], yη(0) = u0. (32)Its unique solution is

yη(t) = u0e
−θt + e−θt

Z t

0

eθs
�
θµ+ α1M1/2(η)(s) + α2

d
ds [gη(s, h(s))]

�
ds, yη(0) = u0.Again, one onludes using the injetivity of the S-transform. �17



3.4 Quantization of solutions of S.D.E. driven by mBmQuantizing a Gaussian proess X often yields as well a quantization of the solutions of stohasti di�erentialequations driven by X : indeed, in many ases, these solutions may be expressed as funtionals of X . Aquantizer of the solution an then be obtained by simply plugging the quantizer of X into the funtional.In the one-dimensional setting, under rather general onditions on the di�usion oe�ients and if X isa ontinuous semimartingale, this funtional is easily determined using the Lamperti transform (see [34℄).In this ase, the orresponding quantizer of the stohasti di�erential equation is obtained by plugging theGaussian quantizer in the S.D.E. written in the Stratonovih sense, leading to a �nite set of ordinary di�er-ential equations. This leads to a simple and general onstrutive method to build a funtional quantizationof the solution of an S.D.E.Unfortunately, no suh result is available in the ase of an S.D.E. driven by multifrational Brownianmotion (or even by frational Brownian motion). However, in some situations, and in partiular when anexpliit solution is known, one may sometimes still use the proedure just desribed: if the funtional givingthe solution is regular enough, quantization-based ubatures an then be used. This is for instane the aseof geometri mixed multifrational Brownian motion de�ned in Setion 3.3.1, whih is a simple funtional ofa Brownian motion and a multifrational Brownian motion (see Remark 6 and setion 2.3.2). We desribetwo other favourable situations in the next subsetions.3.4.1 The ase of a Wiener integralAn easy ase is the one of a Wiener integral R t
0 f(s)d

⋄Bh
s where f is a C1 deterministi funtion. Theintegration-by-parts formula for mBm (24) reads R t

0 f(s)d
⋄Bh

s
a.s.
= f(t)Bh

t − R t
0 f

′(s)Bh
s ds. Thus, for p ≥ 1,the stohasti proess t 7→ R t

0 f(s)d
⋄Bh

s , seen as a random variable valued in Lp(0, T ), is the image of Bh bythe map
Jf : Lp([0, T ]) → Lp([0, T ])

g 7→ f(·)g(·)− R ·
0 f

′(s)g(s)ds.In other words we have (dt-almost everywhere) Jf (g)(t) = Ift (g) where Ift was de�ned in Remark 5.Proposition 3.6 (Lp-regularity of the Wiener map). For every p ≥ 1, the map Jf is Lipshitz ontinuouson Lp([0, T ]).Proof: It is straightforward that for (g1, g2) ∈ Lp([0, T ])2Jf (g1)− Jf (g2)

p
≤ ‖f(g1 − g2)‖p +

Z ·

0
f ′(s)(g1(s)− g2(s))ds


p

≤ (‖f‖∞ + ‖f ′‖∞T ) ‖g1 − g2‖p .

�In Appendix B, we prove that if h is C1, the Karhunen-Loève eigenfuntions of a well-balaned mBm Bhhave bounded variations, and thus stationary quantizers of Bh have bounded variations as well (beausethey lie on a subspae of L2([0, T ]) spanned by a �nite number of Karhunen-Loève eigenfuntions, as alreadymentioned). In this setting, another integration by parts gives Ift �ÒBh
�
=
R t
0 f(s)d

ÒBh
s where dÒBh

s (ω) standsfor the signed measure assoiated with the funtion of bounded variation s 7→ ÒBh
s (ω).3.4.2 The ase of ertain simple di�usionsAnother easy ase is the one of an S.D.E. of the form

Yt = y0 +

Z t

0
β(s, Ys)ds+Xt, (33)
18



where β(s, y) is assumed to be Lipshitz ontinuous in y uniformly in s. This setting is addressed in [34, p.
20-21℄5, where the authors onsider the assoiated integral equation

y(t) = y0 +

Z t

0
β(s, y(s))ds+ g(t), (34)where g ∈ Lp([0, T ]) is �xed. The existene and uniqueness in Lp([0, T ]) of a solution for the integralequation (34) follows from the same approah used for ordinary di�erential equations. Then the solution ofthe assoiated S.D.E. (33) simply reads Ut = Ψβ

p (X)t, where Ψβ
p : Lp([0, T ]) → Lp([0, T ]) is the funtionalthat maps g ∈ Lp([0, T ]) to the unique solution in Lp([0, T ]) of Equation (34). In [34℄, the map Ψβ

p is showedto be Lipshitz ontinuous in Lp([0, T ]). More preisely, one has
c([β]Lip, T ) ‖g1 − g2‖pp ≤

Ψβ
p (g1)−Ψβ

p (g2)
p
p
≤ C([β]Lip, T ) ‖g1 − g2‖pp ,with c([β]Lip, T ) = 1

2p−1(1−[β]pLipTp)
and C([β]Lip, T ) = e2

p−1[β]LipTp−1 .Mixed multifrational Ornstein-Uhlenbek proess, de�ned in Setion 3.3.2, is of the form (34), with
β(s, u) = θ(µ− u) and X = α1B + α2B

h.4 Multifrational Hull & White stohasti volatility modelWe assume that, under the risk-neutral measure, the forward prie of a risky asset is the solution of theS.D.E. §
dFt = FtσtdWt,
d ln(σt) = θ (µ− ln(σt)) dt+ γhd

⋄Bh
t + γσdW

σ
t , σ0 > 0,

(35)where θ ≥ 0 and whereW and W σ are two standard Brownian motions and Bh is a well-balaned multifra-tional Brownian motion independent of W and W σ with funtional parameter h assumed to be ontinuouslydi�erentiable. We assume that W is deomposed into ρdW σ
t +

p
1− ρ2dWF

t , where WF is a Brownianmotion independent of W σ. Hene, (35) writes¨
dFt = Ftσt

�
ρdW σ

t +
p
1− ρ2dWF

t

�
d ln(σt) = θ (µ− ln(σt)) dt+ γhd

⋄Bh
t + γσdW

σ
t , σ0 > 0.

(36)We denote respetively by Fσ, FF and Fh the natural �ltrations of W σ, WF and Bh. We de�ne the�ltration Fσ,h by Fσ,h
t = σ

�
Fσ

t ,Fh
t

� and FF,σ,h by FF,σ,h
t = σ

�
FF

t ,Fσ
t ,Fh

t

�.The unique solution of (35) reads(
Ft = F0 exp

�R t
0 σsdWs − 1

2

R t
0 σ

2
sds
�

σs = exp
�
ln(σ0)e

−θs + µ
�
1− e−θs

�
+ γσ

R s
0 e

θ(u−s)dW σ
u + γh

R s
0 e

θ(u−s)d⋄Bh
u

�
.

(37)In other words, ln(σt) is a mixed multifrational Ornstein-Uhlenbek proess. Note that, although thevolatility proess is not a semimartingale, the proess (Ft)t∈[0,T ] remains a (positive) FF,σ,h-loal martingale,and thus a super-martingale. The same proof as in [26℄ shows that, if ρ = 0, this loal martingale is indeeda martingale. Numerial experiments seem to indiate that this property still holds for ρ < 0, a fat thatremains to be proved.We now onsider the problem of priing a forward start all option (the put ase is handled similarly).The payo� of this option writes �FT

Fτ
−K

�
+
for some �xed maturity τ ∈ [0, T ]. We need to ompute therisk-neutral expetation E

h�
FT

Fτ
−K

�
+

i.The following deomposition holds:
Ft = F0 exp

�
ρ

Z t

0
σsdW

σ
s − ρ2

2

Z t

0
σ2
sds

�| {z }Measurable with respet to Fσ,h
t

exp

�È
1− ρ2

Z t

0
σsdW

F
s − 1− ρ2

2

Z t

0
σ2
sds

�
.5Atually, in [34℄, the Lamperti transform is used to redue a general Brownian di�usion to this ase.19



Conditioning by Fσ,h
T yields

E

h�
FT

Fτ
−K

�
+

i
= E

h
E

h�
FT

Fτ
−K

�
+

���Fσ,h
T

ii
= E

h
E

h�
Fτ,T exp

�p
1− ρ2

R t
0 σtdW

F
t − 1−ρ2

2

R t
0 σ

2
sds
�
−K

�
+

���Fσ,h
T

ii
= E

hPrimeBS�Fτ,T ,
�
(1− ρ2) 1

T−τ

Z T

τ
σ2
sds| {z }

=:Iσ
τ,T

� 1
2

, T − τ,K
�i
,

(38)where Fτ,T := exp
�
ρ
R T
τ σsdW

σ
s − ρ2

2

R T
τ σ2

sds
� and PrimeBS is the losed-form expression for the prie of aCall option in the Blak & Sholes model, detailed in Appendix A. The aim is to estimate the expetation(38) by a quantization-based ubature assoiated with the funtional quantization of Bh and W σ. We thusneed to write the terms Fτ,T and R T

τ σ2
sds as expliit funtionals of the paths of W σ and Bh in L2([0, T ]).Reall that σ is the exponential of a mixed multifrational Ornstein-Uhlenbek proess:

σt = exp
�
ln(σ0)e

−θt + µ
�
1− e−θt

�
+ γσe

−θtIe
θ·

t (W σ) + γhe
−θtIe

θ·

t (Bh)
�
. (39)This yields an expliit funtional form for R T

τ σ2
sds as a funtion of the paths of W σ and Bh. Denote

(phj )1≤j≤N1 and (χh
j )1≤j≤N1 the weights and the paths of the quantizer ÒBh of Bh, and (pσj )1≤j≤N2 and

(χσ
j )1≤j≤N2 the weights and the paths of the quantizer W σ of W σ. Conditionally on Bh = χh

i , one has
Iστ,T = Iσ

i

τ,T , where
Iσ

i

τ,T :=

Z T

τ
σi
sdW

σ
sand

σi
t = exp

�
ln(σ0)e

−θt + µ
�
1− e−θt

�
+ γσ

Z t

0
eθ(s−t)dW σ

s + γhe
−θt Igt

�
χh
i

��
.Appendix B shows that χh

i has bounded variations. This entails that σi is a semimartingale. De�ne
〈σi,W σ〉τ,T := 〈σi,W σ〉T − 〈σi,W σ〉τ , where 〈·, ·〉 denotes the semimartingale braket and let us denoteby R T

τ σi
s ◦ dW σ

s the Stratonovih integral of σi. Then, Iσi

τ,T reads
Iσ

i

τ,T =

Z T

τ
σi
s ◦ dW σ

s − 1

2
〈σi,W σ〉τ,T .It�'s formula yieldsZ T

τ
σi
t dW

σ
t =

σi
T − στ
γσ

− 1

γσ

Z T

τ
σi
tθ
�
µ− ln

�
σi
t

��
dt− γh

γσ

Z T

τ
σi
tdχ

h
i (t)| {z }
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Òσi
sds.The ubature formula is then fully expliit and one �nally obtains the following approximation:
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where
F i,j
τ,T = exp

�
ρ

Z T

τ
σi,j(s)dχσ

j (s)− ργσ
1

2

Z T

τ
σi,j(s)ds− ρ2

2
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�
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�2
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�
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�
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�
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−θtIe
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j ) + γhe

−θtIe
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t (χh
j )
�
.�

ln(σi,j)
�
1≤i≤N1,1≤j≤N2

and (phi p
σ
j )1≤i≤N1,1≤j≤N2 are the paths and weights of a stationary quantizer ofthe mixed multifrational Ornstein-Uhlenbek proess ln(σ). The results stated in Setion 3.4.2 allow us toontrol its quadrati quantization error with the quantization error of W σ and ÒBh. We then apply (13) toget an upper bound for the L2−ǫ quantization error of the proess σ on [0, T ], for any ǫ > 0 .5 Multifrational SABR modelWe now assume that, under the risk-neutral measure, the forward prie of a risky asset is the solution of theS.D.E. ¨

dFt = FtσtdWt,

dσt = σt
�
γhd

⋄Bh
t + γσdW

σ
t

�
, σ0 > 0,

(40)where W and W σ are two standard Brownian motions and Bh is a well-balaned multifrational Brownianmotion independent of W and W σ with funtional C1 parameter h. We assume that W is deomposed into
ρdW σ

t +
p
1− ρ2dWF

t , where WF is a Brownian motion independent of W σ. We use the same notations asin the previous setion for Fσ, FF , Fh, Fσ,h and FF,σ,h. Hene, (40) writes(
dFt = Ftσt

�
ρdW σ

t +
p
1− ρ2dWF

t

�
dσt = σt

�
γhd

⋄Bh
t + γσdW

σ
t

�
, σ0 > 0.

(41)The solution of the stohasti di�erential equation veri�ed by σ, established in Theorem 3.4, is
σt = σ0 exp

⋄
�
γσW

σ
t + γhB

h
t

�
= σ0 exp

�
γσW

σ
t + γhB

h
t − 1

2

�
γ2σt+ γ2ht

2h(t)
��

. (42)Reasoning as in the ase of the Hull & White model presented in Setion 4, it an be shown that F is an
FF,σ,h-martingale for ρ = 0. In addition, the same numerial proedures as above may be used.6 Numerial experiments6.1 Variane redution method for the quantization-based ubatureNumerial experiments arried out in [15℄ showed that, in the ase of vanilla options, omputing the impliedvolatility using the estimated forward instead of the theoretial forward in the Blak & Sholes formulaimproves the auray. The ounterpart of this method in the frame of forward start options is to replaethe �1� appearing in Formula (46) by the quantity

IN1,N2 :=
X

1≤i≤N1, 1≤j≤N2

phi p
σ
j F

i,j
τ,T (43)This also holds when using Rihardson-Romberg extrapolation: in this ase, one uses the extrapolated valueof IN1,N2 instead of 1 in Formula (46).These methods were used to generate the numerial results presented below.
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+ 0.7.The four funtions are plotted on Figure 3. The values of the other parameters are γh = 0.3, γσ = ρ = 0(exept for the experiments displayed on Figure 6), θ = 0.3, µ = ln(0.2), σ0 = 0.2 and F0 = 100.The results displayed below provide an experimental justi�ation to the laims made in the introdution.Indeed, one sees that, for the short maturity T = 1 year, in the frational Hull & White model (i.e. with

h onstant), the smiles are more pronouned for small H and derease as H inrease, while the reverse istrue for all maturities larger than one year (Figure 4). Thus, stronger orrelations in the driving noise dotranslate in this model into a slower derease of the smile as maturities inrease, as noted in [12℄. However,with suh an fBm-based model, an H larger than 1/2 is needed to ensure long-range dependene and thusa more realisti evolution of the smile as ompared to the Brownian ase. As mentioned above, this is notompatible with empirial graphs of the volatility whih show a very irregular behaviour, and would requirea small H . In addition, the loal regularity of the volatility evolves in time, alling for a varying H , i.e. anmBm.Another aspet is that a �xed H , as in a modelling with fBm, does not allow to ontrol independentlythe shape of the smiles at di�erent maturities. This is possible with mBm, where the smile at maturity Tdepends on a weighted average of the values of h up to time T , as an be inferred from equalities (24) and(37). This is apparent on Figure 5. We have ompared fBms and mBms at various maturities T , where Hand h are hosen suh that h(t) = H , or, for the bottom right plot, h1(t) = h4(t). One sees that the shape ofthe smile depends on a weighted average of past values of h. For instane, in the bottom left plot, the valuesof h before T = 2.5 are in average smaller than 0.9, resulting in a �atter smile. The fat that a weightedaverage must be onsidered is apparent on the bottom right plot: indeed, the smile is more pronouned for22
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T = 10.
h1, although the average from 0 to 5 of this funtion is smaller than the one of h4. In ontrast, the valuesin the immediate past of t = 5 are larger for h1 than for h4, as may be heked on Figure 3. An adequatehoie of h may thus allow one to better approximate a whole implied volatility surfae. This topi will beaddressed in a future work.Finally, we display on Figure 6 an example with ρ 6= 0 for illustration purposes.
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AppendiesA The implied forward start volatilityThe forward start option prie.LetW be a standard Brownian motion on [0, T ] and τ ∈ (0, T ). Let us onsider the stohasti di�erentialequation dSt = StσtdWt (with (σt)t∈[0,T ] a deterministi proess) whose solution is a geometri Brownianmotion St = S0 exp
�R t

0 σsdWs − 1
2

R t
0 σ2

s ds
�. The forward start Call option prie FSPrimeBS(σ, τ, T,K)is given by FSPrimeBS(σ, τ, T,K) = E

��
ST

Sτ
−K

�
+

�
= N (d1)−KN (d2),where d1 := σ

√
T−τ
2 + ln(K)

σ
√
T−τ

, d2 := d1 − σ
√
T−τ
2 and σ2 := 1

T−τ

R T
τ σ2

s ds . In other words, we haveFSPrimeBS(σ, τ, T,K) = PrimeBS(1, σ, T − τ,K), (44)where (S0,Vol,Mat, Strike) 7→ PrimeBS(S0,Vol,Mat, Strike) is the losed-form expression for the vanillaCall option prie in the Blak & Sholes model.The implied forward start volatility.In the Blak & Sholes model, where the asset prie follows a geometri Brownian motion with a onstantvolatility, the forward start Call (or Put) option prie is an inreasing funtion of the volatility (if the strikeis not zero). Conversely, for a given forward start Call (or Put) option prie, the Blak & Sholes impliedvolatility is the unique value of the volatility for whih the Blak & Sholes formula reovers the prie; inother words, the implied forward start volatility assoiated with a given forward F0, a forward start date τ ,a maturity T > τ , a strike K, and an option prie P is de�ned by
P = FSPrimeBS (ImpliedFSVolBS (τ, T,K, P ) , τ, T,K) . (45)Using Equation (44), this yieldsImpliedFSVolBS (τ, T,K, P ) = ImpliedVolBS (1, T − τ,K, P ) , (46)where ImpliedVolBS (Fwd,maturity, Strike,Prie) is the Blak & Sholes implied volatility a ertain for-ward, maturity, strike and option prie.B Variations of the Karhunen-Loève eigenfuntions of mBmLet Rh denote the ovariane funtion of a normalized mBm Bh with funtional C1 parameter h and ehkbe the kth Karhunen-Loève eigenfuntion of Bh. For k in N, de�ne the map Ik : [0, T ] → R by Ik(t) :=R T

0 Rh(t, s) e
h
k(s) ds = λhke

h
k, where λhk is the eigenvalue assoiated with ehk .Theorem B.1. For every integer k, the map ehk has bounded variations on [0, T ].Proof: For every �xed (k, t) in N× [0, T ],

Ik(t) =

Z T

0

c2ht,s

ch(t)ch(s)
t2ht,s ehk(s) ds+

Z T

0

c2ht,s

ch(t)ch(s)
s2ht,s ehk(s) ds−

Z T

0

c2ht,s

ch(t)ch(s)
|t− s|2ht,s ehk(s) ds

=: F1(t) + F2(t)− F3(t). (47)We show that Fi has bounded variations for every i in {1, 2, 3}. The ases of F1, F2 and F3 are similar, andwe only treat here F1. Let (ti)0≤i≤N be a sequene of elements of [0, T ] suh that 0 = t0 < t1 < · · · < tN = T .For any i in {1, · · · , N} we get, 25



|F1(ti)− F1(ti−1)| ≤

=:K1z }| {
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from R+ to R+, by gα(x) := αx if x > 0 and gα(x) := 1 if x = 0. Let
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