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Abstract In a model-based testing approach as well as for the verditaf properties, B
models provide an interesting modelling solution. Howef@r industrial applications, the
size of their state space often makes them hard to handledle the amount of states, an
abstraction function can be used. The abstraction is ofonaain abstraction of the state
variables that requires many proof obligations to be disggd which can be very time
consuming for real applications.

This paper presents a contribution to this problem that éements an approach based
on domain abstraction for test generation, by adding arpnetiry syntactic abstraction
phase, based on variable elimination. We define a syntaatisformation that suppresses
some variables from a B event model, in addition to three pdgtthat choose relevant
variables according to a test purpose. In this way, we p®posiethod that computes an
abstraction of a source moddlaccording to a set of selected relevant variables. Depgndin
on the method used, the abstraction can be computed as asonur as a bisimulation
of M. With this approach, the abstraction process producesta &tate system. We apply
this abstraction computation to a Model Based Testing m®d&/e evaluate experimentally
the impact of the model simplification by variables eliminaton the size of the models, on
the number of proof obligations to discharge, on the prenisif the abstraction and on the
coverage achieved by the test generation.

Keywords Abstraction- Test Generation(Bi)Simulation- Slicing

1 Introduction

B models are well suited for producing tests of an implemtéricby means of anodel-
based testingpproach [BJK 05, UL06] as well as to verify dynamic properties by model-
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checking [LB08]. But both model-checking and test generatequire models to be finite,
and of tractable size. This is not usually the case with itréalsapplications, for which the
exploration of the model executions frequently comes uprag@ombinatorial explosion
problems. Abstraction techniques allow for projecting ¢pessibly infinite or very large)
state space of a system onto a small finite set of symboliesstétbstract models make
test generation or model-checking possible in practiceDlB07]. In [BBIJM10], we have
proposed and experimented with an approach of test gemertim abstract models. It
appeared that the computation of the abstraction could tyetivee expensive, as evidenced
by the Demoney [MMO02] case study. We had replaced a probletimeffor searching in a
state graph with a problem of time for discharging proofgdifions, as the abstractions were
computed by proving enabledness and reachability comditbtm symbolic states [BPS05].

In this paper, we contribute to solving this proving timelgemm by defining a syntactic
abstraction function by model slicing that requires no firbwspired from program slicing
techniques [Wei84], the function works by suppressing setate variables from a model.
The variables to keep are chosen according to the testeéestion. In order to produce
a state space that is both finite and sufficiently small, wehsgtve to perform a semantic
abstraction which is defined as a predicate abstractios.r€quires that some proof obliga-
tions are discharged, but fewer than with the initial motetause it has been syntactically
reduced. This approach results in a semantic pruning ofeéhergted proof obligations as
proposed in [CGS09].

Our process for generating tests using successively simtam semantic abstractions
is sketched in Fig. 1. Given a source model and a set of abstasi@bles (the ones to
be kept), the model is first reduced by syntactic abstracfithen it is abstracted again,
semantically, which gives the abstract model. Symbolitstage extracted from it according
to some selection criteria. For the tests to have the santeaatisn level as the source
model, they finally are instantiated on it.

Source
Model

Variables Syntactic Reduced Semantic Abstract Test
to keep Abstraction Model Abstraction Model Selection

Fig. 1 Overview of the Process for Generating Tests by Abstraction

Test Instantiated
Instanciation Tests.

In Sec. 2, we introduce the notion of B event system, someehthin properties of
the substitution computation and the predicate abstractiethod. Section 3 presents two
small examples that illustrate our approach, an electsigsiem and an elevator. In Sec. 4,
we define the set of variables to be preserved by the absinaitinction. The abstraction
function itself is defined in Sec. 5. We prove that with thiadtion the generated abstract
modelA simulates or bisimulates the initial moddl Consequently, the abstraction can be
used to verify safety properties and to generate tests. ¢n&Geave present an end to end
process that computes test cases according to a set of etisariables, by using both
the syntactic and semantic abstractions. In Sec. 7, we a@ntipia process to a completely
semantic one on several examples, and we evaluate thecatdoterest for the generation
of test cases. Section 8 compares our approach to othercsgrdaad semantic abstraction
methods. Section 9 concludes the paper and gives some fagearch directions.



2 Background
2.1 B Event Systems and Refinement

We use the B notation [Abr96b] to describe our models: thisise gives the background
required for reading the paper. Let us first define the follmAB notions: primitive forms of
substitution, substitution properties and refinementnilie will summarize the principles
of before-after predicates, and conjunctive form (CF) ofrBdicates.

First introduced by J.-R. BRIAL [Abr96a,Abrl0], a B event system defines a closed
specification of a system by a set of events. In the sequelse/¢he following notations,
y, zare variables an¥, Y, Z are sets of variable®red is the set of B predicatet.c Pred
is an invariant andP, P; andP, (€ Pred) denote other predicates. The modifications of the
variables, i.e. the instructions, are calleabstitutionsn B, following [Hoa69] where the
semantics of an assignment is defined as a substitution. $nlititutions argeneralized
they are the semantics of every kind of atomic action. We$s® and S, to denote B
generalized substitutions, aidandF to denote B expressions. The B events are defined as
generalized substitutions. All the substitutions allovire® event systems can be rewritten
by means of the five B primitive forms of substitutions of D&f-The multiple assignment
can be generalized tovariables. It is commutative, i.¢,y:=E,F = y, x:=F, E.

Definition 1 (Substitution) The following five substitutions are primitive:

— single and multiple assignments, denoteckby: E andx,y:=E, F,
— substitution with no effect, denoted Iskip,

— guarded substitution, denoted By—> S

— bounded nondeterministic choice, denotedshy| S,

— substitution with a local variablg denoted by @ - S.

The substitution with a local variable is mainly used for egsing the unbounded non-
deterministic choice denoted i@z (P = ). With these primitive substitutions, some usual
structures of specification languages can be defined. Famnios, the conditional substitu-
tion IFPTHEN S, ELSES; END is denoted byp = 5)) [| (-P = %) with the primitive forms.
Moreover, the parallel composition denoted|bgan be used to make the B models easier
to read by human readers. This substitution is not primisiece it can be defined through
the following simplification rules from [Abr96b]:

x:=E||ly:=F & xy:=EF 1)
SKIP||S & S 2
P= 9% « P= (8% ®)
Gl < SIS [](S]]S) 4)
(@ -9)||S ¢ @ (9] if zis not free iNS, (5)
SIS & SIS )

Given a substitutiosand a post-conditioR, it is possible to compute the weakest pre-
condition such that if it is satisfied, théhis satisfied after the execution 8f The weakest
precondition is denoted H|P. [x:= E|P is the usual substitution of all the free occurrences
of x in P by E. For the five other primitive forms, the weakest precondii®computed as
indicated by Formulas (7) to (11) below, proved in [Abr96b].



[SKIFIP < P @
PL— SR & (P = [SP) ®)
S [SIP & [SIPA[S]P C)
[@z- 9P < vz- [P if zis not free inP (10)
S(PLAPR) & [SPLA SR (11)

Definition 2 defines correct B event systems.

Definition 2 (Correct B Event System)ltis a tuple(D,C,PC, X, I, Init,Ev) where:

— Dis a list of sets (with enumerated or defefretdmains),

— Cis a set of constants,

— PC e Pred is a predicate defining the consta@ts

X is a set of state variables,

| € Pred is an invariant predicate ovex,

Init is a substitution callethitialization, such that the invariant holds in any initial state:

PC = [Init]l,

— Evis a set of event definitions in the shapeesf= S such that every event preserves
the invariantPCA I = [S]1.

To refer to a part of an explicitly given model, we add the nashéhat model as a
subscript to the associated symHgj.is for example the invariant of a model.

Def. 3 is the definition of a B event system refinement. It dbssrthe conditions under
which a refinement is correct. A B refinemeltis such that the user defines a new data
model and its relationship with the data modelfoby means of a gluing invariant. IR,
the user redefines the eventsfoaind possibly introduces new ones. The refinement proof
demonstrates on the one hand that the effects on the variabiReproduced by the events
already existing imA are in conformance to their effect & and on the other hand that the
events that are new iR refineskip, which means that they had no effect on the variables
of A. Intuitively, the events of the refined syst&may be triggerable less often than in the
abstract system.

Notice that in our context the refinement relation is usedhéndpposite direction: what
the user gives is the refined model, from which we compute lbis&ract one automatically.
The gluing invariant (later callelt) is always a conjunction of equalities between the pre-
served variables. In this context, the events that couldopsidered as “new” iR are the
ones that have been reduced eithesiop or to P = skipin A. In other words, no event
is new inR w.r.t. A since it appears explicitly iA.

Definition 3 (B Event System RefinementLet A andR be two correct B event systems.
Letlg be their gluing invariant, i.e. a predicate that indicatew the values of the variables
in R andA relate to each otheR refinesA if:

— any initialization ofR is associated to an initialization éfaccording tdg:
PCa APCRr = [InitR]ﬁ[InitA}ﬁIG,

— any evenev= K of R is either an event ok defined byev= S, in Evp or a new event
associated t&, = skIPin A, that satisfieés: PCA APCRAIa A lg = [R]-[Sa]-leG.

1 A deferredset is defined only by its name. Such a set is assumed to be fiditecsempty.



This paper also relies on two more definitions: the befotergfredicate and the con-
junctive form (CF) of a B predicate. We denote Bydx (S) the before-after predicate of a
substitutionS. It defines the relation between the values of the variafiiseosetX before
and after the substitutioB A primed variable denotes its after value. From [Abr96hg t
before-after predicate is defined by:

Prdx(S) = —[§-(/\ (x=x)). 12)

xeX
For a convenient reading of this paper, we give the induddiefimition of Prdx on the
primitive forms of substitutions:

Prdx(x:=E) = X =E A (Ayex—pg(y=Y)) ifxeX (13)
Prax(y:=E) = Axex(X=X) ify¢X (14)
Prdx(P = S = P A Prdx(S (15)
Prdx(S ] &) = Prdx(S) Vv Prdx(S) (16)
Prdx(@z - §) = 3(zZ) - Prdxy»(S) if z¢ X 17)

Definition 4 (Conjunctive Form) A B predicateP € Pred is in CF when it is a conjunction
P1A P2 A... A pn where everyp is a disjunctionp! v p? V... v p" such that anyp! is an
elementary predicate in one of the following two forms:

— E(Y) r F(Z), whereE(Y) andF (Z) are B expressions on the sets of variabfeandZ
andr is a relational operator,
— Vz-Por3z-P, whereP is a B predicate in CF.

We will define a set of predicate transformation rules in Se@hey apply to predicates
that are put in CF according to Def. 4 before their transfdiona

2.2 Predicate Abstraction

Predicate abstraction [GS97] is a special instance of twmdwork of abstract interpre-
tation [CC92] that maps a potentially infinite state sp&cef a transition system onto
a finite state space of symbolic transition system via set of atomic predicate&P =
{a1,ay,...,an} over model (or program) variables. A stateRfs a valuation of the state
variables of the model. The symbolic transition system hasteof abstract state3 that
contains at most'2states. Each state is a tugle= (p1, p2,-- ., Pn) With p; being eithery
or —g. We define an abstraction functienp : R — Q such thatoap(r) is an abstract state
gwithr = p; forallie1.n.

Let us now define the abstract transitionsnaay-transitions Although this is not re-
quired for our formal presentation, this will clarify therfbcoming comparison with related
work. A may-transition is such that for two abstract statesdq’ and for an evengy, there
exists a transition fromy to g by ev, denoted by =¥ ¢f, if and only if there exists a concrete
transitionr =¥ r’ wherer andr’ are concrete states such thap(r) = q andaap(r’) = .
Such a transitiom = ¢ is computed by means of a predicate satisfiability probldmwel
assume that an abstract stgtts the predicaté\[_; p;i and that the everdvis defined by
the substitutior§, there is a transition =¥ ¢ iff SAT(=[S—q A Q).

Some algorithms, based on predicate abstraction and thgiwte abstractions that are
over-approximations, can be found e.g. in [GS97,BMMROHXey computanay abstract
transitions automatically by means of a theorem provediPate abstraction is used by Ball
in [Bal05] to compute program abstraction for generatirsgste



2.3 Syntactical Abstraction

Our work is mainly based on the initial work described in [BBYGhat introduces an exten-
sion of the program slicing techniques to models. Programglis a technique introduced
in [Wei84] which proceeds by removing parts of a program ideorto focus on behaviors
of specific parts of the program. The slicing method intrelim [BWO05] is based on the
CSP-ObjectZ integrated method and is established as actigataabstraction method. In
order to slice a model, the technique proceeds in four steps:

1. computing thgrogram dependence graptvhich represents theontrol flowanddata
flow dependencies of each part of the program,

2. choosing some nodes of this graph ati@ng criterion

3. backtracing the graph from the nodes of the slicing datein order to compute the set
of relevant nodes,

4. removing all the parts of the program (graph) that haveffezieon the slicing criterion
(i.e. that are not relevant).

If the slicing criterion is defined as keeping only some Jalga of a modeM, then
this method will produce a modél which is an abstraction d¥l. In the current paper, we
propose an extension of this method.

2.4 Refinement and Simulation

We now discuss about the preservation of properties thrthehefinement process, as it is
of importance in the context of test cases generation. Wd fegethat to briefly introduce
the notion of simulation and its relationship with refinemers we will refer to it in the
forthcoming sections.

With two additional clauses: no deadlock introduction andivelock introduction by
the new events, the B refinement relation of event systeradjsé 3) is proven in [BJK0O]
to be a simulation and, in [DJKO03], to preserve propositidin@ar temporal logic proper-
ties.

In [CGPOO0], simulation is formally defined on transition &ras whose transition re-
lation is total, i.e. whose executions are infinite. We itively say thatA simulatesR if
there is a relatior” between the set of states dvfand ofR that satisfies the following two
conditions:

— two statesa andr related ((a, r)) have the same values for the variableg\pf
— if #(a,r), for every state’ such that’ is a successor afby an eveng, there is a state
a that is a successor afby eand.s (d,r').

By extension, there is a bisimulation relation betw@esmdR if A simulatesR and if for all
the states, r anda’ such that#(a,r) holds andd’ is a successor @by an eveng, there is
a state’ that is a successor ofoy e and such that” (a,r').

In [CGPO0O], it is proven that the relatioA“simulatesR” is a preorder and that every
ACTL* formula satisfied byA is satisfied byR. ACTL* defines temporal logic formulas
that hold on all the executions (quantifier A). Intuitived the executions of both systems
perform the same actions and that there are more executidnthan inR, it is obvious that
a property that holds oA also holds orR. For a bisimulation, it is proven in [CGPO00] that
every CTL* formula holds imA if and only if it holds inR.
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Fig. 2 Electrical System

But a B event system may be blocking, i.e. define executioasdte finite, and in
Def. 3, we have defined the B refinement without the two aforgimeed clauses. Thus
the refinement can introduce new deadlocks or new livelatiisa refined system. In such
cases, the simulation conditions still hold, but the prestgon theorems of [CGP00] do not
apply anymore. It follows that the ACTL* properties Afare not preserved oR, but it is
proven that safety properties do. Indeed, if nothing baghbap on a set of executions, then
nothing bad happens either on a subset of it. In contrastydiss and fairness properties are
not preserved when some deadlocks or livelocks are intemtiuc

The reason why we have not added in this paper the no deadidakaglivelock clauses
to Def. 3, is because our problem is not a verification one tlesageneration one. Also
notice that in our context, since we compute the abstraetifrom the initial systenR and
not the contrary, there is no new livelockRw.r.t. A since no event is new iR. In contrast,
some deadlocks dt can be removed iA.

3 Examples

We introduce in this section two B event systems that we useir@sng examples to il-
lustrate our propositions in this paper. The first one dbsera simple electrical system by
means of a small model. The second one describes an eleyatnodelling its calls, its
position, its direction, its doors and its light.

The electrical system generalizes the example from [JSBIlén infinite state space.
It is simple to read and well suited for short illustratioBsit we also want to exhibit some
differences between three methods that we present in Send4hat requires the model to
be slightly more complicated. This is the reason why we thiice the second example.

3.1 Electrical System Example

A device D is powered biBatbatteriesB;, By, ..., Bngatras shown in Fig. 2 wittNBat= 3.

A switch connects (or not) a batteBy to the device D. A clock H periodically sends a signal
that causes a commutation of the switches, i.e. a change bftiery in charge of powering
the device D. The system has to satisfy the three followiggirements:

— Req: no short-circuit, i.e. there is only one switch closed atreet
— Re@: continuous power supply, i.e. there is always one switobed,
— Reg: a signal from the clock always changes the switch that isezlo

The batteries are subject to electrical failures. If a failoccurs on the battery that
is powering D, the system triggers an exceptional comnariat satisfy the requirement
Reg@. The broken batteries are replaced by a maintenance seWeassume that it works



fast enough for not having more thaBat— 1 batteries down at the same time. When
NBat— 1 batteries are down, the requireméteg; is relaxed and the clock signal leaves
unchanged the switch that is closed.

This system is modeled in Fig. 3 by means of three varialblasodels the clock and
takes two valuestic when it asks for a commutation amac when this commutation has
occurred.Swmodels the state of the switches by an integer between N&ad Sw=i
indicates that the switchis closed while the others are opened. This modelling maiags t
requirementfReq andReg necessarily holdBat models the electrical failures by a total
function. Theko value for a battery indicates that it is down. In addition e typing of
the variables, the invariahtexpresses the assumption that at least one battery is not dow
by stating thaBat(Sw) = ok. Notice that the requiremefReg is a dynamic property, not
formalized inl. The initial state is defined biyit in Fig. 3. The behavior of the system is
described by means of four events:

— Tic sends a commutation request,

— Comperforms a commutation (i.e. changes the closed switch),
— Fail simulates an electrical failure on one of the batteries,

— Repsimulates a maintenance intervention replacing a dowetyatt

In this model, we use the expressioi E which denotes a relation where the range is
restricted by the sd. For example{1— ok, 2— ko, 3+ ok} t>{ok} = {1+ ok, 3+ ok}.

C =  {NBat}
PC = NBat € Ny
X =  {H, Sw, Bat}
| = He{tic, tac} N Swe 1.NBat A (Bate 1..NBat— {ok ko}) A Bat(Sw) = ok
Init =  H:=tac|| Sw:=1]|| Bat:= (1..NBat) x {ok}
Tic = H=tac = H:=tic
Com = H=tic = @ns((nse 1.NBat A Bat(ns) =0k A ns#SwW = H :=tac || Sw:=n9)
Fail =  card(Bat>{ok}) >1 =
@nb.((nbe 1..NBat A Bat(nb) =ok) —

Bat(nb) := ko ||

IF nb=Sw THEN @ns((nsc 1..NBat A ns# Sw A Bat(ns) =0k) = Sw:=ns) END)
Rep = @nb((nbe1l.NBat A Bat(nb) =ko) = Bat(nb) :=0k)

Fig. 3 B Specification of the Electrical System

3.2 Elevator Case Study

The event B model in Fig. 4 describes an elevator w.r.t. fivampaters: its positiorppsition),
the set of floors from which it can be calle@4lls), its movementgtatusanddirection), the
floor, if any, where its doors are opeddors) and the state of the light in the lift cagéght).

The elevator serves the floors betweginFloorandmaxFloor, as modelled b LOORS,
its set of floors. Thus its currepbsitionis restricted td~LOORS. Its directionis eitherup
or down and itsstatuscan be:movemenstopor standby When the elevator is in standby,
thelight is off. When it is stopped, the door®@ors) are either closedJoors= &) or open
(Doors= {position}).

Four types of events can occur in this model:



— the elevator can be called from another flogail(),

— the doors can be opened or closegé¢nclosg,

— the elevator can moverove,

— the elevator can go into standby or be woken slpé pdownwakeu .

= MODE = {movement, stop, standby} ; MOVEMENT = {up, down} ; ONOFF = {on, off}

{minFloor, maxFloor, FLOORS}
maxFloor€ Z N minFloor€ ZZ A minFloor < maxFloor A FLOORS = minFloor..maxFloor

{position, Calls, status, Doors, direction, light}

position € FLOORS A Calls C FLOORS A statuse€ MODE A Doors C FLOORS A
direction € MOVEMENT A light € ONOFF A

((Doors # @) = (Doors = { position} A status = stop)) A

(status = stop = position & Calls) N\

((light = off) & (status = standby)) A

(status = standby = Doors = @)

—-—X TO ©O
I 1

111

position := minFloor || Calls:= & || status:= standby || Doors:= @ || direction:= up || light = off

@fl-(fle FLOORS A fl# position = Calls:= CallsU{fl})
open = Doors=@ A status=stop —> Doors:= {position}

Init

I

call

close = Doors # @ = Doors:= &

Doors= @ N Calls# @ A status# standby —
IF position € Calls THEN
status := stop || Calls:= Calls— {position}
ELSE
status := movement ||
IF direction = up THEN
IF (Calls N (position..maxFloor)) = @ THEN
position := position—1 || direction := down
ELSE
position := position+1
END
ELSE
IF (Calls N (minFloor..position)) = @ THEN
position := position+1 || direction = up
ELSE
position := position—1
END
END
END
sleepdown= Doors=@ A status=stop A Calls=@& = status:=standby || light:= off

I

move

wakeup = status=standby A\ Calls# <o —
status := stop || light:=on ||
IF position € Calls THEN Calls = Calls—{position} END

Fig. 4 B Specification of the Elevator

4 Choice of the Variables for the Syntactical Abstraction

Our aim is to produce an abstract modebf a modelM by observing only a subsés

of the state variableXy, of M. For instance, to test the electrical system in the pagtrcul
case where there is only one battery left working, it is sigfitto observe only the variable
Bat However, for preserving the behaviorsMfrelated to the variables of, the variables
used either to assign the observed variables or to definetidtmons under which they are
assigned also have to be keptAn
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The slicing technique that we present in this paper uses #simgscriterion a set of
variables that we denote abserved variabledVe use a two steps method: (i) computing the
set of variables to be kept according to the slicing criter{@) slicing the model according
to this computed set of variables. We present the first stéipeirturrent section, while the
second step will be described in Sec. 5.

We first describe in this section the principle of choosingtd$ variables to be kept
in an abstraction, then we propose three methods that cenapsiet ofabstract variables
according to a set afbserved variablesand we finally compare these three methods.

4.1 Principle

As proposed in [BWO05], we make a distinction between the nleskvariables and the
abstract ones. A s&i, of abstract variabless the union of a set adbserved variablewith

a set ofrelevant variablesin the context of test generation, the observed varialikeshe
ones used to describe a test purpose, while the relevaablesiare the ones used to describe
the evolutions of the observed variables. More precisblypossible relevant variables are
the ones used to assign an observed variatdéa(flow dependenfeaugmented with the
variables used to express when such an assignment ocomtso-flow dependenge

A naive method to comput¥, is to syntactically collect all the variables that are aithe
on the right side or in the guard of the assignments of an ebdesariable. But this method
will in most cases collect a very large amount of variableajnty because of the guard.
For instance, iy = x,z:= E;,E)[|(-y = x:= E3), if xis the observed variable, thgns not
relevant ify occurs neither ifc; nor in Ez. A similar weakness goes for the unbounded non-
deterministic choicerz- (P = S). Moreover, since we want to facilitate the computation
and minimize its time, we must keep all the variables assignean observed variable.
We cannot abstract such assignments with non determimktizes as it would require
to perform a complex type induction in order to charactetime definition domain of the
abstracted expressions. Consequently, we need to achieveomputation of each set of
abstract variables by means of a fix-point calculus.

Hence our contribution consists of three methods for idgng the relevant variables.
The first one only considers the data-flow (DF) dependends.dfficient but may select
a set too small of relevant variables, resulting in a modé¢h wio many behaviors in the
abstracted model. The second one uses both data and coowdl(F) dependencies, and
produces abstract models that have the same set of behasiohe original model w.r.t.
the abstract variables. But this second method may compsi¢ with too many relevant
variables, because a predicate simplification would beiredto restrict the size ofa, and
predicate simplification is not a decidable problem. Henegowopose a third method that
is a mix between the first two ones, and provides an inteigstaae-off.

4.2 Proposition 1: Data-Flow Dependence Only

The first method considers as relevant only the variablesappear on the right side of
an assignment symbol to an abstract variable. Starting frenset of observed variables,
the set of all abstract variables is computed as the leagbiixt when adding the relevant
variables. For instance, the set of relevant variablesegtactrical system is empty if the
set of observed variables {8at} (see Fig. 3). Hence if a test purpose is only baseBain
thenXa = {Bat}. A drawback of this method is that it can introduceAmew execution
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traces w.r.tM. Indeed, it may weaken the guards of some of the events, thaldwhus
become enabled more often.

4.3 Proposition 2: Data-Flow and Control-Flow Dependesicie

The second method first computes a predicate that chamegeaicondition under which
an abstract variable is modified, then simplifies it, and fnabnsiders all its free variables
as relevant. We express by means of Formula (18) the modifisateally performed by a
substitutionSon a setXx:

Modx, (S) = Prdx, (S) A (\/ x#X). (18)
XeXa

Our intention is that the predicate, that defines the carditinder which an abstract
variable is modified, only involves the variables reallyuigd to modify it. Hence primed
variables are not quantified, but are allowed to be free. fistance, consideXa = {x}
and the substitutior:=y[](z> 0= x:=w)[Jv:=3. The predicate has to be in the shape of
(X' =yV (z>0AX =w)) Ax# X, where the variableg, w andz are relevant whereasis
not (see Fig. 5).

Mod (x:=Yy[] (z>0 = x:=w) [[v:=3)

& Prdg(xi=y[] (z>0 = x:=w) [[vi=3) A x#X —applying (18)
< (Prdpg(x:=y) V Prdpy ((z>0 = x:=Ww)) V Prdyy (v:=3)) A x#X — applying (16)
&  (X=yV (z>0APrdy(x:=w)) V (Xx=X)) A X#X —applying (13, 14, 15)
& (X=yV(EZ>0AX=w) V (x=X)) A x#X — applying (13)
& (X=yV(EZ>0AX=w) AXx#X — by simplification

Sincev is not free in this predicate,is not relevant fox in x:=y[] (z>0 = x:=w) [Jv:=3.

Fig. 5 Example of aModyx Computation

The Modx predicate can also be defined by induction through primaivlestitutions,
as proposed in Table 1. This second formalization is moredud an automated simpli-
fication. Intuitively, an assignment:= E is associated tdalseif and only if eitherx is
not in X or x already has the same valueEsThe other assignment cases are just gener-
alizations. This implements the data-flow dependence. liocontrol-flow dependence, a
non-deterministic choice is a union between control-floarshes, thus a disjunction be-
tween predicates. A guarded substitut®r=- Sis associated to the whole conditiéh
augmented with the result of the analysisSofOnce expressed, this predicate needs to be
logically simplified.

[ Substitution Modification Predicate Condition |
Modx (x := E) = false x¢ X
Modx (x := E) = X=E N Nex—(Z=2) A x#X xe X
Modk (x,y:=E,F) = false x¢X Ay¢X
Modx (X, y:=E,F) = X =E A Ngex_4(Z=2 A x#X XeX ANYy¢X
Modx(x,y:=E,F) = X=E AY=F A Npex—(x y(Z=2) N Veeix yy(2#Z) XeX AyeX
Mod (SKIP) = false
Mody (P = 9) = P A Modk(S)
Mod (S [] &) = Modk(S) Vv Modk(S)
Mody (@z- S) = 3(z Z)-Modk3 (S

Table 1 Modx (S) Predicate Defined through Primitive Substitutions
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Property 1 Mog (S) as defined in Table 1 satisfies the definition of Formula (18).

Proof (of property 1)For any case of primitive substitutid®) we prove thaModx (S) as
defined by Formula (18) is equal to its value in Table 1. Weaeplfor thaPrdx (S) by its
definition given in Formula (12) and we transform it accogdia the Formulas (7) to (10).
O

Finally, X is computed as a least fix-point, by iteratively incremegfior each event
the initial set of observed variables with the relevant alalés. This process necessarily
terminates since the set of variables is finite and growing.ifstanceMod;g,y; gives an
empty set of relevant variables when applied to the eletdtagstem example, as shown in
Fig. 6, whileMod;y, givesXa = {Bat,H}.

Modgay (INit) < Bat = (1..NBat) x {ok}

Modgay (Tic) & false(no assignment dBat)

Modgay (Com) & false(no assignment dBat)

Modigay (Fail) < cardBatr> {ok}) > 1= 3nb- (nbe 1..NBat A Bat(nb) = ok A Bat'(nb) = ko)
Modg.y (Rep < 3dnb-(nbe 1..NBat A Bat(nb) = ko A Bat'(nb) = ok)

Fig. 6 Modga; Computation Applied to the Power System Example

The Modx (S) predicate aims at computing a set of abstract variablesyfaastically
abstracting a model. But applying the rules of Table 1 to aai@pody will in most cases
require the use of a constraint solver. Since the computétite of such a tool is comparable
to the one of an automatic theorem prover, the gain w.r.tctimeputation of Formula (18)
iS not obvious. However, some “easy simplifications” can be&gmed, that require no
computation. This is the case for example for the first ad thiles of Table 1. Additionally,
it is possible to make use of information that appear in qoctibns such as the IF or
the SWITCH structures, that the B language offer as symtactjar. See for example the
IF rules that we propose in Fig. 7. Hence, at least in the tisé dase, IF structures can
be syntactically simplified. This is why we claim that the qaration ofModx can be
performed syntactically, which makes it light to use in pice

Substitution Modification Predicate Condition
Mody (IF C THEN § ELSE S THEN) = Modk(S1) V Modk(S) free(Modx (S1)) = free(Modx (S))
Mody (IF C THEN § ELSE $ THEN) = Mo ((C=9) [| (C= %)) free(Modx(S)) # free(Modx (S))

Fig. 7 Modga;; Computation Applied to IF Substitution

4.4 Proposition 3: Data-Flow and Partial Control-Flow Degencies

Intuitively, the most relevant variables to describe thelations of the observed variables
are the ones on which the observed variables directly depleraligh control flow or data
flow. They are computed by the first iteration of the fix-poiatotilus. The variables com-
puted by the second iteration are less relevant. So are tigbles added by further iter-
ations, that become less and less relevant. Hence we propaosig the first two proposi-
tions, in order to have as much as possible strongly relexaigbles and as less as possible
weakly relevant variables. Our third proposition is:
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— first, useModx to characterize the s&; of variables directly relevant to the observed
variables,
— then computeX as a fix-point w.r.t. DF dependence only, starting WU R;.

4.5 Comparison Between the Three Propositions on the Elezxample

Figure 8 illustrates the differences between the threegsitipns by describing all the vari-
ables dependencies on the Elevator example, accordingtoafahe propositions. Table
A in Fig. 8 gives, for each event and each variable, the se¢lef/ant variables by using
either Proposition 1 or Proposition 2. It has been computethéans of a single pass on
the B model, i.e. without fix-point. The rows where both thegasitions returned no rele-
vant variable have been removed. Table B shows the resultgedix-point computations,
according to each of the different propositions. The resait given for the system as a
whole, i.e. not event by event, since the fix-point compatainvolves all the events.

A. For each event, without fix-point

Event Observed | Relevantvar. | Relevant var.
variables | w.r.t. Prop. 1 w.r.t. Prop. 2
call Calls IZ] {position}
open Doors {position} {position statug
move position o {Calls, status Doors}
Calls {position} {position status Doors}
status @ {position Calls, Doors}
direction %] {position Calls, status Doors}
sleepdown| status ) {Calls, Doors}
light o {Calls, Doors, statug
wakeup Calls {position} {position statug
status @ {Calls}
light o {Calls, statug

B. For the whole system, with fix-point

Observed | Relevantvar. | Relevant var. Relevant var.

variables | w.r.t. Prop. 1 w.r.t. Prop. 2 w.r.t. Prop. 3

position [Z] {Calls, status Doors} {Calls, status Doors}

Calls {position} {position status Doors} {position status Doors}
status 5] {position Calls, Doors} {position Calls, Doors}
Doors {position} {position Calls, statug {position statug

direction %] {position Calls, status Doors} {position Calls, status Doors}
light o {position Calls, status Doors} | {position Calls, status Doors}

Fig. 8 Variables Dependencies in the Elevator System

Let {Doors} be for example the set of observed variables. Table B in FigdRates
that the set of abstract variables is:

— Xa = {position} with Proposition 1,
— Xa = {position Calls, statug with Proposition 2,
— Xa = {position statug with Proposition 3.

Hence the set of abstract variables, on which depends thesit the precision of the
abstraction, can be finely controlled by the choice of thehme@tto compute the abstract

variables.
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Tx(E(Y)rE(2)) = ( )rE(Z) if Y C X andZ C X (Ry)
Tx(E(Y)rE(2)) = tr ifYZXorzgX (R2)
Tx(Pl vV R)= Tx(Pl) vV Tx(P) (Rs)
TX(Pl A Pz) = Tx(P1> A Tx(Pz) (Ra)
Tx(az-P) = az-Txuz(P) (Rs)

Fig. 9 CF Predicate Slicing Rules

Tigary (H € {tic, tac} N Swe 1.NBat N Bate 1.NBat— {ok, ko} A Bat(Sw) = ok)
T, (H € {tic, tac}) A T, (Swe 1..NBat) .
_ {Bat} {Bat} _
= A Tiouy (Bat € 1.NBat — {ok ko}) A Tysar (Bat(Sw) = ok) applying (Rs)
= Bat e 1..NBat — {ok, ko} —applying (Ry1) and (Rz)

Fig. 10 Example of Predicate Slicing

5 B Event Model Slicing

This section introduces an abstraction method of B modétgyusset of abstract variables
as slicing criterion. Similar rules could be adapted for engeneric formalisms such as
pre-post models or symbolic transition systems. We firstngeslicing functions for the
predicates and the substitutions w.r.t. a set of abstraizthlas. We then define the abstrac-
tion of a B event modell as the abstraction of its clauses, and we establish someniesp
of simulation and bisimulation between the computed abstreodel andM, according to
the method used to select the abstract variables (see Sec. 4)

5.1 Predicate Slicing

Once the set of abstract variabkg(C Xy ) is defined, we have to describe how to abstract a
model according t&Xa. We first define the slicing functiofi, (P) that abstracts a predicate
P according toXs. We defineTx on predicates in the conjunctive form (see Def. 4) by
induction with the rules given in Fig. 9.

An elementary predicate is left unchanged when all the bgtaused in the predicate
are considered in the abstraction (see the Ri)e Otherwise, when an expression depends
on some variables not kept in the abstraction, the truthevaftan elementary predicate is
undetermined (see the ruRe). As we want to weaken the predicate, we replace an undeter-
mined elementary predicate byue. Consequently, a predical A P is transformed into
P; whenP, is undetermined, and a predic&eV P is transformed intarue whenPy or P,
is undetermined (see the rulegandR,). Finally, the slicing of a quantified predicate is the
slicing of its body w.r.t. the abstract variables, augmentith the quantified variable (see
the ruleRs).

For example the invariarit of the electrical system is transformed, according to the
single variableBat, into Tygaq (1) = Bate 1..NBat— {ok, ko} as in Fig. 10.

Property 2 Let P be a CF predicate iRred and letX be a set of variable® = Tx (P) is
valid.

Proof (of property 2)As aforementionedly (P) is weaker thafP. Indeed, for any predicate
P in CF there exisp; and p2 such thatP = p; A p2 and such that it is transformed either
into p1 A p2, or into pz, or into py, or intotrue, by application of the slicing rulelR . For any
disjunctive predicat® there exisp; andp, such thaP = p; vV p2 andp; V pz is transformed
either intopy V p2 or intotrue. O
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Tx(x:=E) = skip if x¢ X (Re)
Tx(x:=E)= x:=E if x e X (Ry)

Tx (SKIP) = SKIP (Re)
Tx(x,y:=E,F)= skip if x¢ X andy ¢ X (Ro)
Tx(xy:=E,F)= x:=E if xe X andy ¢ X (Ruo)
Tx(x,y:=E,F)= xy:=E,F if x€ X andy € X (Ru1)
Tx(P - S) = Tx(P) - Tx(s) (R12)
™S [S)= ™(S) [ x(S) (Ru3)
*(@z-9) = @z Tyuz (S (Rua)

Fig. 11 Primitive Substitution Slicing Rules

5.2 Substitution Slicing

The abstraction of substitutions is defined through cas&$ginll on the primitive forms
of substitutions. Intuitively, any assignment= E is preserved into the sliced model if and
only if xis an abstract variable. According to any of the three mettias$cribed in sec. 4.1,
if x is an abstract variable, then so are all the variablds. iherefore, in rule$g to Ry,
we do not transform the expressidaandF.

A substitution is abstracted sKiP when it does not modify any variable frok (see
rulesRs, Rg, Rg andRyg in whichy := F is abstracted bgkip). The assignment of a variable
x is left unchanged ik is an abstract variable (see rulBs, Rig, Ry1). The slicing of a
guarded substitutiofs is such thafTx (S) is enabled at least as often &ssinceTx (P) is
weaker tharP from Prop. 2 (see rul®&;»). The bounded non deterministic choigg[] &
becomes a bounded non deterministic choice between theetish ofS; and the one of
S (see ruleRy3). The quantified substitution is sliced by inserting the ftbwariable into
the set of abstract variables (see iRig).

Notice that a conditional substitution defined by a non deieistic choice between two
exclusive guarded substitutio{=- S;[|-P = &) can be transformed into an actual non
deterministic choice, sincg (P) andTx(—P) can respectively become weaker tfaand
—P. For exampleTixy (X=yAZ>X=X:=3 [| X#yVz<Xx= x:=4) is equal to
(x=y=x:=3[| TRUE= x:=4).

5.3 Model Slicing

According to the predicate and substitution slicing fuoics (see Fig. 9 and Fig. 11), we
define the slicing of a B event model according to a set of abstrariables (see Sec. 4.1)
in Def. 5. It translates a correct moddlinto a modelA that simulated/ (see Sec. 5.4).

Definition 5 (B Event System Slicing)Let X5 be a set of abstract variables, defined as
in Sec. 4.1 from a set of observed variab}svith X C Xy. A correct B event system
M = (Dm, Cm, PCwm, Xu, Im, Initym, Evy) is abstracted as the B event system

A = (Dm, Cum, PCwu, Xa, Ia, Inita, Eva) as follows:

— Xa € Xu, the set of abstract variables is a subset of the state \esiab

— la =Tx, (Im), the invariant is sliced,

— Initay = Tx, (Inity), the initialization is sliced,

— to each eventv= Sy in Evy is associated the sliced evaw= Ty, (Su) in EVa.
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C = {NBat}
PC = NBateN;
X = {Bat}
| =  Bate 1.NBat— {okko}
Init = Bat:=(1..NBat) x {ok}
Tic = SKIP
Com = @ns(nscl.NBat A Bat(ns) =0k = SKIP)
Fail = cardBatr>{ok}) >1 —
@nb.(nbe 1..NBat A Bat(nb) = ok= Bat(nb) := ko)
Rep = @nb(nbel.NBat A Bat(nb)=ko = Bat(nb) := ok)

Fig. 12 B Variable Slicing of the Electrical System

In Def. 5, the sets of sets (D), constants (C) and properfi€y are kept unchanged in
the abstraction. Indeed these clauses are not in the rightfgaroof obligations of formulas
from Def. 2. Hence, slicing these clauses reduces neitieanimber, nor the complexity of
the generated proof obligations.

By applying Def. 5, the electrical system is transformedrama in Fig. 12 for the set
of abstract variable§Bat}.

5.4 Properties of the Generated Abstractions

In this section, we discuss the preservation of propertjethb various abstractions that
we produce, as well as the instanciability of the tests ggedrfrom them. We distinguish
between Proposition 2 and Propositions 1 and 3.

5.4.1 Proposition 2

When the set of abstract variablég preserves both the data and control flows as defined in
Sec. 4.3 (Proposition 2), the transition relation, pradatinXa, is preserved, as established
by Theorem 1. In other wordg, andM are bisimilar, since they have an equivalent before-
after relation modulXa (Prdx, ). Hence when a CTL* property is verified @it holds on

M and the test cases generated frrman always be instantiated &

Theorem 1 Let S be a substitution. Let X be a set of abstract variablesposed of any
free variable of Mog (S). We have Prd(S) < Prdx (Tx(S)).

Proof (of theorem 1WWe are in the case of Proposition 2 as defined in Sec. 4.1. We pro
that the following formula holdsPrdx (S) < Prdx (Tx(9)).

SincePrdy (S) = —[F— Axex X = X andPrdx (Tx (S)) = —[Tx ()]~ Ayex X = X (see For-
mula (12) in Sec. 2), we verify it by induction through primé substitutions by proving
that[§P < [Tx (S)]P holds wherP is defined only in terms of abstract variablesdrfas in
Prdx definition). Let[Tx(S)]P < [P be the induction hypothesis. A proof by induction
on primitive substitutions thdfx (S)|P < [P holds is the following:
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[Tx(S)|P < [§P Condition or justification
[SKIPIP & [y:=EJP & P ifygX
X:=E]P & [x:=EJP if xe X

[SKIPIP < [sKIPIP & P
[SKIFIP < [zy:=E,FIP & P if z¢ X andy ¢ X
X:=EJP & [x,y:=E,F]P if xe X andy ¢ X
x:=F]P < [y,x:=E,F]P if y¢ Xandxe X
X1, % :=E,F]P < [x1, % :=E,F]P if x; € X andx; € X

Tx(P) = [Tx(§]P < [P, = SP by Formula (8), induction hypothesis

and sinceTlx (Py) = P, according to

Modx (P = ) definition.
[X(S) [ x(R)IP < [S1 [ SIP by Formula (9) and by induction hypothesis
[@z-Tx 3 (9P & [@z-SP by Formula (10) andTxuz (S)]P < [SP

according taVlody (@z- S) definition.

Notice that the hypothesis whehis defined only in terms of abstract variabhésn-
duces thafy := E]P = P wheny ¢ X because there is no occurrenceyafi P.

We can then conclude that the set of behaviors on the set tthabsariables< of an
eventevis unchanged when we simplify it b . [

5.4.2 Propositions 1 and 3

When the set of abstract variablgis computed by using either Proposition 1 (see Sec. 4.2)
or Proposition 3 (see Sec. 4.4), some new behaviors may tdbgre introduced in the
transition relation projected oXa.

As a consequence of theorems 2 and 3, with the methods defirg&eti 4.2 (Proposi-
tion 1) and Sec. 4.4 (Proposition 3}, refinesA. Consequently and according to Sec. 2.4,
whenA does not remove the deadlocksMf the ACTL* properties established agnare
preserved oM. Otherwise, only the safety properties established amne preserved oRl.
However, some tests generated frAmmight be impossible to instantiate dhsinceA is an
over-approximation, which means that some of its execatinay not exist irM.

The refinement theory as defined in B [Abr96b] requires thatwvdriable sets of the
abstraction and of the refinement are disjoint. Conseqyemitien a variable is preserved
through the refinement process, it has to be renamed, e gedheq and the values of
both versions of the variable have to be associated by mdaagling invariant, such
for example ax = Xrenamed IN order to formally express and prove the correctnessef th
refinement, we introduce theen() function, which renames every variable of a substitution
or a predicate. Hence, the substitutBnabstracted from a substituti&,, and the gluing
invariantl¢ are defined as follows:

Sa = Ren(Tx(Sm)) I = Axex (X = Ren(x))

Theorem 2 Let Iy, be an invariant in CF of a correct B event systémlet S, be a substi-
tution of M and let X be a set of abstract variables computed by one oftlee tmethods
proposed in section 4.1. The slicing rulest® R4 are such that f refines { according to

the invariant .

Proof (of theorem 2)
To prove thatSy is a correct refinement &, we need to prove (Def. 3):

PCAAPGY A la Alm A lg = [Sul=[Sal~(Im A lg) (19)
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where the invarianity abstracted fronhy is defined byia = Ren(Tx(ly)). In order to prove
formula (19), it is sufficient to establish that the followitwo formulas hold:

PCAAPCY A la Alm Alg = [Sul=[Sa]-Im (20)
PCAAPC A la Alm Alg = [Sul—[Sal-l6 (21)

Since the sets of free variables frdgandly are strictly disjoint, (20) can be rewritten
as:PCy APCy Alla Aly Alg = [Su]lm, that holds, since the initial mod@l is correct.
Hence, we only have to establish (21) to prove Theorem 2. Tdwef jis by induction on the
five primitive forms of substitutions. We make a case analfwi each rule of Fig. 11. We
use Prop. 2 of Sec. 5.1 and axioms (7 to 11) defined in Sec. 2.

We denote byHypsthe repetitive predicateyps= PCy APCy Ala Al Alg.

CaseSy =x:=E
Rule Rg Sy = sKkiIP when xZ X
is Hyps = [x:= E]—[sKIP]-lg valid ?
It is valid, according to (7), sinceis not free inlg.
Rule R Sy = Ren(X) := Ren(E) when xe X
is Hyps = [x:= E]=[Ren(x) := Ren(E)]-lg valid ?
Itis valid since RuleR; is the identity.

CaseSy = sKIP
Rule Rg Sy = skiIP
Hyps = [SKIP|—=[SKIP]-lg is obviously valid according to (7).

CaseSy =x,y:=E,F
RulesRg to Ry1 proofs are similar to the first case.
CaseSy =P — S

Rule Ri2 Sa = Ren(Tx(P)) = Ren(Tx(9S))
isHyps = [P = S§-[Ren(Tx(P)) = Ren(Tx(9))]-l¢ valid ?

= HypS( :») ((P = [SJ(Ren[gE(P)() A( ﬁ)[)l?en(Tx(S))]ﬂlc)) —applying (8)
A.) (HypsA P = en(Tx (P .
= { A (B) (HypSA P = [S-[Ren(Tx(9)]1c) ~applying (11)

According to Prop 2,4) holds sinceSvariables are not free iRen(Tx (P)) and sincédg is in Hyps
(B) is valid w.r.t. the induction hypothesibtyps = [§—[Ren(Tx(9))]-lg.

CaseSy =S [| S
Rule Rz Sa = Ren(Tx(S1)) [ Ren(Tx(S))
is Hyps = [S; [] Sz]ﬁ[Ren(Tx(Slg]) [] Ren(Tx(S))]-lg valid ?

=Hyps = [S[] $](~[Ren(Tx(9)]-lc V ~[Ren(Tx(£))]-lc) —applying (9)
:{ (Hyps = [Sl}(ﬁ[Ren(TX(Sl))}ﬁlG \ ﬁ[Ren(TX(SZ))]ﬁIG)) — applying (9)
| A(Hyps = [S](=[Ren(Tx(S1))]-l V =[Ren(Tx(S2))]-lc))

This formula is valid because the two induction hypothesewalid:
1. Hyps = [S]=[Ren(Tx(S1))] -6,
2. Hyps = [S]-[Ren(Tx(S))]-le.
CaseSy = @z-S
RuleRis Sa = Ren(@Z-TXU{Z} (S))
isHyps = [@z- §—[Ren(@z- Txu(z (5))]-l¢ valid ?
=Hyps = Vz:[§-VRen(2) - [Ren(Txu(z (5))] 16 — applying (10)

It is valid since the following formula is implied by the indimt hypothesis:
Hyps = Vz-3Ren(2)- (z=Ren(2) A [§-[Ren(Txu(z(9)]-(lc A z=Ren(2)))

Hence, Theorem 2 holdsl

Theorem 2 establishes that any substitueefines its slicindlx (S) for a set of abstract
variablesX computed by one of the propositions described in sec 4.1lorEne3 establishes
that a B event systeriv refines the B abstract system obtained according to Def. 5 by
applying toM the slicing rules of Fig. 9 and Fig. 11.
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Theorem 3 Let X be a set of abstract variables defined as in Proposition ib Proposi-
tion 3. Let k be the slicing defined in Fig. 11, and léte an abstraction of an event system
M defined according to Def. 3 is refined byM in the sense of Def. 3.

Proof (of theorem 3This is a direct consequence of theorem 2 and Def. 5 sinceutisdis
tutionInita = Tx(Inity) is refined byinity,, and that for any evemv= Sy, the substitution
Sa = Tx(Swm) is refined bySy. O

Notice that the set of abstract variables obtained wheryagpProposition 3 is bounded
between the sets of Propositions 1 and 2. This means thabst@etionA obtained is either
a bisimulation oM whenX, of Proposition 3 is equal tds of Propaosition 2, or a simulation
whenA does not remove deadlocks if and thatX, of Proposition 3 is strictly included
into X of Proposition 2 .

6 Application of the Method to a Testing Process

We show in this section how to use the variable abstractica inodel-based testing ap-
proach.

6.1 Test Generation from an Abstraction

We have described in [BBJM10] a model-based testing pracgng an abstraction as input.
It can be summarized as follows. A validation engineer dbssrby means of a handwritten
test purposé& P how he intends to test the system, according to his know-Wahave pro-
posed in [JMTO08] a language based on regular expressiorestide arP as a sequence
of actions to fire and states to reach (targeted by thesena{tidhe actions can be explic-
itly called in the shape of event names, or left unspecifiedhigyuse of a generic name.
The unspecified calls then have to be replaced with expleihenames. However, a com-
binatorial explosion problem occurs, when searching inrecoete model for the possible
replacements that lead to the target states. This led ugtahstractions instead of concrete
models. Figure 13 shows our approach.

Trans.
Coverage

Test Generation

Fig. 13 Generating Tests from Test Purpose by Abstraction

Instanciation

We compute the symbolic abstract tests as selected exesuifothe abstraction, by
covering all the transitions of the synchronized prodietbetween the abstractioh and
the TP (see Fig. 13). This provides a set of paths such that evangitian of SP is covered
at least once. Every path is a symbolic abstract test thatinetes in a final state &P.

It is a sequence of non parameterized action calls. We sti#: o instantiate the tests, i.e.
to find parameter values that make these sequencings ohagiassible according to the
behavioral modeM.
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Fig. 14 Comparison of Two Abstraction Processes

6.2 Abstraction Computation

We show in this section a process that compares two ways dipiog an abstractioA
that can be used as an input of the process of Fig. 13. One & th® ways relies on the
variable abstraction presented in Sec. 4.

Before we compute the synchronized product of an abstraatieith the automaton of
a TP, we first compute the semantics dfas a labelled transition system. This is obtained
by means of an algorithm that performs a semantic abstrabtigredicate abstraction, and
results in a symbolic labelled transition system as explain Sec. 2.2. The algorithm pro-
ceeds by removing from all the potential transitions thesombose unfeasibility is proved.
This is achieved by computing a set of proof obligations (Ptat are tried to be discharged
automatically. It results in transitions being proved rmekist when the proof terminates.
When a PO fails to be discharged automatically, the existemaiot of the corresponding
transition remains uncertain.

The two main drawbacks of this semantic abstraction proaesgs time cost and the
proportion of POs not automatically discharged. Indeedhédailed PO results in a transi-
tion that is kept in the symbolic labelled transition systefthough it is possibly unfeasible.
An abstract symbolic test going through such a transitiog mat be possible to instanti-
ate from the concrete mod®l. Our intention is to reduce the impact of that problem by
reducing the number and the size of the POs. For this, we appleliminary phase of
syntactic abstraction, for the (semantic) predicate abstm to operate on an already ab-
stracted model. For example, no proof obligation is geeerédr an event reduced BXIP,
that becomes a reflexive transition on any symbolic state.

In Fig. 14 we confront two processes for computing an abstradn Fig. 14/Process 1,
an abstractio\y, is computed by a completely semantic process, i.e. by applgirectly
the predicate abstraction to the source model. In Fig. bd43s 2, an abstractiok is
computed in two steps. First, a static variable slicing @iapl to the source model, and then
the semantic abstraction is applied to the resulting madtatice that the observed variables
are the free variables of the abstraction predicates teasaned from a test purpose.

We have compared these two processes experimentally. $hksrappear in Sec. 7.

7 Experimentations

We have applied our method to six case studies, that areugadases of reactive sys-
tems: an automatic conveying system (Robot [BBIJM09]), @& phone book service
(QuiDonc [ULO06]), the electrical system (Electr., see S&d), an electronic purse (De-
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Money [MMO02]), the elevator specification (see Sec. 3.2) ardptop daemons manage-
ment specificatioR.

In our experiments, we compute and compare tests issueddwrabstractions of each
source model. The first abstraction is obtained by applyirgctly a semantic abstraction
to the source model (see Process 1 of Fig. 14). The three ot are obtained by pre-
liminarily reducing the model by means of variable slicibgfore the semantic abstraction
is applied (see Process 2 of Fig. 14). This gives three al&tng according to the three
propositions to compute the abstract variables (see Sed/el¢valuate the results by com-
puting the ratio of the number of instantiated steps of testhe total number of steps of
test, and by measuring the state and transition coverage @ftistract models by the tests.
All our abstraction predicates are issued from a very sr@llo§ observed variables. In
Process 2, each set of observed variables gives three sdistadict variables, according to
Propositions 1, 2 and 3 defined in Sec. 4.1.

We present in Sec. 7.1 the tools that we have used for the iexgagations and in
Sec. 7.2 the experimental results. In Sec. 7.2.1 we preseakgerimental evaluation of
the syntactic abstraction on the size of the models. TheSein 7.2.2, we compare the
execution time to computéy, and Ap respectively by the semantic abstraction process
(Process 1) or by its combination with the syntactic one ¢Pss 2). We also compare the
sets of execution paths of the abstractions. Finally, in 3&t3, we compare the impact
of the abstraction, computed with each of the three projpositdefined in Sec. 4.1, on the
generated tests. We conclude about these experimenttiknes8ec. 7.2.4.

7.1 Tools Used for the Experimentation

The experimental results presented in this section weiErdl by using a set of tools that
we present here.

7.1.1 Semantic Abstraction Generation

We have usedGeneSyst[BPS05] to generate an abstraction from a behavioral mbtel
and a set of abstraction predicates. This abstraction isrdalc labelled transition sys-
tem (LTS) that is an over-approximation bf: it simulates all the executions &fl, but
possibly adds new oneSeneSystomputes the abstract states according to a set of abstrac-
tion predicates, and tries to prove automatically nio& feasibility of transitions between
any two abstract states. It proceeds by weakest preconditimputations and satisfiability
evaluations over first order logical formulaSeneSystakes B specifications as input. As
indicated in Sec. 2, the weakest precondition of a state@#ret leads to the abstract state
q’, as defined by the B substitution calculus, is denotefSy. If q=- [§—¢ is valid then
no transition fromq to d is feasible byS, hence no transition b from q to ¢ is added
to the LTS. If the validity ofg = [§—q cannot be established, including the case where
the proof is inconclusive, then the transition is added &LfRS, although it is possibly not
feasible.

Thus, some of the symbolic tests that we generate from thigaatisn may not be
possible to instantiate as executions of the behavioralemdthis would result in a bad
coverage of the abstraction by the instantiated testsptissible to use an interactive prover

2 seehttp://lifc.univ-fcomte.fr/testAndAbs/laptop.html
3 seehttp://perso.citi.insa-lyon.fr/nstouls/?ZoomSur=GeneSyst
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to try to get rid of the proof failures. To keep the process @®matic as possible, we
have chosen another alternative: using constraint sol@ngniques makes it possible to
automatically check the feasibility (i.e. the satisfiapilof g A —[§—d') of the unproved
transitions when the state space is finite. We have used tiRS@_[BLP04] constraint
solver, able to deal with B specifications, for that purpd$e applicability of this technique
depends on the size of the domains, as it proceeds by paotigistency checking and
domain enumeration. The semantic abstractions considetthis paper were obtained by
usingGeneSysénhanced with a CLSP-B constraint solving phase.

7.1.2 Test Generation and Instantiation

To compute the symbolic abstract tests, we cover everyitiam®f the abstraction but the
reflexive ones by running the implementation presented md3] of the chinese postman
algorithm.

We have implemented the symbolic animation of the testsld¢a instantiate them. It is
possible that a sequence can not be instantiated as it istian anight not be enabled on a
given instance of a symbolic state. Thus we will use a versfdahe abstraction augmented
with its reflexive transitions to complete the instantiatitndeed, these transitions may lead
to another instance of the same symbolic state, from whiglttion could be enabled. As a
result, we insert bounded sub-sequences of (reflexiveractills into the original sequence.
We have implemented this instantiation procedure. Altlomign optimized and incomplete
(invoking reflexive transitions is not always sufficientnsgtimes cycles are necessary),
our algorithm gave satisfactory instantiation results an ease studies, as shown by our
experiments in Table 4.

7.2 Experimental Study

In this section we show the results of the first experimenttherpropositions presented in
this paper. These are early experiments since not all tHe ave been developed yet to
allow for dealing with larger examples. In particular, wer@ao tool yet to compute the sets
of abstract variables from the observed ones accordingcto @zhe three propositions, nor
to perform the resulting slicing on the models. These eagbeements nevertheless reveal
some tendencies, that we present hereafter.

7.2.1 Impact of the Syntactic Abstraction on the Models

Table 2 indicates the sizésf the source and syntactically abstracted models of the cas
studies. The symbolst™, “Var.”, “Ev.”, “Pot.”, “Prop.” respectively stand fomumber of
Variables Events PotentialandProposition The Robot for example, is modelled with six
variables and nine events. It is abstracted w.r.t. two ofeskvariables, which gives three
sets of abstract variables, one by proposition.

A direct observable result of the syntactic abstraction ieduction of the number of
variables kept in the model, at least with Propositions 1 Z&nd/e see that Proposition 1
syntactically removes more variables than the other twpgsiions, which results in less
potential states when there is not an infinity of them. So tloelets abstracted by means

4 The 90 lines length of the electrical system model, in Tablet2rs to a “verbose” version of the model,
much more readable than our version of Fig. 3.
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Case ModelM Syntactically Abstracted Modeél
fPot. iB fObserved fAbstract | £Skip fPot. iB
Study fvar. ‘ fEv. ‘ States‘ Lines Var. Prop. Var. Ev. States | Lines
1 3 0 48 100
Robot 6 9 576 110 2 2 6 0 576 110
3 6 0 576 110
1 2 0 18 170
QuiDonc 3 4 36 180 2 2 3 0 36 180
3 3 0 36 180
1 1 2 oo 60
Electr. 3 4 o 90 1 2 2 0 o0 70
3 2 0 3 70
1 4 4 107 [ 150
DeMoney || 8 1 | 100 | 330 1 2 8 0 107 | 330
3 6 3 107° 280
1 2 1 oo 90
Elevator 6 5 o 140 1 2 4 0 o0 110
3 3 0 ) 100
1 2 3 ) 160
Laptop 5 6 o 200 1 2 4 0 0 190
3 3 0 co 180

Table 2 Size of the Case Studies and of their Syntactical Abstrastio

of Proposition 1 are the smallest ones. This is not surgrisince only the data flow of the
abstract variables is preserved by Proposition 1. As fop&sition 2, by preserving both
the data and control flow of the abstract variables, therithe contrary a risk that all
the variables become mutually dependent. This is confirnyeduo experimental results:
in half of the cases, no variable has been removed by Prapo&it Proposition 3 offers a
good compromise by partially preserving the control flowdidiéion to the data flow. It has
simplified four models out of six, without too much loss of gisgon of the abstraction as
Sec. 7.2.2 and Sec. 7.2.3 show.

Table 2 also shows that the simplification reduces by 10% upb#6 the number of
lines of the models, when some variables are removed. Theéwesub-sections (7.2.2 and
7.2.3) study the impact of the syntactical simplificatiomstioe time and number of proof
obligations to generate the abstractions, and on theiigioec

7.2.2 Impact of the Processes on the Abstractions and trainglitation

Table 3 compares the abstractions computed either dirottythe behavioral models (see
Process 1 in Fig. 14), or from their syntactic abstractisee (Process 2 in Fig. 14). The
abbreviations “Symb.”, “Trans.” and “Unau.” stand respegy for symboli¢ transitions
andunauthorized

We see on our examples that there is up & f2wer POs to compute with Process 2
than with Process 1. In most of the cases, there are less B&®saafyntactic abstraction
because some events have been reduceditor to P = skip. Unsurprisingly, the better
reduction is obtained in five cases out of six with Proposifipbut there is also a risk that on
the contrary the number of POs grows, if for example an evecbimes so much simplified
that it can occur all the time, as was the case with the QuiBxxaenple. The number of
POs never grows with Propositions 2 and 3 on our examples.

A gain in the number of POs directly results in a better timedmpute the abstractions.
With Demoney and Proposition 1, the gain amounts to 95%. Mereelly, Process 2
takes twice less time in average than Process 1, where nmpsesyntactic abstraction is
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Process 1Ay Process 2Ap
Case £Symb. sUnau Time fUnau. Trans. Time Set of Traces
study States fTrans. . PO Prop. 4Trans. Over- Proof tPO Comparison
Trans. (s) . (s)
Approx. Failure
1 36 0 0 143 34 A C Am
Robot 6 41 5 263 71 2 41 0 5 263 71 Ap =Aa
3 7T 0 5 263 71 AM =Ap
1 21 7 0 85 25 A ZAA
QuiDonc 5 19 2 71 21 2 19 0 2 71 21 Apm =Aa
3 19 0 2 71 21 VLYY
1 10 0 2 12 4 Apm =Aa
Electr. 2 10 2 24 8 2 10 0 1 24 7 Apm =Aa
3 10 0 1 24 7 Apm =Aa
1 35 0 1 33 19 Am = Ap
DeMoney 3 35 1 78 400 2 35 0 1 78 392 Ap = A
3 35 0 T 73 292 AM =Ap
T 2 0 0 35 8 Ap CAm
Elevator 3 14 2 59 17 2 14 0 2 59 15 Apm =Aa
3 %) 0 2 55 3 AM =AA
1 20 1 2 30 11 A CAp
Laptop 3 19 2 64 22 2 19 0 2 64 21 Apm =Aa
3 9 0 2 64 16 A =AA

Table 3 Comparison of the Semantic and Syntactic/Semantic AbstraBtiocesses

performed. We notice that there is no significative gain wfetiby using Proposition 2 to
preliminarily abstract the models.

The unauthorized transitions are an indication of the preniof an over-approximation:
the more unauthorized transitions are added, the more t@xmation will define un-
feasible paths. By too much over-approximating the sourodeh) Proposition 1 can add
new unfeasible transitions: 4 with QuiDonc and 1 with the toapcase study. But neither
Proposition 2 (that bisimulates the source model) nor Fsitpo 3 have added unfeasible
transitions in our experiments. In particular Proposit®rihat nevertheless offered a gain
of time in the abstraction computation.

The last result to observe in Table 3 is that, in most of thegahe abstractions com-
puted by the two processes are identical in terms of thesrafdtaces, although they are not
comparable in the general case. We have obtained all the oaseur example®y = Aa
(in 78% of the casespym C Aa, Aa C Ay andAy # Aa. Only with Proposition 1 we have
observed a difference in the set of traces.

Let us now look more closely at each of these different caésces inclusion. For
the Laptop case study abstracted with Proposition 1, thefsetces ofA, is included into
that of Aa. This is explained by the fact that one transitiongf results only of the syn-
tactic over-approximation of the model with Propositionii this case, the model is too
much simplified by the slicing, so that events that could reotriggered before become
triggerable in the syntactically abstracted model. We alsgerve the dual cas8f C Ay)
on the Robot and the Elevator abstracted with Propositidn these examples, the syntac-
tically abstracted model creates less and simpler POs tfeasdurce one. This results in
less proof failures, so that the abstraction computed flasyntactically abstracted model
is more precise than the one computed from the source mobellakt case is when the
sets of traces of\p and of Ay can not be compared. It appears in the QuiDonc abstracted
with Proposition 1. In this example, some transitions refsam the over-approximation of
the syntactic abstraction in Process 2, but some otheriticarsthat existed due to proof
failures in Process 1 have been eliminated because theif guoceeds on the syntactically
abstracted model.

So as a conclusion, Proposition 1 gives the best times to gtaripe abstractions, but
they might be too imprecise. Proposition 2, the most predisenot produce an observable
gain of time in our experiments and so Proposition 3 seemé§f¢o @ good trade-off as no
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loss of precision has been observed though the abstrasti@mrsproduced faster than with
Process 1. Demoney, the largest of our examples, is the rapstristrative of that point.

7.2.3 Impact of the Abstractions on the Generated Tests

Table 4 compares the test generation and instantiatiottsesiProcesses 1 and 2, but also
of the three propositions of syntactic abstraction.

Case Process 1 Ay Process 2 Aa
Stud fInst. Steps /| State cov.| Trans. cov. Pro finst. Steps /| State cov. Trans. cov.
Y tSteps onAwu onAwu P: #Steps onAn onAn
1 37740 (93%) | 6/6 (100%) | 34/36 (95%)
Robot (2792’% (85406@ (2891’% 229740 (72%) | 516 (83%) | 29736 (81%)
3 20140 (72%) | 516 (83%) | 29736 (31%)
quoone | 2028 [ s T sants oG o (foos) e 720
g ° 0 3 20729 (69%) | 5/5 (100%) | 14719 (74%)
| o8 o o 1 8;8 Eloo%g 252 Eloo%g 8;8 2100%3
Electr. 2 878 (100%) | 272 (100%) | 8/8 (100%
(100%) (100%) | (100%) 3 878 (100%) | 2/2 (100%) | 8/8 (100%)
T | 64164 (100%) | 3/3 (L00%) | 34/34 (100%)
DeMoney (‘fggﬁz) (1(3)830 ) 5’3832) 2 | 64164 (100%) | 3/3 (100%) | 34734 (100%)
3| 64164 (100%) | 3/3 (100%) | 34134 (100%)
T | 12712 (100%) | 3/3 (100%) | 12/12 (100%)
Elevator (igglo/z) (1?)1)30 " (igglo/z) > T2/ (100%) | 373 (100%) | 12712 (100%)
° ° ° 3 12712 (100%) | 373 (100%) | 12712 (100%)
T | 20/20 (100%) | 3/3 (100%) | 17/17 (100%)
Laptop 20/20 313 L7y 2 2020 (100%) | 3/3 (100%) | L7717 (100%)
(100%) (100%) | (100%)
3| 20720 (100%) | 3/3 (100%) | 17717 (100%)

Table 4 Impact of the Abstraction Process on the Test Generation

It appears that for the QuiDonc example, the transition®ime ratio by the tests is
lower on the semantic abstractidp, obtained after the source model has been reduced by
Proposition 1 than o\, obtained by directly applying the semantic abstractiorttan
source model. This is not surprising: it corresponds to Heeavheré\ s # Ay . In contrast
for the Robot example, this transition coverage ratio isgge In this case, the set of traces
of A, is included in the set of traces Afy.

Proposition 2 gives satisfactory results in terms of pieni®f the abstraction, but the
drawback is that often, there is no simplification at all. SThappens when all the variables
are mutually dependent, as indicated by Table 2 and Table thd QuiDonc case, both
Proposition 2 and Proposition 3 give better test coveratjesrthan Proposition 1. We note
that Proposition 3 is lighter to compute than Proposition 2.

There again, Proposition 3 appears to provide a good trideetween the efficiency
of the simplification and the precision of the abstractiompated. In our examples, the
test coverage produced on one hand with Process 1, and othérehand with Process 2
and Proposition 3 are always the same. But the gain is in tefmsimber of POs gener-
ated, of easiness to discharge them, and of time to compeihidtractions, as indicated in
Sec.7.2.2.
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7.2.4 Conclusion of the Experiments

These early experimental results confirm the interest indegorming a syntactic slicing of

the model before producing the semantic abstraction. Tiblsadly accelerates the process
of computing the final abstraction. But this shows that Psitpmn 1 should be used with

care since it might too much over-approximate the sourceemdiccan be used to quickly

get an abstraction that gives a first graphical overview efitbhavior of the system. Using
Proposition 2 was not very conclusive on our case studieg sirdid not produce a benefit

in the time to get the abstraction. It should however be &rréxperimented with larger

examples, in particular when not all the variables are nilytdependent. This could occur

with a system made of several independent parts. Finallpdaition 3 appears to be the
most promising as a compromise between efficiency of theradigin computation and

precision of the abstraction.

8 Related works

The works related to the ones presented in this paper are ptmgram slicing and abstrac-
tion methods for test generation.

Our method is an adaptation to model slicing of the prograeimg) techniques that were
introduced in [Wei84]. A survey of these techniques can lbmdoin [Tip95]. Our approach
performs a static slicing. The control and data dependsrmenputation are different in
our method than in the program slicing as defined in [Wei84]Wei84], the dependencies
are evaluated syntactically by means of data and contrartiigncies equations whereas
in our approach, they are evaluated semantically by sirgtifin of the predicat&ody
based on the before-after predicates of the events. Henoalywéake into account the cases
where the variables are actually modified. In program gicthe static slicing criterion is
a pair made of a value of the program counter and of a set adibas. Our model slicing
criterion is only a set of state variables. Hence the progsbeimg preserves the variables
computation in the state given by the value of the programmtmuwhereas our model
slicing preserves the variables computation in any obsésstate. Moreover, notice that in
the case of Data-Flow dependency only as well as in the caBataf and partial Control-
Flow dependencies, the system can be over-approximateddiyganew executions, but it
has a very low computation cost.

Slicing has also been used for state-based system modglfgreextended hierarchical
automata [HW97,DHFO06] or for input/output transitions systems [LGP07]. Butshof
these approaches work on relatively low-level model regrtgions, in contrast to B models
that capture the high-level design intuition.

Our contribution is mainly inspired by [BWO05] that proposesnodel slicing method
based on the CSP-ObjectZ integrated method. Our goal isasirttiis to reduce the size of
the specification in order to simplify further verificatiohtowever, we propose new original
approaches to compute the set of relevant variables. We Hawé the same restrictions
since an over approximation of a model allows to generats,tés check their concrete
execution and to instantiate them on the initial model.

Many other works define model abstraction methods to vernfperties or to generate
tests. The method of [FHNSO02] uses an extension of the naustker Mugp to compute
tests from projected state coverage criteria that elireisatne state variables and project the
others on abstract domains. In [DF93], an abstraction isoeed by partition analysis of a
state-based specification, based on the pre and post aorglitf the operations. Constraint
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solving techniques are used. The methods of [GS97,BLO988TUuke theorem proving to
compute the abstract model, which is defined over booleaablas that correspond to a set
of predicates fixea priori. In contrast, our method first introduces a syntacticalrabsbn
computation from a set of observed variables, and furthstratts it by theorem proving.
[CABN97] also performs a syntactic transformation, butuiees the use of a constraint
solver during a model checking process.

Other automatic abstraction methods [CGL94] are limitefirtite state systems. The
deductive model checking algorithm of [SUM99] produces straction w.r.t. a LTL prop-
erty by an iterative refinement process that requires huxeréise. Our method can handle
infinite state space specifications. The paper [NK0O] prisseayntactic abstraction method
for guarded command programs based on assignment substiflite method is sound and
complete for programs without unbounded non determinisawéver, the method is itera-
tive and does not terminate in the general case. It requiessder to give an upper-bound of
the number of iterations. The paper also presents an egteftsiunbounded non determin-
istic programs that is sound but not complete, due to an el number of predicates
generated at each iteration step. In contrast, our syotamthod is iterative on the syntac-
tic structure of the specifications. It is sound but not catenl It handles unbounded non
deterministic specifications with no need for other iteafrocess and always terminates.
Above all, our method does not compute any weakest predondithereas the approach
in [NKOO] does, which possibly introduces infinitely manyanpredicates.

9 Conclusion and Further works

We have presented in the B framework a method for abstraatingvent system by elimi-
nation of some state variables. In this context, we haveqseg three methods to compute
the set of variables kept in the abstraction according td efsebserved variables. We have
proved that when using the first and the third method, thergéee abstraction simulates the
concrete model, while when using the second method, thegtekabstraction bisimulates
the concrete model. This is useful for verifying safety mnjes and generating tests.

In the context of test generation, our method proceeds higliaing the test generation
process described in [BBIJM10] with a B event model reduced Byntactic abstraction.
Since the syntactic abstraction reduces the size of the Intodeneral, the main advantage
of this method is that it generally reduces the set of noramt#ble tests, by reducing the
level of abstraction. It reduces the number of POs genematddacilitates the proof of the
remaining POs. Moreover, this results in a gain of compoitatime. We believe that the
bigger the ratio of the number of state variables to the nurobebserved variables is, the
bigger the gain is. This conjecture, exemplified by the expental results on the Demoney
case study, needs to be confirmed by experiments on industasapplications.

The syntactic method that we have presented is correctrbtiteicase of Proposition 1
and Proposition 3, may sometimes produce imprecise oyaeajmations due to a too
strong abstraction (see for example the experiments on thBdDc). Proposition 2 pro-
duces a bisimulation, but may leave the initial model ungleaii.e. not abstracted, if all
the variables are computed as abstract. We propose by meraposition 3 a compromise
between the two propositions, that aims at reducing the eumbabstract variables, while
keeping at least partially the control structure of the afiens. Hence this method produces
a more precise approximation that improves the resultseofabt generation application.

Since our main motivation is to propose a method that redieeme for computing
an abstraction of a model, the definitionMbdy (S) can be seen as out of scope. Indeed,
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its definition is given in the general case and requires atains solver to be fully usable.
However, the proposition made in Fig. 7 shows that some stintailes can provide a good
trade-off between the computation cost of an abstractidritarfiull simplification. Similarly
to the IF substitution, other rules have to be proposed fptaiting all the information
provided by the B syntactical sugar.

Also, we think that the transformation rules could be imgin order to get more pre-
cise approximations, possibly with a type induction predasrder to ease the withdrawing
of non-abstract variables. For instance, improving thegig possible when the invariant
contains an equivalence suchyas c < y= . If yis an eliminated variable andis an
observed one, we could substitute all the occurrences @iémeentary predicate= ¢’ with
X = ¢. This would preserve the property in the syntactic absttad&, so that the follow-
ing semantic abstraction would be more precise. Such rhlesld prevent the addition of
transitions in the QuiDonc abstractidp w.r.t. Ay.

We think that extending the test generation method intredun [BBJM10] by using
a combination of syntactic and semantic abstractions wipirove the method, since the
abstraction is more precise if there are less unproved PO dwer, as aforementioned, the
time for computing the semantic abstraction is reduced hgticslicing of the models.
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