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Local null controllability of a fluid-solid interaction problem in
dimension 3

M. Boulakia* and S. Guerrero*

Abstract

We are interested by the three-dimensional coupling between an incompressible fluid and a rigid body. The
fluid is modeled by the Navier-Stokes equations, while the solid satisfies the Newton’s laws. In the main
result of the paper we prove that, with the help of a distributed control, we can drive the fluid and structure
velocities to zero and the solid to a reference position provided that the initial velocities are small enough
and the initial position of the structure is close to the reference position. This is done without any condition
on the geometry of the rigid body.

1 Introduction

1.1 Statement of problem

We consider a rigid structure immersed in a viscous incompressible fluid. At time ¢, we denote by Qg(¢) the
domain occupied by the structure. The structure and the fluid are contained in a fixed bounded domain
Q C R3. Let O CC Q be the control domain. We suppose that the boundaries of Qg(0) and Q are smooth
(C* for instance) and that
Q5(0) cQ\ O, d(9(Q2)\ 0),025(0)) = do >0 (1)
For any ¢ > 0, we note Qp(t) := Q\ Qg(£) the region occupied by the fluid and @ CC © an open set. The
time evolution of the eulerian velocity u and the pressure p of the fluid is governed by the incompressible
Navier-Stokes equations: V¢ > 0, Vo € Qp(t)

{ (ut + (u : V)u)(tm) -V J(“aP)(t’x) = v(t,x)((m),

V- u(t,x) = 0. @

The stress tensor is given by

o(u,p) = 2pe(u) — pld,
where €(u) := (Vu+Vu') and the viscosity coefficient 1 is supposed to be positive. The function ¢ € CZ(O)
satisfies ( =1 in O and v is a control force which acts over the system through O.

At time ¢, the motion of the rigid structure is given by the position b(t) € R? of the center of mass and
by a rotation (orthogonal) matrix Q(t) € M3x3(R). The domain Qg(t) is given by xs (¢, 2s(0)), where xg
denotes the flow associated to the motion of the structure:

xs(t,y) =b(t) + Q(1)Qy  (y — bo) Yy € Q5(0).

Here, @)y and by are respectively the initial rotation matrix and the initial position of the solid.
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Let 7 : (0,7) — R? be the angular velocity. Then, the rotation matrix is the solution of the following
system:

dQ
—- ()= xQ)t) te(0T), (3)
Q(0) = Qo.

For the equations of the structure, we denote by m > 0 the mass of the rigid structure and J(t) € M3x3(R)
its tensor of inertia at time ¢. This tensor is given by

J@yd-d= | o (dx Q(t)(y —bo)) - (d x Q(t)(y —bo)) dy Vd, d € R, (4)

One can prove that
J(t)d-d > Cy|d* for all d € R,

where C; is a positive constant independent of ¢ > 0. The equations of the structure motion are given by
the balance of linear and angular momentum. We have, for all ¢t € (0,7

mb = / o(u,p)ndy,
025 (t) (5)

Jr = (Jr) x T+/£m (t)(x— b) x (o(u,p)n)dy.

In these equations, n is the outward unit normal to 0Qg(t). On the boundary of the fluid, the eulerian
velocity has to satisfy a no-slip boundary condition. Therefore, we have, for all ¢ > 0

{ u(t,z) =0,V € 09,

u(t,z) = b(t) + r(t) x (z — b(t)), Vo € Qs(t). ©

The system is completed by the following initial conditions:

u(0,) = ug in Qr(0), b(0) = by, b(0) = b1, 7(0) = ro, (7)
which satisfy

ug € HY(Qr(0)), V- up =0 in Qz(0), ug =0 on 9Q, ug(z) = by +1ro x (x — by), = € I05(0).  (8)

Let us now recall some of the most relevant results in interaction problems between a rigid structure and
an incompressible fluid.

A local result was proved in [12], while the existence of global weak solutions is proved in [5] and [6]
(with variable density) and [18] (2D, with variable density); in this last paper, the existence of a solution
is proved even beyond collisions. Later, the existence and uniqueness of strong global solutions in 2D was
proved in [19] as well as the local in time existence and uniqueness of strong solutions in 3D.

In this paper, we prove the local null controllability of system (2)-(7). The same result was proved in [4]
and in [16] in dimension 2 provided that Qg(0) satisfies some geometric properties. For the Burgers equation
with a moving particle in dimension 1, the local null controllability was proved in [7]. In the absence of a
solid, the local exact controllability to the trajectories of the Navier-Stokes equations was proved in [15].
This result was later improved in [9].

We state now the main result of this paper:

Theorem 1 There exists § > 0 such that for any (ug, b, b1,70, Qo) satisfying (8), uo € H?(Qr(0)) and
lluoll 2@ (0)) + [bol + [b1] + [ro] + Qo — 1d]| <, (9)
there exists a control v € L*(0,T; H*(Q)) such that the solution of (2)-(7) satisfies

w(T,-) =0 in Qp(T), b(T) =0, H(T)=0, r(T) =0, Q(T) = Id.



The proof of this result is based on a fixed-point argument. For this matter, we first consider a linearized
system for which we prove the existence of controls in L?(0,T’; H*(£2)) which drive the velocities to zero and
the position of the structure to the desired reference position (b(T), Q(T)) = (0, Id).

This null controllability result is established with the help of a Carleman inequality for the associated
adjoint system. To prove this Carleman inequality, we use a different and more concise method than the one
presented in [15] and [9] and used in [4] and [16]: we first consider the parabolic equation satisfied by the curl
of the solution (where the pressure does not appear) and establish a Carleman inequality for this parabolic
problem in terms of two boundary integrals concerning some traces of the velocity. These boundary terms
are then estimated thanks to regularity results which are stated and proved in the Appendix at the end of
the paper.

1.2 A problem linearized with respect to the fluid velocity

Let us introduce .
(b,7) € H*(0,T) x H*(0,T)

(b,b, 7)jt=0 = (bo,b1,70)-

This allows us to define the following domains:

S

~

Qs(t) == b(t) + Q(1)Qq  (s(0) — bo)

and Qp(t) := Q\ Qg(t), where @ is the solution of (3) with r replaced by 7. We suppose that the solid
domain stays far away from 9(Q2\ O):

361 > 0: d(Qg(t), 0\ ) =6 Vt € [0,T). (11)

Let us now define several notations which we will use all along the paper. We introduce the following
spaces of functions defined on moving domains: for r, p € N,

T
L*(L?) := { u measurable : / /A lul? dz ds < 400 3 ,
0 JQr(s)
T
L*(HP) :={ue L*(L?): / Hu||Hp(Q ) ds < +o0 ¢,
0

H"(H?) := ueL2(L2);/O Znaﬁuumm (o @8 < 00 0,
B=0

with the natural associated norms coming from the definition. On the other hand, we define
C%(L?) := {u such that u(s,z) := u(s, )1, (s € CO([0,T]; L*())}

and
CT(HP) :={u:0/8%u e CO(L?), VO B<r, VO < |a] <p}

with the associated norms given by

fullonqzs) = mase (Ol 2@y = s [TO]Lcxco

and

[ullor vy = 2 fn(“fx) 1015 2 0



Let us now consider a velocity @ satisfying

Qe Z=H L NL2(W20), V- i=0 zeQp),

u(t,x) = (?)(t) +7(t) x (x — B(t)))laﬁs(t)(x) x € 8§F(t). (2
Let us also introduce the spaces
Vi = L2(HZTF) O HIHR2(L2)
for k € [~2,2]. Observe that Y; is continuously imbedded in H'(H").
Now, we consider the following linear system around (i, b, #): for all t € (0,T)

us(t,x) + (4 - Viu(t,z) — V- o(u,p)(t, z) = v(t, z)¢(x) z € Qp(t),

V- u(t,z) = z € Qp(t),

u(t,z) = x € 09,

u(t,z) = b(t) +r(t) x (z — b(t)) z € 00s(t), i~

mb(t) = /8 ) i

() (t) = ((J7) % r)(t) + /a o B X D))

Uje—o = uo in Qp(0), b(0) = by, b(0) = by, 7(0) = ro.,

where J is defined by (4) with Q replaced by Q. The rotation matrix @ is then defined by (3).
As we will see in Section 3, we will be interested in driving the solution of (13) to zero by means of
L2(0,T; H*(Q)) controls. In order to do this, we will first obtain L?((0,7T) x ) controls supported in a

smaller open set Oy CC O for the following linear system:

ui (t,x) + (0 - Viu*(t,x) — V- o(u*,p*)(t,x) = v*(t,z)1o,(z)
V-u*(t,z) =0

u*(t,z) =0

wt(t, ) = b*(t) + r*(t) x (z — b(t))

mb(t) = /@ ) i

(i) () = () x r)(t) + /a o B X (ol )

o =uo in Qp(0), b*(0) = bo, b*(0) = b1, 7*(0) = ro.

*
Ult:

Notice that the control force is slightly different from the one in (13).

z € Qp(t),
x e ﬁp(t),
x € 08,

z € 004(t),
(14)

In order to prove the null controllability of this system, we will prove a Carleman inequality for its adjoint



system. Let us introduce this system:

—ou(t,x) — (- V)p(t,z) = V- oo, m)(t,z) = 0 z e Qp(t),
V-o(t,z) =0 z € Qp(t),
p(t,z) =0 x € 09,
ot x) = at) + w(t) x (z — b(t)) z € 00g(t),

Plt=T = LT in ﬁF(T‘)v a(T) = ag? a(T) = a,{> W(T) = Wr.

In the sequel, we will suppose that o1 € L2 ((AZF(T)) and af , a', wr € R3.

The paper is organized as follows: in Section 2, we state and prove the Carleman inequality satisfied by the
adjoint system. In Section 3, we deduce from this inequality an observability inequality and a controllability
result for the linearized system. At last, in Section 4, we prove the null controllability of the non-linear
system using a fixed point theorem.

2 Carleman inequality for the adjoint system
Let us first introduce the weight functions which we will use in the proof. Let 8 € C°(W?2°°°) N CH(W1>)

satisfy R R ~
B=0 on dQp(t), >0 in Qp(t), |VB| = co >0 in Qp(t) \ Oy,

0 0 ~
—B < —¢1 <0 on 09, —ﬁ > co >0 on 00s(t),
on on
where Oy CC O- is an open set. The existence of a function g satisfying the previous properties is proved
in [4]. Let now A be a positive parameter, M := ||3||co(r~) and
e(2k+2AM _ A(2kM+B(t,2)) AN2EM+B(t,2))
alt,x) == t,x) = ————
’ th(T —t)k T th(T —t)k 7 16
e(2RH2)AM _ ,2kAM e2kAM (16)
a*(t) = & & ) 6*(t) = 7k &
th(T —t) th(T —t)

Here, k > 24 is a constant.
Then, we can prove the following Carleman inequality:

Proposition 2 Let (i, b,7) be such that (10), (11) and (12) are satisfied. Then, there exist two constants
C1 (depending on Q, O, oo and ||| 4, [|b|lw1.(0,7), [|7||L=(0,7)) and C2 > 0 (just depending on Q, O and o)
such that for all pr € L*(Qp(T)) and all al', a¥'| wr € R® we have
T T )
84)\6/ /A 672so¢§5|sa|2d‘r dt+$4/\5/ 67250( (5*)4(|a|2 + ‘w‘2) dt
0 QF(;) 0 (17)
< 0255A6/ / e 2ol da dt,
0 Oq

for all X > Cy and all s = C1(T* + T?%), where (¢, 7, a,w) is the solution to (15).



Proof: All along the proof, C' (resp. 6) will stand for a positive constant just depending on Q, O and
(resp. on Q, O, &g and [|@]| , [|bl[w1.0 0,1, |7l Lo (0,1))-

A) Carleman estimate for the heat equation
Let us apply the curl operator to the equation satisfied by (¢, 7):

~(V x @) = (i V)(V x ¢) = pA(V x ) = L(ii, ) in Qp(2), (18)
where the right-hand side satisfies
|L(it, )] < C|Vil[Ve| in Qp(t).
Therefore, V x ¢ fulfills a system of three heat equations. For this kind of systems, Carleman inequalities are
well-understood since [10]. Here, we are going to use an inequality which has been proved in [4] (see section
2.1 in that reference). More precisely, we use the first inequality in page 21 of [4] by observing that, for the

second term of the third line of that inequality, we have e =25V 42 = |Vwr|? (7 is the tangential vector field)
with the notations of [4]. Using this for 1 := e~2**V x ¢, we can deduce

3>\4/ / g3|¢|2dxdt+sA2/ / £V d:cdt+53)\3/ / V39| 2dry dt
Qrp(t) 8QS(t)
+s)\/ / EVyn|idydt < C 3)\4/ §3|¢|2d:cdt+s)\2/ ¢\ Va2 da dt
005 (t) 0 JO, 0 JOo
T
—|—s)\/ /A §*|V¢T|2dfydt+s)\2/ /A | Vyn||[y|dy dt
0 Jots(t) 0 JoQs(t)

// Vml e + (it >wmm+// QwV|W@mw>
0Q5(t) Qr(t)

for all A > C and all s > C(T* + T?). Let us use Young’s inequality for the fourth and fifth terms in the
right-hand side of this inequality. This yields:

T T T
53)\4/ / £3|w|2dwdt+s)\2/ / §|Vw|2d9:dt+s3>\3/ / (€3 dry dt
0 JOr(t) 0 JOr(t) 0 JoQs(t)
T T T
—|—s)\/ / EVyn|idydt < C 33)\4/ §3|¢|2dxdt+sA2/ / E|Vap|2da dt
0 Jos(t) 0o Jo, 0 JOo

T
—|—s)\/ /A E VYT dry dt + 57N / / Y by 4 (- V) Pdry dt
0 JoQs(t) BQs(t)

T
+// e Va2 Ve|2dedt | ,
0 JOr(t)

for all A > C and all s > C(T* + T?*). We can estimate the term (@ - V)i in the fourth integral of the
right-hand side of the previous inequality thanks to (12) (since Z C CO(L>)):

sTIAT // V)|2dydt < f—:s/\// & |Vap|2dry dt
aﬂg(t BQS

for € > 0 small enough provided that A > 68 and s > C.T%.

(19)

(20)



We come back to ¢ now. Observe that the boundary term concerning ; in (20) can be bounded as

follows:
T *
s // )Py dit < sflxl// e 2 (€)Y x puPdy dt
05 (t 0 JoQs(t)

T
—|—s‘1)\‘1//A 0= Y2(€) UV x |2yt | .
0 Jots(t)

Since |of| < C(T + Tz)(f*)lﬂ/’C the last term can be absorbed by the third integral in the left-hand side
of (20) by taking A > C and s > C(T?=! + T?F). Thus, using also that V3 -7 =0 on (’995( ) for the third
term in the right-hand side of (20), we can rewrite estimate (20) in the following way:

T T
53)\4/ / e 25|V x <p|2dxdt+s)\2/ / e 25IV(V x p)|2dx dt
0 JOr@®) 0 JOr(t)

T T
<C 53A4/ / e 7253 |V x <p|2dxdt+s)\2/ / e 25|V (V x o) |2dx dt
0 O(] 0 OO

T T
+s/\/ / e~V V(Y x )72y dt + s*lxl/ / e (€)Y V X | 2dry dt
0 aﬁs 0 6§s(t)

T
+// e Va2 Vel2dzdt | ,
0 JOr(@)

for A > C and s > C(T* + T%).

Let us obtain estimates on the second term in the right-hand side of (21). Let Oy be an open set with
Oy CC O CC Oy and by € C?(04) be a positive function satisfying fy(x) = 1 for all x € Oy. We apply the
curl operator to the first equation in (15):

(21)

—(Vx @)= Vx[(i- V)] — pA(V x @) =0 in Qp(t).

Then, if we set p(t, ) := sA20y(x)e~2*(E2)E(t, 1), we multiply this equation by pV x ¢ and we integrate by
parts in Op, we obtain:

1d 1
—5= | oV xpfPdr+ f/ pe|V % <P|2dx+/ pl(a- V)(V x @)] - (V x p)dw

th O 2 Oo Oo
+ /O (Vo) % (V x @)] - [(i V)glde + /O pg- (8- V)gldz + /O V(Y x p)fPdr (22)
K Ap|V x ¢|?dx =0,

2 0o

for t € (0,T). Next, we integrate between t = 0 and t = T, we use @& € Z C C°(L>) and
lpe| 4+ |Ap| < CsPA¢3e 25 for s > C(TF + T%) and A > C.
This leads to:

T
s)\2/ / eIV (V x ) Pdx dt
0 Oo

T T
<C 53)\4/ / e 25E3|V x @\dedt—l—s)\Q/ / e 2NV p|Pdedt |,
0 (’)1 0 Ol

for A\ > C and s > C(T* +T?k). Observe that the second term in the right-hand side of this estimate can be
bounded by the last one in (21) by taking s > CT?*. Next, we estimate the local term on V x ¢. In order

(23)



to do this, let 6; € C2(03) be a positive function satisfying 6;(x) = 1 for all # € O;. Then, integrating by
parts in

T T
33/\4/ / 01727 (V x ) - (V x @) de dt + s/\2/ / bre™*E(Vy) - (Vi) du dt

we can prove that

T T T
53)\4/ / eV x p|2dr dt + s)\Q/ / e V| de dt < 0585/\6/ / e 25| da dt
0 Jo, 0 Jo, 0 Jo,

T T
+e sﬁ/ / e 25|V (V x <p)|2dmdt+s3>\4/ / e 2503\ x | da dt
0 02 0 02

for A > C and s > OT?F.
Thus, combining this with (21) and (23), we obtain

T T
53/\4/ / 6_28“§3|V X Lp|2dx dt + s)\z/ / 6_250‘5\V(V X <p)\2da: dt
0 ﬁp(t) 0 ﬁF(t)

T T
<C 55>\6/ / e 250 | da dt + 5)\/ / e~ V(Y x @) 7|2y di (24)
0 Jo, 0 JoQs(t)

T T
—l—s_l)\_l/ /A e—ZSa*(g*)—Hv><<pt|2d7dt+/ [ e—QS(*vaZV(dexdt),
0 JoQs(t) 0 JQr(t)

for A\ > C and s > C(TF +T%).

B) Elliptic estimates
Since V - p = 0, observe that ¢ satisfies the following boundary-value problem:

Ap=-V x(Vxp):=fo in Qp(t),
p=(G+wx(z— 8))1665(1&) =go on 0Qp(1).
e Applying classical elliptic estimates, we have
H‘PHHl(ﬁp(t)) < C(”fOHH—l(ﬁF(t)) + ||90||H1/2(aﬁp(t))) < O([|V x ‘P”Lz(ﬁF(t)) + la] + |wl).

which directly leads to

T
53)\4// e 2 (&) | VepPda dt
0 JOr(t)

. . (25)
< 6 53)\4/ / €—2$a£3|v « (p|2dxdt + 83)\4/ e~ 252" (§*>3(|a‘2 + |w|2)dt
0 ﬁp(t) 0
e We apply now the classical elliptic Carleman estimate which can be proved as in [10]:
KANE / exp{2ke* Y et || dx + I<32)\4/ exp{2ke*1e? |V 2da 4+ kN / e p|2dy
Qr(t) Qr(t 00 (t)
<C 114/\6/ exp{QHe)‘B}e4)‘ﬁ|<p|2dx + K/\Q/A exp{2ne)‘ﬁ}e)‘5|fo|2dx + k2\3e?" /A |0kg0|?dy |,
Oo QpF (t) aQF(t)



for any x > C and any A = C. Combining this with H? elliptic estimates, we deduce that

/@4)\6/A exp{2ke* Y| o2 dx + /@2)\4/A
Qp(f)

exp{2ke* 12 |V 2dr + kN / e | dy
Qp(t)

o0 (t)

—1—)\2/A exp{2ke*}|D?p|?dx < C (n4)\6/ exp{2ke™ } et |2 dx
Qr(t) O3

—|—/£)\2/A exp{2ke*Ye | Ap|?dx + k2A3e2 (|a]* + |w|2)> ,
Qp(t)

for any x > C and any A > c , where we have used that

||‘P||H3/2(a§F(t)) < C(la] + |wl).

se2kAM
We set k := m and we multiply the previous inequality by
e(2k+2)AM
exp {_Zst"?(T—t)k } .

This yields

T T
/\2/ ﬁ 672SQ(S4)\4§4|<)O|2 + 32/\262‘V<P|2 + |D2g0‘2)dl‘dt+ 54)\5/ / 67250‘* (5*)4|g0|2d’}/dt
0 QF(t) 0 O )

QF(t
T T
<C 34)\6// 6_25"§4|<p|2dmdt+s)\2// e 25 ¢ Ap|*da dt (26)
0 JO, 0 JOr(t)
T *
20 [ e R + Pt )
0

for A > C and s > C(T* +T?*). Observe that the terms |V¢|? and [D2¢|? in the left-hand side of (26) allow

to absorb the last term in (24) taking A > C and s > CT?* and using @ € CO(W'3). Combining this with
(25) and (24), we obtain

T T
54)\6/ / 6725a§4|(p‘2d$dt+83/\4/ / e 25 (£%)3| V| 2da dt
0 JOr@) 0 JQr(t)
T ) T
+S4)\5/ / 672so¢ (f*)4|<p|2dq/dt < C 85)\6/ / 672sa£5|¢‘2dxdt
0 JoQr(t) 0 JO2
(27)
T * T *
—|—s/\/ / e X V(V x <p)T|2d'ydt—|—s_1)\_1/ / e () TV x |2 dy dt
o Jods () 0 JoQs(t)
T *
_1_53)\4/ 6—25(1 (g*)3(|a|2 4 |w|2)d1‘ dt) ,
0
for A > C and s > a(Tk + T2%F).

We notice that
/ Py = Bl + wf?).
8Qs(t)

The proof of this inequality is given in [3] (lemma 1, section 4.1). This allows to absorb the last term in the



right-hand side of (27) thanks to s > CT2*. For the moment, we have:

4)\6/ / —25(15 |(p| dl‘dt+83)\4/ / —2304 )3|V(,0‘2d$dt
Qr(t) Qr(t)

500 / e (€4 (al? + )y dt < (w / / e P di (28)
0

T T
—|—s)\/ / e™ 2B V(Y x )72 dry dt + 5_1)\_1/ / e 2 (e TV X oy 2dydt |
o Jods() 0 JoQs(t)

for A > C and s > C(T* + T%).
The rest of the proof is dedicated to the estimate of the two boundary terms

T
By = SA/ / e BV V(Y x @)1 [2dy dt
05 (t)

and

T
— S_l)\_l/ / e—2sa* (5*)_1\V % Qﬁt|2d’)’dt~
0 JoQs(t)

C) Estimate of B;

Let us define on (0,7
0y := 81/2A1/2€_Sa* (g*)l/Q

and set (¢*, 7%, a*,w*) := 01 (p, 7, a,w) together with a*(T) = 0. These functions satisfy

—Wf(t,x) - (ﬁ ' V)‘)O*)(tvx) -V U(‘P*’W*)(tvx) = _0.190 S ﬁF(t)v
V-o*(t,z) =0 z € Qp(t),
e*(t,z) =0 x € 09,
©*(t,x) = a*(t) + w*(t) x (z — b(t)) z € 0Qs(t),
(29)

ma*(t) = f/A (o(@*,7)n)(t,x) dy + mbia

805 (t)
d - * _ 7 * 7 * ok 70
a(Jw )(t) = (J7) x w*)(t) — /aﬁs(t)(x —b(t)) x (o(p*, 7" )n)(t,x) dy + JOw,

g =0 in Qp(T), a*(T) = a*(T) = 0, w*(T) = 0.

Here, we apply Corollary 9 (stated in the Appendix) with kg = 13/9 and we deduce the existence of a
constant C' such that

10101 L2(m23/9y + 10101 e msroy + 101l gr2s/as 0,7y + 101w 23 /13 0,77)

- | . | (30)
< Gl aqarsrmy + 1810l s uy + 1l srons + 6160 gosss).

Since 23/9 > 5/2, By < 6H91<p\|22(H23/9), it suffices to estimate all four terms in the right-hand side of (30).

C.l) Estimate of ||9.1§0||L2(H5/9)
After an interpolation argument, we have

A nd/9 5/9
||<P||H5/9(§F(t)) éCHcpHB(ﬁ ) || ||H1(Q

10



Multiplying this inequality by 6, we obtain

2/9 2/9-4/(9k) (. \4/9 4/9 —2/9 2/9+4/(9%) (§,)5/9 5/9
Cs*/(¢") 60"l @’ € CRE

91||80||H5/9(QF(t)) L2(Qp( H'(Qr(t)

Applying now Young’s inequality, we get
91|\@||H5/9(§F(t)) < (551/2(6*)1/271/@'1”@”Lz(m(t» + Cs2/5(gx)2/5+4/( 5k)01||‘ﬂ||H1(QF(t))) (31)

Observe that .
|91| < 83/2)\1/26—504 (f*)3/2+1/k,

with s > C(T* + T2k).
Integrating in time inequality (31), we obtain

T T
||9.1(10||i2(H5/9) < 884)\/ /\ e—2$a* (f*)4|§0|2d$ dt + 05811/5/\/ [ 6—23a* (5*)11/5+18/(5’“)|V<p|2dm dt.
Qr(t) Qp(t)
These two terms can be absorbed by the left hand-side of the Carleman inequality (28) provided that k& > 9
s> C(TF +T2%) and A > 1.

C.2) Estimate of ||91g0||H5/8(L2)
Observe that

T
101002212y < Cs®A / / €250 (£1)3+2/k | 2z d
Qp(t)

and

T T
”01@”%1(112) <C <$3)\/ ﬁ e 2sa (f*)3+2/k|<pt|2d$ dt + 85)\/ ﬁ e 2sa (f*)5+4/k|<p|2d93 dt) )
0 JQp(t) 0 JQp(t)

By an interpolation argument due to [20], we get
. ~ T *
H91<PH§{5/18(L2) < CA (/ [ 250" (5B (€% )3H2/h|p[2)13/18 (53 (£%)3+2/ k| 5, 12)5/18 gy gt
0 JGr
T
+// e—25a* (83(5*)3+2/k‘<p|2)13/18(85(5*)5+4/k|<p|2)5/18d£ﬂdt
0 JOp(t
T
- </ [ e e S P O P S
Qr(t)

T
wfL e <s4<s*>4|so|2>13/18(s”“(s*)”“*“/““|so|2>5/18dxdt).
r(t

In these two integrals, we apply Young inequality with parameters 18/13 and 18/5 and we find

T T
”9190”?&15/18([,2) < C)\S4//A e—2sa (§*>4|g0‘2d$dt+0)\82/5/[ e—23(x (f*)2/5+36/(5k)|@t|2d$dt
Qp(t) Qp(t)
T
+6)‘512/5//A 6—2304*(6*)12/5+46/(5k)|¢‘2d$dt.
Qr(t)

The first and third integrals can be absorbed by the left hand side of (28) taking A > C, s> C(T* + T%F)
and k > 23/2 while the second integral is absorbed by the second term in the left-hand side of (30) (squared)
taking A > C, s > C(T* + T?*) and k > 24.
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C.3) Estimate of ||01a]|ys/1s
We have

T
||91d||%2(0,T) < 083/\/0 e 25 ({*)3+2/k|d\2dt
and

T T
||91d§11(0,T)<C<33>‘ / €2 (6)3H2/Ha2dt + 572 / <§*>5+4/k|a2dt>.
0 0

Using again an interpolation argument due to [20], we get
. ~ T *
1616135 1000,7) < C ( e e S s ) M)
’ 0
T
+ / 67250‘* (53(5*)3+2/k|d|2)13/18(55(€*)5+4/k‘d|2)5/18dt )
0
We apply Young inequality with parameters 18/13 and 18/5 and we find

T T
“91a||3{5/18(07T) < C)\832/9/0 e—2sa* (f*)32/9+23/(9k)|d‘2dt+C)\S2/5/0 e—QSa* (f*)2/5+36/(5k)‘d|2dt
—|—C’)\s4/ e 25 ()Y a)dt.
0
The first and third integrals can be absorbed by the left-hand side of (28) taking A > C, s > C(T* + T%*)

and k > 23/4 while the second integral can be absorbed with the third term in the left-hand side of (30)
provided that A > C, s > C(T* + T%) and k > 12.

C.4) Estimate of ||f1w| 51
In order to estimate this term, we proceed exactly as in step C.3).

To conclude paragraph C), we put together steps C.1)-C.4) and this gives the following estimate on Bj:

T T
By <e 54)\6// 6_25a£4|g0\2dxdt+s3)\4// e™ 257 ()3 | V| ?da dt
0 JOr@®) 0 JOr(t)
T

LA / e20 ()4 (af? + |w2)d7dt>

0

(33)

for A > C. and s > C.(T* + T2%) for k > 24.

D) Estimate of Bs
Let us define on [0, 7]

Oy := s~ H/2\T/ 25" (5*)_1/2.
Then, 62(p, 7, a,w) satisfy system (29) with 6; replaced by 2. We notice that
|B2| < CHQQQPt”i%Hu/Q),
since 14/9 > 3/2.

Let us apply Corollary 9 for kg = 4/9. For our system, the compatibility condition (71) is satisfied since,
thanks to the weight function 5, all the initial conditions are equal to zero. This yields, in particular:

1020l 2 (prasoy < C(||92¢||L2(H14/9)mH7/9(L2) + ||é2d||H7/9(O,T) + ||92W||H7/9(0,T))-
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Observe that
10201l L2 rr1as9ynmm/s 22y + 1026l 7o oy + 102wl 70 0.7y < CUlO2lly, + 1026|211 0,7y + 102wl 111 (0,1))-
Applying now Proposition 7 to 6» (¢, 7, a,w), we deduce
162601 12 1270y < C(I10260 L2(L2) + 162dll L2(0,7) + 162wl 2(0,1)- (34)
Using the definition of the weight functions (see (16)), we obtain
|6 < C(s€*)3/2H2/k\=12e50"  for s > O(T* + T?).

This readily implies that the first (resp. second and third) norm in the right-hand side of (34) is absorbed
by the first (resp. third) integral in the left-hand side of (28) provided that A > C, s > C(T* + T?*) and
k> 4.

Consequently, we have proved for By that

T T
By <e <34A6/ /A e 250 | du dt + 54A5/ e 25 (e)4(|a)? + |w|?)dy dt) (35)
0 QF(t) 0

for A > C. and s > C.(T* + T2%) for k > 4.

Thus combining (33) and (35) with (28), we obtain the desired inequality (17). This concludes the proof
of Proposition 2.

3 Controllability problems

3.1 Observability inequalities for the adjoint system

Proposition 3 There exists a constant Cy; > 0 depending on ||i| ;, ||8||W1,oo(07T)7 1#|| Lo (0, 1) such that for

any (pr, al, a', wr) with 7 € L2(Qp(T)) and any (4, b,7) satisfying (10)-(12), the solution (p,,a,w) of
(15) satisfies

1900, ) 17200y + 1a(0)] + [w(0)* < C: // |p|*da dt. (36)
(0, T)xO2

Proof: The proof relies on an energy inequality for system (15). Indeed, let us multiply the equation of ¢
by ¢ and integrate in space. Using the equations of a and w, this yields

1d

d ~ 1=
2d / 20z — 22102 - 2 S (Jw - w) = 2 Jw - w.
lo|“dz + ﬁF(t)|V<,0| T =3 dt|a| 2dt( w-w) 5w w

Thus, for any 0 < t; < to < T, we have

/A lo(t) Pd + [a(t)? + w(ty)? < C ( / (p(ta) [Pdz + [a(ts)? + |w<t2>|2> |
Qp(tl) ¢

Zp(tg)

Combining this with the Carleman inequality (17) and using the properties of the weight function « (see
(16)), we obtain (36) in a classical way.

The observability inequality (36) will not allow to lead the center of mass a to zero at time ¢ = T and
the rotation matrix ) to the identity at time ¢ = T. For this matter, we will improve this observability
inequality (see (39) below), following the ideas of [17]. We first introduce some auxiliary problems. Let us

13



denote by e, the k-th element of the canonic basis in R? for k = 1,2,3. Let us consider (o), 70) q() ()
the solution of

—o(t,2) = (- V)pD)(t,2) = V- (@), 7D)(t,2) =0 v € Qp(t),

VoW (t,z) =0 z€Qp(t),

eU)(t,z) =0 x €09,

eW(t,2) = a9 () + wD(t) x (x - b(t)) x € 90s(t),

. o (37)
@O +e) == [ (o@D xn)(t,a)dr,
Qs ()
d 5 ) 52 s () : e)
2 (7@N(@) = ((J7) x W) (1) = o (t)(:c —b(t)) x (a(V), w9 )n)(t, ) dv,
S
W\(giT =0 in Qp(T), a9(T) = aV(T) = w)(T) = 0,
for 7 =1,2,3 and the solution of
—o(t,2) = (- V)pD)(t,2) = V- 0@, 7D)(t,2) =0 € Qp(t),
V- oW(t,z) =0 z € Qp(t),
oD (t,x) =0 x € 09,
e (t,2) = W (t) + w (t) x (x — b(t)) z € 0Qs(t),
mi® () == [ (ol 7D )tz do,
aﬂs(t)
@(Jw(”)(t) +ej_s = ((J7) x wP)(t) - /aﬁ (t)(w —b(t)) x (a(pD, 7)) (t, ) dv,
S
Ly =0 in Qp(T), aW(T) = a9)(T) = wI(T) =0,
(38)

for j =4,5,6.
Using the duality between systems (37)-(38) and (14), we obtain

T . _ . .
/ / v* - oWdg dt = —/ ( )uo . <p|(tii0 dz —ma@(0) - by — J(0)ro - w@(0) + m(b(T) — bo;)
0Jo, Qp (0

for 7 =1,2,3 and

T . . ~ . T
// v* - W dz dt = _/ uo-w‘(t]io dz —ma9(0) - by — J(0)ro - w?(0) +/ ri_g(t)dt
0JO, Qr(0) 0

for 7 =4,5,6.

Observe that b7(T') = 0 for j = 1,2, 3 is equivalent to the fact that v* satisfies three conditions depending
on ug, bg, by and rg. On the other hand, if we define 6y and (z¢, 21, z2) respectively the angle and the axis
of the rotation matrix @)y, we have that

0 —,]3290 .1‘190
Qo = exp w2 0 —xobo
—1’100 .’ano 0

Remark also that from (3) we get:

t 0 —-r3 r;

Q*(t) = exp / T3 0 —r | (n)dr| Qo.
0 * 0

*
—Tro T
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Thus, Q*(T) = Id will hold if

T T T
/ 7"§ (t) dt = —33290, / ’I“; (t) dt = —.231090, / T‘T(t) dt = —xoeo,
0 0 0

which is equivalent to three conditions on the control v* depending on ug, b1, 79 and Q.
As a conclusion, enforcing that v*(T) = 0 and Q*(T) = Id is equivalent to

T
// v*(t,x) - oW (t, ) dedt = CY) V1 < j <6,
0 JO,

for some C¥) € R depending on the initial conditions. Observe that the set of functions v* satisfying this
system of equations is nonempty. Indeed, assume that a linear combination of {cp(j )}1<j<6 cancels on Os,
then according to the unique continuation property of the fluid problem proved in [8], it cancels on the whole
fluid domain. Then due to the solid equations, we can show that the coefficients of the linear combination
are null (we refer to [4] for more details).

We define the orthogonal projection P from L?((0,T) x Q) into span(lo,(¢"))i<j<6):

T
// (v — P(v") - oW dzdt=0 1<j<6.
0 Os

We also consider the operators PU) satisfying

6
P(v*) = ZP(j)(v*)<ﬂ(j)~

Jj=1

Proposition 4 There exists a constant Cy > 0 depending on ||i| 5, ||8||W1,OO(O,T)7 171l o< 0,7y such that for
any (o1, al', a', wr) with or € L2(Qp(T)) and any (4, b, 7) satisfying (10)-(12), the solution (., a,w) of
(15) satisfies

6
1000, 22 0m0y) + 10(0)[2 + [w(O) + 3 IPD ()2 < €y / /m) o= Plo)Pdrdt (39)
j=1 ;1) X2

The idea of the proof is to argue by contradiction and use the Carleman inequality (17). This is done in the
same way as in [7] (see Proposition 3.2 therein) and [4] (see Proposition 5 therein), so we omit the proof.

3.2 Controllability of system (13)
In this paragraph, we prove the null controllability of system (13):

Proposition 5 Let (ug,bo, b1, 7o) satisfy (8), ug € H*(Qp(0)) and (a,b,7) satisfy (10)-(12). Then, there
exists a control v € L?(0,T; H*(Q)) such that the solution (u,p,b,r) to the problem (13) satisfies

(T, ) =0 in Qp(T), b(T) = 0, (T) = 0, w(T) = 0, QT) = Id, (40)
where Q is given by (3). Moreover, there exists a constant Ky > 0 such that
[0l 20,711 (2)) < Ko(lluollzzr(0) + [bol + [b1] + [7ol)- (41)

Proof: From the observability inequality (39), it is classical to prove the existence of a control v* €
L2((0,T) x Q) such that the solution

(u*,p*,b*,r*) € (LA(H*) N C°(H"Y)) x L*(H") x H*(0,T) x H'(0,T)
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of (14) satisfies (40) and (41) for the L?*(L?) norm (see Proposition 4.1 in [7] or Proposition 6 in [4]). In
the sequel of this proof, C denotes a generic positive constant which may depend on |4l 4, ||B||W1,00(O)T) and
17l 0.7
Let( us)now modify the control v* into a L*(H?') control and such that (40) and (41) are still satisfied.
For this purpose, let (u,p,b,7) be the solution of (13) with null control. From Corollary 9 for kg = 1, we
have that
(@, p,b,7) € (L*(H) N C°(H?)) x L*(H?) x H>'?(0,T) x H3?(0,T)

and there exists K > 0 such that
lall L2 a3y + 1l cocaz)y + 1Pl L2 (m2) + 10l 520,y + 17 a2 0,y < Clluoll g2 (@r o)) + 1ol + 01|+ [70l). (42)

We consider now a function 79 € C1([0,T]) such that no(t) =1, t € [0,T/2], no(t) =0, t € [3T/4,T] and
no(t) =0, t € [0,T]. Then, the function

(w,q,c,8) = (u* —nott, p* — nop, b* — nob, ™ — Nor)

satisfies the four first identities of (40) and

we(t,z) + (4 - V)w)(t,z) — V- o(w,q)(t,xz) = Fy(t, z) + v*le, T € QF(t),
V-w(t,z) =0 zeQp(t),
w(t,z) =0 x € 08,
w(t,z) = é(t) + s(t) x (z — b(t)) + Fi(t) z € 00s(1),
(43)
mé(t) = /  (olw,qn)(t,z) dy + Fa(t),
s ()
(J8)(t) = ((JF) x s)(t) + /A (z = b(t)) x (o(w,q)n)(t, ) dy + Fs(t),
Qs (t)
wi—o = 0 in Qp(0), ¢(0) =0, ¢(0) =0, s(0) =0
where Fy := —no 1t € L2(H2), F = no’tlf), Fy = —m(no’ttlf)—i— 2770,tl;) € H1(07T) and F3 = —no’tjf S
H'(0,T). Thanks to (42), we have that
|1 Foll 22y + | Full e oy + 1Bl o,y + 1F3 a0,y < Cllluoll 2oy + 1ol + 1] + 7o) (44)

Using this estimate and Proposition 7, we obtain
lwll 2 a2y + 1wl 22y + a2y + lellzzo,r) + sl o,z < Cluollz2@p) + 1bol + [b1] + Irol). (45)
We consider O3 and O4 two open sets such that
Oy CC O3 CcC O, CCO.
Let 0 € C%(O,) be a function satisfying §(x) = 1 for every z € O3. We introduce the variables

(w,q,¢,5) :=((1 — 0w, (1 —0)q,c,s),
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which satisfy the four first identities of (40) and fulfill the following system:

Wit @) + (4 V)@ (t, z) — pAb(t, x) + Vi(t,z) = Fo(t,z) + Go(t,z), = € Qp(t),

Vit z) = =V0 - w z € Qp(t),
w(t,z) =0 x € 08,
W(t,z) = é(t) + 3(t) x (z — b(t)) z € 004(t),

) (46)
mé(t) = / (oW, dm)(t ) dy + Fa(t),
aﬂs(t)

(F3)(1) = ((J7) x (1) + / (& — b(t)) x (o(@, @) (t,2) dy + Fi(t).

s (t)

Wir—o = 0 in Qp(0), &0) =0, &0) = 0, 3(0) =0,
with
Go = —0F) — (G- VO)w + p(2(VE - VIw + Abw) — ¢Vo.
Here, we have used that (1 — 6)v*1p, = 0. Using (12), the properties of 6, (44) and (45), we have that

Supp(Go) C Ou, [|Gollz2(any < Clluollm2ar o)) + bo] + [b1] + [ro]). (47)

Let us now lift the divergence condition. This divergence condition satisfies

Supp(Vl -w) CC Oy, [ VO-wdx =0,V0- -we L*(H*) N H'(L?).
Oy
Using [2] (Theorem 2.4, page 72 with m = r = 2), there exists a lifting U € H'(Hg(04)) N L2(H3(O4))
satisfying R
V-U=V0-win Oy, ||UHH1(H1) + ||U||L2(H3) < C(H’LUHHI(LZ) + ||w||L2(H2))~ (48)

Moreover, since wj;—g = wi=r = 0 in Oy, we have that Uj;—g = Uj—r = 0 in O4. Let us still call U its
extension by zero to Q. We consider now the system satisfied by (W :=w — U, q, ¢, §):

Wi(t,z) + (4 - VIW)(t,z) = V- o(W, §)(t,z) = Fo(t,z) + G1(t, x), z € Qp(t),
V-W(txz)=0 z € Qp(t),
W(t,xz) =0 x € 09,
W(t,z) = &(t) + 3(t) x (x — b(t)) z € 90s(t),
) (49)
mit) = [ (oWan)ta)dy + )
0Qs(t)
(J3)(t) = ((JF) x 8)(t) + /A (& = b(t) x ((W,@)n)(t,z) dy + Fs(t),
905 (t)
Wi = 0 in Qp(0), &0) =0, ¢(0) = 0, 5(0) =0,

with
Gl = GQ - Ut — (fL . V)U—FuAU

From the definition of 6, (47), (48) and the fact that @ € Z, it is clear that
Supp(G1) C Oy, |G|l L2(ay < 5(||U0||H2(QF(0)) + |bol + b1 ] + |ro])-

Consequently, G; = (G, and v := G satisfies (41). Finally, (u,p, b,r) := (W + 19, § + 10, ¢ + 10b, 5 + 1o7)
with the control force v solves system (13) and, since r = r*, Q(T) = Q*(T") = Id, (40) holds.

17



4 Local null controllability

To prove Theorem 1, we perform a fixed-point argument for a multivalued map (see [22], Theorem 9.B, page

452):
Theorem 6 Assume that the multivalued map A : K — 25 satisfies:
e A is upper semi-continuous.
e K is a nonempty, compact, convex set in a locally conver space X.
e The set A(z) is nonempty, closed and convez for all x € K.
Then, A has a fized-point.
We are going to apply this theorem in the fixed domain Qg (0). More precisely, let
K :={(z,b,r) € (L*(0,T; W%5(Qr(0))) N HL(0,T; L5(Qr(0)))) x H?(0,T) x H(0,T)
such that V-2 =0 in Qp(0), 2=0 on 9Qr(0) and
2120, 7;w28p0))) + 12]l 51 0,728 (r 0))) + IVl 200, 7) + (17| E2 0,7) < R}
for some small R > 0 and

X = L*0,T; H'(2£(0))) x C*([0,T]) x C°([0,T7]).

In order to define A, we consider (2, b, 7) € K. We define the associated flow in the solid domain:

X(t,y) = b(t) + Q()Qqy ' (y — bo) Vy € Q5(0).

(50)

(51)

Then, the solid domain is given by ﬁg(t) = x(¢,Qs(0)) for each ¢ > 0. Observe that condition (11) is
satisfied for R small enough. Next, we define the eulerian velocity @ig € H'(H?) as the solution, together

with ds, of N
—pAtug +Vis =0 in Qp(t),

V-ig =0 in Qp(t),

as(t, ) = b(t) + #() x (z — b(t))  on 8 (t),
us =0 on Of).

It satisfies .
sl e caey + sl a2y < CU0 m20,7) + [Pl 10,7))
for some C > 0.
Now, we extend the flow x to the fluid domain:

5)257; y) _ (is 0 X)(t,y) Yy € Qp(0),

X(0,y) =y Vy € Qp(0).

This flow satisfies .
IX = id|| 2 a2y < OOl 20,7) + [Pl £20,7)) < CR,

for some C > 0. .
Next, we consider @ € Z defined by

a(t,x) == as(t,z) + (VR X7t 2) 2t X7t 2)) Vo € Qp(t).

This vector field satisfies V - 4 = 0 in (AZF(t), @ = 0 on 0f2. Moreover, there exists C' > 0 such that

]l 5 < CUI2] L2 0. 1:w2 @ () E (0.7:L8 (2 0))) + 1207y + 7]l 22 0,7)-
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This velocity vector field being given, according to Proposition 5, we can construct a control v €
L?(0,T; H*(2)) and a solution (u,p,b,r) of system (13) which satisfy (40) and (41). From Proposition 7
(with go = g2 = g3 = 0 and g; = v((x)), we have that (u,p,b,7) € Yy x L2(H') x H*(0,T) x H'(0,T) and

1wy 2,0, 7)1 w2y x 20,7y 11 (0,7) < CU0ll L2 00,7y x9) + w0l 51 (2 (0)) + [bol + [b1] + [ro]). (56)

Let (ug,qs) be defined by (52) with the boundary condition on 9Qg(t) replaced by b(t) + r(t) x (z — b(t)).
Then (ug, gs) satisfies (53) with (b, ) replaced by (b,r) and (u — ug,p — qg) is the solution of the following
system:

(u—wug)(t,x) =V -o(u—ug,p—qs)t,x) =v((x) — (4 V)u(t,x) —ug(t,z) =€ (AZF(t ,

V- (u—us)(t,x) =0 T € Qf(t), -
(u—ug)(t,x):O l‘E@QF(t),
(u—us)(0,2) = uo(z) — us(0,z) x € Qp(0).

Since v € L2(0,T; H*(Q)), @ € Z, u € Yy and ug satisfies (53), we have that the right-hand side of this
system belongs to L?(LS).
Finally, we define
2(ty) = (VR)2 (6 9) (u — us) (1, X (1) ¥y € 2 (0)

and h(t,y) = (p —qs)(t, X(t,y)), Vy € Qp(0). We notice that (z, h) satisfies

2zt —V-o(z,h) =F in (0,7) x Qr(0),
V-z=0 in (0,7) x Qr(0), (58)
z=0 on (0,T) x 9QFr(0),

2(0,2) = ug(x) —ug(0,z) in Qp(0),
where
IE L2 (0,758 020 (00) < CUlvI L2081 2)) + IVX = Ldll o (0. 1) xamoy Izl 2 + VAl L2 0,750 (020 (0))))
+C(llully, + Ipllzaas) + bl o) + 7l 0m))-

Here, K7 stands for the first component of the space K, which was defined in (50). Now, we decompose
F = Fy, + VF, with Fy € L*(0,T; L%(Qr(0))) satisfying V- Fy = 0 in (0,7) x Qp(0), F1 -n = 0 on
(0,T) x 9Qr(0), Fy € L?(0,T; W15(Qr(0))) and

[ F1l| 20,718 r(0))) + [IVF2llL2(0, 725 (0 (0))) < CIE | L2(0,7:26(020 (0))) -

Then, we apply Theorem 2.8 in [11] to (z, h — F») with right-hand side F; and we obtain that

1(2, V)|, x 20,7528 (20 (0))) < CUF I L20,73L8(000))) + 1w — us(0, )| 200 (0)))-
Using now that (i, b, #) belongs to K, (55) and (56), we deduce that

12, VI) | ke, x 20,7525 2 0))) < CRIZ V)1, L2 (0,732 (02 (0)))
=+ 6(HUHL?(O,T;Hl(ﬂ)) + lluoll 722 (0)) + |bol + [b1] + [rol)-
Thanks to (41) and (56), we obtain
(2,0, )|l < Clluoll 522 (0)) + |bol + [b1] + |70]).- (59)
With all these ingredients, we define
A(2,b,7) = {(2,b,7) € K : (u, p,b,r) satisfies (13) for some p and v, (40) and (41)}.
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e We directly have that A : K — 2K from (59) and taking ¢ in (9) sufficiently small.

e Let us now prove that A is upper semi-continuous. For this, let A C K be a closed subset. We have to
prove that A=1(A) is also closed.

Let (2, bn, ) C A™L(A) such that (2,,bn,7n) — (2,0,7) in X. We intend to prove that (2,b,7) €
A~1(A), that is to say, that there exists (z,b,7) € A such that (z,b,7) € A(2,b,7). Let (zn,bn, ) €
A(én,gn,fn) C A. From the definition of K, we have that there exists a subsequence (2y(n),by(n), Ty(n))
such that

(Zw(n), bw(n), Tw(n)) — (Z, b, 7‘) in K and (Zd,(n), bw(n), Tw(n)) — (Z, b, ’I“) in X. (60)
Since A is closed, we have that (z,b,7) € A. It remains to prove that (z,b,7) € A(Z,b, 7).
First, we observe that X)) — b+ QQy (y — bo) in C1([0,T]; H3(Qs(0))) (see (51)). Let us prove that
Xpmy) = X i CH([0,T); H*(Qr(0))). (61)
For this, we consider the Stokes system fulfilled by
(©8,55(n) © Xwp(n)> 4S,(n) © Xup(n)) — (i © X, G5 © X)- (62)
Since (2y(n), by(n), Ty(n)) belongs to K, g ) satisfies (53) and Xy (,) satisfies (55), one can see that the

H!(Qp(0))-norm of the right-hand side and the H2(Qx(0))-norm of the divergence condition of this system
can be estimated by

CR(||tig,p(n) © Xp(n) — s © Xl m3(@r0)) + 145,6(n) © Xus(n) — s © Xl 5200 0)) + IXwm) — Xl #3020 0)))-

As long as the boundary term is concerned, we have that

5 3p(n) © Xp(m) — s © X = bys(m) = b+ (Pisgny = 7) X (Q(y = b0)) + Fs(m) X (Qumy — @)y —bo),  (63)
which tends to zero strongly in C°([0,T]; H/?(9925(0))) . Consequently, thanks to (54), we obtain
Qs p(n) © Rp(n) — s 0 X — 0 in C°([0, T]; H*(2r(0)))
and (61). Taking a look again at the Stokes system satisfied by (62), we see that the H'(0,T; H*(Qr(0)))-
norm of the right-hand side and the H'(0,T; H?(2r(0)))-norm of the divergence are estimated by
CR([[is,p(n) © Xyp(n) — ts © Xl 10,7303 (00 (0))) T+ 148,8(n) © Xes(n) — ds © Xl #11.(0,7552(201 (0)))
Xy n) — Xl w 0,153 (00 0)))-

For the boundary term (63), we deduce that its H'(0,T; H>/?(9Qs(0)))-norm is bounded independently of
n. As a consequence, up to a subsequence, we obtain

US,p(n) © Xp(n) — Us 0 X =0 in H'(0,T; H*(Qp(0))).
In the same way, one can prove that

U p(n) O Xup(n) —usoX — 0 in CO([0,T]; H*(Qr(0))), wsyp(n)©Xepin) —usox — 0 in H'(0,T; H*(Q2p(0))).
(64)
We recall the definition of wyy,):
Uy (n) © Xup(n) = Usi(n) © Xup(n) T (VXup(n))Zp(n) 10 2(0)-
Thanks to (60), (61) and (64), one can pass to the limit in the system satisfied by
() © Xep(n)s Pp(n) © Xup(m)> D) To()
and we deduce that (u,p,b,r) satisfies system (13).
e For each (2,b,7) € K, A(2,b,#) is closed in X. Indeed, let (z,,b,, ) € A(2,b,7) be such that
(Znybn,n) — (2,b,7) in X.

Then, arguing as in the previous paragraph, one can show that (z,b,7) € A(2,b,7). In fact, the same
convergences can be proved in a simpler way since the domains do not depend on n.

Thus, we can apply Theorem 6 and obtain the existence of a fixed point to A. This concludes the proof
of Theorem 1.
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Appendix

In this Appendix, we will establish some regularity results for a fluid-structure system similar to (13):

wi(t, z) + (G- V)w(t,z) =V - o(w, q)(t, ) = g1 (L, ) z e Qp(t),
V-w(t,z)=0 z € Qp(t),
w(t,z) =0 r € 04,
w(t,z) = é(t) + s(t) x (x — b(t)) + go(t, z) z € 00g(t),

(65)
mi(t) = / (0w )t 7) dy + ga0),
aﬂs(t)

(F8)(t) = ((J7) x 8)(t) + /d o BO) < (ol ) )y 500,

wii—p = wo in Qp(0), c(0) = co, ¢(0) = c1, 5(0) = so.

Proposition 7 Assume that (wo, co,c1,s0) satisfies (8) and let (i, b,7) satisfy (10) (with (b, by, 7o) re-
placed by (co,c1,80)) and (11)-(12). Moreover, let us suppose that go € L*(H?), the trace of go belongs to
HY(0,T; L2(8§S(t))), g1 € L*(L?), g2 € L?(0,T) and g3 € L*(0,T). Then, there exists C (depending on
Q0,00 and |1 5, ||lAJHH2(07T), 71| &1 0,7)) such that the solution of (65) satisfies

(w,q,¢,s) € Yo x L2(HY) x H*(0,T) x H*(0,T)
and

”(wv‘I;CvS)||f/0><L2(H1)><H2(0,T)><H1(0,T) < Clgollzzcaz) + ||90HH1(07T;L2(3§S(¢))) + llgallLz(r2) (66)

+lg2llr20,m) + lgsllLz0,r) + lwoll a1 (@p(0)) + Icol 4 lex] + Isol)-
Proof: First, we prove that w € L*>(H") N C°(L?) together with ¢ € W'*°(0,T), s € L>°(0,T). Then, we
will prove (w,q,c,s) € Yo x L2(H') x H?(0,T) x H*(0,T).
First Step: We multiply the equation of w in (65) by w and we integrate in Qp(t). After an integration
by parts and using the equations of the solid, this yields:

1d m d
—— |w|2dz+u/ |Vw|?de + ——
2dt QF(t) QF(t) 2 dt

1d, .

1 =2
Z/A w91d$+é'gz+8'93+§JS'S—/A (o(w,q)n) - go dy.
Qr () 895 (t)

We integrate in ¢, we use that Js - s > C|s|2 for some C' > 0 and we obtain

lwllr2my + llwllpee 2y + lelwreor) + 1820, < Ce(llgoll L2z + Ng1llrz2y + g2l Li0,1)
+llgsllr o) + lwollL2(@p(0)) + lcol + lei] + [sol) +5||(w?q)||Y0xL2(H1)’

for any € > 0. R
Second Step: We multiply the equation of w by w; and we integrate in Qg (t). After some computations,

we obtain that:
1d

. 1
/ |wi|?dw + = — \Vw\de—&-me\Q-i-Jé-é:—/ wt-(ﬁ-V)wdm—&-f/
fr (1) 2dt Jar 2

4 V|[Vwldz
Qp(t) 2 Jarw

+/A wt-gldx—/A [s><(fx(x—B))—Vw(lé—i—fx(x—l;))]g(w,q)nd7+g.(j7eXs_i_gg)_’_ég%
QF(t) aﬂs(t)
- /A (O'(U}, Q)n) . (go,t + (ﬂ . V)go) d’)/

aQs(t)
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Using the continuity of the trace operator, we obtain

+lall?

H'Qp t)))

d
2 2 .12 . 2
d d
/AF(t) |we|*de + — ; |Vw| x4 |¢]° + |8 < (||wHH2 @ ()

(68)

+@/A IVwIdeJr/A l90.¢* Ay + [lgol32 (t))+[ |91 da + [g2]* + |gs|* + | | .
Qr(t) 80s(t) o Qr(t)

for € > 0 small enough. Now, we regard the equation of w as a stationary system:

-V o(w,q)(t,z) = g1(t,x) —w(t,z) — (4 - VIw(t,z) =€ ﬁp(t),

V- w(t,z) =0 z€Qp(t),
w(t,z) =0 x € 09,
w(t,z) = é(t) + s(t) x (@ — b(t)) + go(t, ) z € 0Qg(t).

We can show that for a. e. t € (0,T), we have
||w||H2(§F(t))+HQ||H1(ﬁF(t)) S (||go||H2(QF +||91||L2 ©r t))+||wt||L2 Qr () "‘HV“}”mmF t))+|c|—|—| s[). (69)
Indeed, let %, € C1([0,T]; C%(Q)) such that

Xe(t,y) =b(t) + Q(1)Qy ' (y — bo) Yy € Qs(0),
)A(e(t y)=y VYye€ o,
X' e CH[0, T C*(Q))/xe(t, X2 (t, @) = =, VE € (0,T), Vo € 9,

1Xe = idl| o1 jo,);02¢0)) < C([1Bllw. o 0,7) F [Pl Lo (0,1))-

Then, the variable (w o X, go X.) satisfies a stationary Stokes system in Q(0). Here, we can apply classical
estimates for the Stokes operator (see, for instance, [21]). For the right-hand side of the Stokes problem, we
take into account that the terms of the form

(vf(e - Id)(D2w oXe+ Vgo )A(e)a

can be estimated in L? by e(|jw o Xe| m2(ap(0)) + 17 © Xellmr(@r0)) in (0,Tp) x Qp(0) provided that Tj is
chosen small enough in terms of ||6||W1,00(07T) + |7l e (0,1 -

On the other hand, the divergence condition equals (Vw o .(VX. — Id)), which is estimated in H! by
ellw o Xel a2 (0))- Repeating this process [T'/Tp] 4 1 times allows to establish (69).

Finally, combining (69) with (67)-(68) and applying Gronwall’s Lemma, we obtain the desired estimate
(66).

Let us now establish the existence of more regular solutions when gy = 0. In order to do this, we suppose
that wo € H¢(Qp(0)) for ¢ > 5/2 and we define some new functions. Let us note Jo = J;—o and

q1 = —(ﬁ\t:o -V)(e1 + 50 X (x — bo))laﬂs(o) + Awgy + g1|t=0 O1 0Qr(0).
Then, we first define the triplet (¢, 30, o) by

1 !
¢l = — U(wo, qo)n dy + *92(0)’
9Q5(0) m

80 == J5 M [(Joro) x so +/ (x —bo) x o(wo, qo)n dy + g3(0)].
9Q5(0)

22



and

Ago = =V - [(tj4=0 - V)wo] + V - g1ji=0 in Qr(0),
0 S -
% = 7(01 + Sop X (l’ — bo)) . nlaQS(O) +q1-n on 89}7(0)

Using the fact that Jy is positive definite, one can easily check that this system has a unique solution
(€1, 30, qo) satisfying
|e1] + [30] + [lgo |l 2 (0r(0)) < C(Iso] + |e1| + [lwol a3 (o 0)) + HngYO + g2l 10,7y + lgsllzr0,1))- (70)

Finally,
Wo := gijt=0 + V - a(wo, q0) — (Ut=0 - V)wo.

Let us introduce the following compatibility condition:
II)Q(IE) = (51 +§0 X (I*bo) + [(Cl + 8o X (l‘* bo)) . V](Cl + 50 X (Z‘ — bo) 7100(1‘))1395(0)(12), T € 891«"(0) (71)

Proposition 8 Let g9 = 0, g1 € Yy and go, 93 € HY(0,T). Assume that wy € H3(Qp(0)),
(wo, ¢o, 1, S0, g1, 92, g3) satisfy (8) and (71) and let (a,b,7) satisfy (10) (with (by,by,r0) replaced by
(co,c1,80)) and (11)-(12). Then, there exists C (depending on 2,80 and l|all 5, ||5||H2(07T), 71| &1 0, ) suCh
that the solution of (65) satisfies

(w,q,¢,s) € Yo x (L2(H®) N HY(H"Y)) x H*(0,T) x H*(0,T)

and
[[(w, g, ¢, 5)||if2><(L2(H3)nH1(Hl))xH3(0,T)xH2(0,T) (72)
< Clgilly, + lgallzr oy + llgsllmro,r) + lwoll ez oy + leol + lex] + |sol)-
Proof: Let us differentiate system (65) with respect to the time variable. This yields
wiy(t, ) + (0 - Vwy(t,2) — V - o(wy, q) (£, 2) = (¢, z) z € Qp(t),
V-w(t,z) =0 z e Qp(t),
we(t,x) =0 x € 01,
wy(t, ) = é(t) + 5(t) x (& — b(t)) + go(t, ) x € 3@5(75), 73

mée(t) = /aﬁs(t)(o(wt7 qe)n)(t, ) dy + g2(t),

where

G2 =921t + /A (@-V)o(w,q)ndy+ /A o(w,q) (7 x n)dy,
905 () 805 (t)

g3 = g34 — J5 — 5 x —(JF) +/A (7 x (x — b)) x o(w,q)ndy
aﬂs(t)

t [ @b x @ Votwandy+ [ (@b xotw,g)i xn) d,
Qs (t) 9Qs(t)
Observe now that, thanks to (12) and (71), we have that

wyji=0 = (€(0) + 5(0) X ( — bo) + Joji=0)1oas) on I2r(0).
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This allows to apply estimate (66) to (73):

[[(we, qe, ¢, 3)||YO><L2(H1)xH2(0,T)xH1(0,T) < C(llgollLzcr2) + HQOHHl(o,T;Lz(aﬁS(t))) + ||§1HL2(L2) (74)
+llg2ll 220,y + 1981l 20,7y + 10l 2 (@2 (0)) + lea] + 12| + [So])-

Then, from classical estimates for the stationary Stokes system, we find

1(ws 5 ¢ 89, w (2 (r9)nm () a3 0.1y <20,y < CUlGollz2ca2) + 10l 11.0,7522 0005 (1)) (75)
Hlg1llz2z2) + 19202207y + 1931122 0,7) + @0l 120 (0)) + lea] + [E1] + o)

Let us now estimate g; (0 < ¢ < 3).

e Estimate of go.

First,

ol 22 a2y < Cllall L2 a2y (1€l Lo 0,7y + 18l Lo 0,1)) + (G- V)w]| L2 (g2)- (76)

For the last term in this inequality, we have for 0 < § < 1/2

(@ - V)wllz2(mzy < (]| 2oz [[Vwlcocoy + |l corm [[Vwl Lagwreey + il co [Vl L2 (w2.2))

< Cllally, (lwllgo(asresy + 1wl 2 (grr2vsy + [wll L2 (g7/2)

<e(llwlleomsy + llwllz2y) + Ce(l[wll ooy + lwllz2(a2)),

(77)
for any € > 0.
Then, we use that
Gor(t,z) = [(@-V)(é+ s x (x—b) —w)|i(t,z) z € Qp(t).
Taking traces in this identity and using (12), we deduce for 0 < § < 1/2
||§O||H1(01T;L2(aﬁs(t))) < CHaHHl(o,T;Lz(aﬁs(t)))(Hé”L“(O,T) + HSHL“’(O,T) + Hw”CO([O,T];LOC(aﬁs(t))))
+C||a”cO([o,T];Lw(aﬁs(t)))(HéHHl(O,T) + ||3||H1(0,T) + ||w||H1(H3/2+5)) (78)
< Celllellazo,ry + I8l zr 0,1y + lwllpoe () + Wl mr(z2)) + e(llwllcoasy + w1 (ar2))
for any € > 0.
e Estimate of g;.
We have for 0 < § < 1/2
(G - V)wl[z2(z2y < [[Gellz2z2) | Vwllcocoy < 6Hw||CO(H5/2+5) < Cellwllcogary + ellwllco s, (79)
for any € > 0.
e Estimate of go.
Using (12), we obtain
132l 220.1) < (il gogo o ooy + IFlz=) (ol arsrsssy + lalla rorns)) + llgallars o1,
for any 0 < 6 < 1/2. Thus,
121120,y < Celllwllzaz) + gl + g2l mo,1) + w2 ey + llallz2 ) (80)

for any € > 0

e Estimate of gs.
Analogously as for g, we easily obtain

193l 20,7y < Ce(llwllp2 a2y + lallz2ary + lgsllaro,ry + Isllzrory) +ellwlzzcayy + llallz2as)),  (81)
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for any € > 0.

Reassembling estimates (76)-(81), and combining with (75), we find

||(w7q’Ca5)Hf/zX(L2(H3)mH1(H1))xHﬁ(o,T)xH%o,T) < Ce(”wa/o + lallzzcay + llellaz0,m) + I8l a1 0,7)
Hlgrlly, +llgzlleo.r) + lgallao,r) + llwolls@r (o)) +lerl + 1]+ [3ol) + ell(w, D)y, w r2(rsynm ()

for any € > 0. Applying Proposition 7 in order to estimate the four first terms and taking e small enough,
we obtain the desired inequality (72).

Corollary 9 Let ko € [0,2]\ {3}. Let go =0, g1 € L>(H* %) N H'="/2(L?) and go, g5 € H*~*/2(0,T).
Assume that wo € H3> % (Qp(0)), (wo, co,c1, 50,91, g2, 93) satisfy (8) and condition (71) if ko < 1/2. Fur-
thermore, let (4,b, ) satisfy (10) (with (b, by, 7o) replaced by (co,c1,50)) and (11)-(12). Then, there exists
C (depending on Q.8 and llall 5, ||5||H2(07T), 71| &1 0,7)) such that the solution of (65) satisfies

(w,q,¢,8) € Yo_gy x (L2(H3*0)yn H=*o/2(HY)) x H37ko/2(0,T) x H>*/2(0,T)
and
l(w,q, Cv5)”?2,%x(Lz(H-%fko)mHl*ko/%Hl))xH3fko/2(o,T)xH27k0/2(o,T)
<Cllally,, + g2l msor2oz) + 198 m-ror2(0,7) + llwol 30 (010 0y) + ol + lea| + [so])-

The proof of this corollary is classical and it stands on interpolation arguments between Proposition 7
(with parameter ko/2) and Proposition 8 (with parameter 1 — ko/2) (we refer to [20] and [1]).
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