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Analysis of the Discontinuities in Prioritized Tasks-Space Control
Under Discreet Task Scheduling Operations

Francois Keith Pierre-Brice Wieber

Abstract— This paper examines the control continuity in
hierarchical task-space controllers. While the continuity is
ensured for any a priori fixed number of tasks —even in
ill-conditioned configurations—, the control resulting from a
hierarchical stack-of-task computation may not be continuous
under some discrete events. In particular, we study how the
continuity of the stack-of-task control computation is affected
under discreet scheduling operations such as on-the-fly priority
switching between tasks, or tasks insertion and removal, which
changes the number of tasks in the stack controller. Different
ways to formulate a hierarchy of tasks are presented together
with their continuity properties, which is thoroughly analyzed
under such discreet scheduling operations.

I. INTRODUCTION

The task function approach [15], [8] is a generic approach
to produce intuitively sensor-based robot objectives. These
tasks only define a motion on part of the robot, hence it is
possible to take advantage of the redundancy of the system
in order to realize several tasks simultaneously. A classical
approach is to organize them into a hierarchy [13], [17], [10],
which enables to build complex behavior for very redundant
robot such as humanoids [1], [16], [12].

Fig. 1 grossly illustrates our approach in using the task-
space as a basic component to plan and program complex
robot behaviors, ranging from and bridging high level task-
based planning to low-level control [12], [7]. In this architec-
ture several levels of reactivity are needed. The inner one is
the classical low-level control loop, which is ‘encapsulated’
in the task-space control loop using the hierarchical stack of
tasks as the control computation. We also add a higher loop
that feeds back the robot and environment state, problems,
changes... to the task planner which role is to select and
schedule the tasks according to such events. Such a high-level
loop is even unavoidable in highly varying environments.
Our focus in this paper is to embed the task scheduler with
the capability to act on the fly on the stack-of-task controller
using discreet operations such as tasks insertion, removal and
priority switching. In particular, we address the fundamental
problem of the controller continuity under such discreet
operations, which is also linked to the structural algorithmic
computations of the stack-of-task.

There are different ways to define a hierarchy between
the tasks. In [3], the priority between the tasks is defined
by weighting the influence of each task with respect to the
others. In [17], [6], [5], a stack-of-task mechanism is defined,
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Fig. 1. Task-space based architecture bridging task planning to low-level
closed-loop control.

where the priority between the tasks is ensured by realizing
each task in the null space left by tasks of higher priority. For
a fixed set of tasks, these formulations ensure the continuity
of control law even in ill-conditioned cases [2].

Yet, to our best knowledge, the problem of the continuity
subsequent to discreet scheduling operations on hierarchical
task space controllers was not investigated. To this purpose,
using the weight-based method is the easiest solution, since
the solution consists in realizing the swap numerically by
modifying the weight of the appropriate tasks [14]. However,
all possible tasks must be considered a priori; hence we
expect problems if the number of tasks changes on the fly.

Since we are using the stack-of-task method, we investi-
gate the continuity property only for this scheme. Recently,
a method has been proposed to smooth the realization of
discrete events in a stack of tasks [9], consisting in defining
an intermediate value during the transition period. Instead,
we focus on the influence of the damping during such a swap
process. The damping is a classical solution used when the
control is ill-conditioned (e.g. when the tasks are conflicting).

We discuss a method which guarantees the continuity
of the control (with respect to the time), and consider its
impact on the hierarchy between tasks. Section II recalls
the formalisms used in the literacy to realize a hierarchy of
tasks and how they handle singular cases, while Section III
illustrates the potential discontinuities. In Sections IV and V,
we tackle the issue of the continuity during the realization
of discrete events: the swap of consecutive tasks and the
insertion/removal of tasks. Finally, Section VI exemplifies
the models presented on the HRP-2 robot.

II. STRUCTURE OF THE HIERARCHICAL STACK OF TASKS

We recall the two main solutions to compute the control
law of a stack of tasks. Both formulations are discontinuous
at sequencing points. They will then be reformulated in the
following section, to ensure the continuity.



We consider a robot with k& degrees of freedom, and note
q its configuration vector (k = dim(q)). In the following,
the robot input control is the joint velocity q.

A. Regulation of one task

A task is defined by three elements: a vector e, a Jacobian
J and a reference evolution of the task function €. It is noted
e or, when more details are needed, (e, J, é*). Typically, the
vector e corresponds to the error between a signal s and its
desired value s*: e = s —s*. The Jacobian J binds the error
and the vector q according to the equation J = g—;. The
direct control equation is thus:

e=1Jq (D

The reference behavior &* defines the way the error is
handled. For example, the regulation of the error can be
imposed as an exponential decrease by using é* = —Xe, A €
R*. The control value giving the best regulation of a single
task is found by solving the following minimization problem:

1
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This can also be formulated as a least square solution:
q=J"é¢" + Pz 3)

where J% is the least square of J, and P = I — J*J the
projector into the null space of J. While the term JTé*
ensures the regulation of the task, the term Pz corresponds
to an additional control that does not modify the regulation of
the task. If z = 0, q corresponds to the least square solution.

B. Regulation of n tasks

Generally, the task function e only defines a control law
for a subpart of the robot. It is hence possible to realize
several tasks simultaneously. We note (e;, Ji, €}') the i-th task
and q; the control law associated to the tasks eq, ..., ;.

1) Pseudo inverse: In order to realize a hierarchy among
a set of n tasks, each task (except the first one) is performed
in the null space of higher priority ones. The resolution
algorithm, detailed in [6], consists in solving for each task a
minimization problem, such as:

min 59— &) @
where S; the null space left by the tasks eq,...,ej_1:
S1 =RFand S; = S;_1Nnull(J;_1),1 < i < n. By limiting
the choice of §; to S;, the lower priority tasks do not affect
the execution of higher priority ones.

The control law for a task e; is given in [17]

di = Gi-1 + (JiPi—1) (& — Jidi—1) )
J1 * J1

where Pj=1-| : :
J; Ji

For a stack of tasks containing n tasks, the sequence
starts with o = O and the final control value is ¢ = {n

(see [10] for more details). The use of a pseudo-inverse
implicitly ensures that the solution is of minimum norm. This
minimum norm is not explicitly imposed by the quadratic-
problem formulation (4), but is just a pleasant side-effect of
the pseudo-inverse properties. Therefore, the obtained control
law is equivalent to the control law from the same stack of
task, plus the final quadratic program:
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It is as if the stack was always augmented with the
final task (en+1,I,0) (identity Jacobian, zero reference),
that explicitly ensures the minimum norm of the solution.
Similarly, a minimum-weighted norm can be imposed, that
generalizes the use of weighted pseudo inverse [4]. This task
is not necessary, it simply explicits the properties of the
pseudo-inverse. This remark is used in the next section to
build a continuous control law.

Assuming that for each task €] is continuous and that
J; has constant rank, this formulation leads to a continuous
evolution of the control. Break of discontinuities due to
rank changes of J; is discussed in the following paragraph.
However, nothing ensures that the continuity holds if the
number of tasks changes.

2) Damping: The methods (4) and (5) correspond to the
ideal implementations of the stack of tasks and ensure a
continuous evolution of the control as far as there are no
kinematic and algorithmic singularities. In practice, using
a pseudo-inverse is too hazardous: when approaching the
singularities, the inverse of the Jacobian reaches excessive
values, causing immoderate control values. A well-known
solution consists in modifying the behavior for very small
singular values. The method (4) is adapted as follows:
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where § a real positive constant. Similarly, a damped inver-
sion, defined by Mf = (M + (5I)+, can be realized instead
of the pseudo-inverse, and gives the solution of the damped
quadratic program. The equation (5) is modified as follows:
a4 = Gio1 + (JiPioa) (& — Jidi-a) ®)
This method preserves the continuous evolution of the
control when crossing a singularity, in particular an algo-
rithmic singularity [2] when the tasks become incompatible.
However, introducing a damping factor weakens the hierar-
chy between tasks: the higher the threshold is, the weaker
the priority order will be. Moreover, the damping factor
reduces the accuracy of the algorithm resolution, for all the
cases, poorly and properly conditioned. In consequence, the
task references €] are not properly achieved, and the stack
hierarchy is weakened. The accuracy is more diminished
when the damping factor increases. The tuning of this factor
is then difficult, requiring a trade-off between accuracy and
robustness to singularity [2]. In practice, a same reasonable
value can be applied for a large panel of problems.



C. The hierarchy of tasks as a limit of the weighting process

The control law can also be formulated as the solution
of a single minimization problem for the entire stack. The
influence of each task can then be determined by associating
to each task an arbitrary weight. A kind of hierarchy between
the tasks is realized by associating to low priority tasks a
small weight so that their impact on q is negligible compared
to higher priority ones (which results as only one task active).

1) Two tasks: For a stack containing two tasks e; and eq,
the control law is:

lim (m.in|J1q &P + elIad —é;Q) ©)
e—0 q

The priority of the task e; on eg is ensured by the factor e: if
it is small enough, the system behaves similarly to a classical
hierarchy of tasks. Note that this equation does not define the
control law when € equals 0, since the corresponding value
would be ¢ = J]é;.

The strict hierarchy can then be obtained by pushing the e
parameter to the O limit. Formally, the result can be written
as follow. Let the matrices A € R™*™ and B € RP*™, such
that rank(B) = p, and the vectors a € R™, b € RP and x €
R™. The Least Square Estimate problem with constraints:

. min ||Bx — b||?
Xise = x

st. Ax =a
and the least square problem without constraints where one
of the equation is balanced by the coefficient y > 0:

(% ) (%)

are such that lim x*(u) = x*,. The proof of the equiva-
pn—>00

(10)

2

(1)

x*(p) = min
Xy

lence is given in [18].
2) n task: Extending (9) to n tasks is straightforward:

n
lim min (Z (13s - &2 ) + ||q||2e"> (12)
i=1

In practice, the value of the coefficient € is user-defined.
When there is a large number of tasks, choosing the value
of € is difficult: for a too high value, the hierarchy between
the tasks is only approximate, whereas for a too small value,
the dependency in €™ may cause numerical issue, and the
lower priority tasks may not be taken into account any more.

The presented methods detail the computation of the
control for a given set of tasks of fixed order, and how the
continuity of the control law can be ensured. In practice, it is
most likely that one requires the realization of a sequence of
tasks, not only a given set of hierarchical tasks, which implies
the addition of discrete operations (task swap, insertion. .. ).

IIT. DISCRETE-EVENT RELATED DISCONTINUITIES

Two possible causes of discontinuity are considered under
discrete task operation. The first one corresponds to the
additional control value: the insertion of a task in an empty
stack, switching from a null control to a non-null control,

is a trivial example. The second one is the modification
of the null space associated to a task, that may occur
during the insertion or removal of a task anywhere other
than at the end of the stack, or during the swap of two
tasks. This can be illustrated by considering a stack of tasks
with only two incompatible tasks that will be swapped,
(e1) { r=1 r=2
y=1 =2

Because of the incompatibility of the tasks, two different
behaviours are possible depending on their respective prio-
o T . T
rity: quj2) = [ 1 1 2 ] and qpz1) = [ 2 1 2 }
where qa ) is the control law corresponding to the stack
of tasks where es has priority on ep. Realizing an instan-
taneous swap will result in a punctual discontinuity in the
control shape. A smoothing of the control law is required,
and the smoothing period is noted [tf,¢£].

ERI]

and (ez)

IV. SMOOTH CONTROL WHILE SWAPPING TWO TASKS

First, we show that the swap of two incompatible tasks e;
and es cannot be written as a minimization problem, then
we propose a method to realize it and extend it to n tasks.

A. Single minimization problem formulation

1) Ideal case: The swap is realized by temporarily placing
the two tasks at the same level and modifying the weight of
each task. During the swap, the control law is:

min
qEeS 2

Qpc e Qs
aa —eif* + S 192a - &5)*  (13)

where « is the swap coefficient depending on time' defined
during the smoothing period:

a(t) : [tg,t5] =)0, 1(
lim a(t) =0 and lim a(t) =1 (14)
t—t! t—tF
The control law corresponding to (13) is defined by:
+ -
=[5 ]) (=[&])
J2 €5 (15)
1 Oz) 1 0

where H(a) = {

0 O[Iz :|
The matrix H can be interpreted as an activation matrix [10].
Eq. (15) is continuous for  €)0,1(: HJ and He are
continuous, HJ has a constant rank and the inversion of
a matrix is a continuous operation when the rank of the
matrix is constant. At the limits ¢ — ¢! and t — £, the
control is equivalent to the one presented in Section II-C.1.
This equivalence ensures the continuity with the strict control
law for the two orders (e, ez2) and (ez2,eq).

2) Facing singularities: The control ¢ = (HJ)'(Hé"),
where H is an activation matrix, is known to present
discontinuities in case of rank change [11]. Hence, when
the matrix [Jq,J2] presents an algorithmic singularity (i.e.
rank([J1,J2]) < rank(Jy) + rank(J2)), the method (15)
introduces discontinuities during the swap.

These discontinuities cannot be solved using the classic
damping method: ¢ = (HJ)'(Hé*). Indeed, damping the

I'To simplify the notation, the dependency in ¢ is omitted in next equations



pseudo-inverse relative to the Jacobians leads to a discontin-
uous evolution of the control even in the compatible case.
This problem appears when the term o becomes negligible
compared to the damping factor d. The second task is then
shadowed and the control is closer to the one where only
one task is in the stack. To highlight this, let us formulate
the minimization problem of the damped control law during
the swap. Eq. (15) is the solution of:
1=
min
ges 2

T S ST .
171a = &1]1% + 51924 - &3* + dllal* (16)

where §]|¢(||? is the term qualifying the damped inverse, that
can be seen as a third task (es,I,0) of weight 0. Suppose
that o < é < 1, the minimization problem can write as:

min (Buldra = &101% + Bellall® + B3]l J2a — &301%) (A7)

where 8y = 5%, By = 4, fs = &, and 1 > o > fs.
Intuitively, this corresponds to the control law associated to
a stack containing the three tasks with order e, es, ez. The
null space left to realize the task ep is empty, preventing its
regulation: the stack acts as if only e; was active. Since at
the limit, both tasks are considered, there is a discontinuity
between the point & — 0 and the point o < .

B. Linear interpolation

This method consists in realizing a linear interpolation of
the two control laws y2] and qa)1)-

q = adpz + (1 — a)dp)z (18)

where « is the swap function, which is a smooth function
of time. Using the damped definition of the control law, it is
obvious that the continuity is ensured, even in the singular
cases. Yet, this method presents two flaws.

First, since it is a blending of two control laws, this method
does not write as a minimization problem. Hence, there is
no guarantee that the robot motion is doable. Second, the
computation time is increased, since the control has to be
computed twice for these two levels of the stack of tasks.
Namely, two extra computation of the inverse (JP)T are
required. Note that even if the stack contains n tasks, only
these two levels must be computed twice, and not the entire
stack. Despite these two flaws, this method has the advantage
to be robust to any discontinuity and is easy to implement.

C. Extension to n tasks

Until now, the swap was realized between two consecutive
tasks e; and ez. This can be generalized to a swap between
any consecutive tasks of the stack e; and e;;;. Indeed,
only the method to compute the control of tasks e; and
e;+1 changed. The tasks of higher priority eq,...,e;_1 are
not affected (by definition), and the lower priority tasks
€i+2,-..,€y still obey (5) due to the invariance of their null
space associated: neither S;12 = .S; N null(J;) Nnull(Jiqq)
nor S;ys,...,S5, are modified (by recursion).

In order to ensure the continuity of the control, the swap
of two tasks of arbitrary priority e; and e;j~; is realized
as follows. If all tasks ej, ..., e; are compatible in the null

space S;, the priority of the tasks has no influence on the
control value, so this operation can be realized instantly
while maintaining a continuous control. In the other case,
it is necessary to realize successive swaps between priority-
nearby tasks in order to respect the tasks hierarchy: else way,
the blending is likely to cause a modification of the behavior
of the tasks in-between, which is not wanted.

V. ACTIVATION AND DEACTIVATION OF TASKS

As mentioned in Section III, a hierarchy of tasks is ended
by a virtual task that ensures the least-square norm and
occupies all the null space left by other tasks. Since the null
space left is empty, a task placed after in the priority order
has no effect on the control. A task activation can then be
performed by inserting the new task after the least-square
task and exchanging their priority, and a task deactivation
corresponds to the symmetric operation. Both operations can
be done smoothly using the smooth swap.

This least-square task can be expressed explicitly under a
minimization formulation. However it is implicit when using
the pseudo-inverse approach. When swapping its priority
with a task e, 1 to be added or removed, Eq. (18) is simply
rewritten as a weight on the additional term corresponding to
the inserted/removed task, with o the smooth factor varying
from O to 1 (activation) or from 1 to 0 (removal):

(.1n+1 = éln + O‘(Jn+1Pn)+(é:+1 - JnJrlqn) (19)

VI. EXPERIMENTS

The smooth sequencing is exemplified by performing
a task sequence with the HRP-2 humanoid robot. First,
we show in simulation the differences of the trajectories
generated with or without the smoothing.

A. Simulation

In this sequence, the robot has to realize three position
tasks of the head (ep), the right arm (er) and the left
arm (er,), while keeping the waist at a fixed position. For
each task, the reference is given as a position and rotation
to reach. Each task is thus using 6 DOF of the robot, yet
only 4 DOF are available for the task eg. These tasks are
thus not compatible: in practice, they share the joints in the
robot chest (2 DOF). The tasks are inserted and removed by
order of insertion: we introduce the task ey first, then er
and finally er,, then remove the tasks one by one in the same
order. The interval of presence inside the stack of each task
is: tegy = [0.5,2]s, teg = [1,3]s and te, = [1.5,3.5]s.

The Fig. 2 shows the evolution of the non-smooth control
law. Each insertion causes a discontinuity in the control law,
that is due to the new contribution that each new task adds
as an extra control value. Similarly, each removal produces
another discontinuity. As explained in the upper sections,
removing the task eg causes in fact a double discontinuity,
due to the removal of the task own contribution, and simul-
taneously to the change of the rank of the projected Jacobian
of the tasks of less priority, that spares some DOF with
the disappearance of eg. This double discontinuity can be
noticed in the evolution of the trajectory of the velocity in
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Fig. 2. Discontinuous evolution of the control law when using the classic
stack-of-tasks computation. For each task add and removal, a discontinuity
of the global control law can be noticed. The lower figure shows the content
of the stack. The lower the task, the higher the priority.

the task space of er,, in Fig. 3: before time 2.5s, the task
is in singularities due to ey, and the singularity suddenly
disappears at t = 2.5s. When removing egr, the discontinuity
is only due to the disappearance of the task contribution,
since er, and er are not incompatible when ey is not active.

The Fig. 4 shows the smooth evolution of the control
law, and the smoothing operations realized. The duration
of the smoothing process is determined by the user, and is
fixed to 0.3s in this experiment. As explained upper, only
the least-priority task can be removed. A task must then
first be swapped with lower-priority tasks. Task epy starts
the removal operation at ¢t = 2.5s, swaps with er until
t = 2.8s, then swaps with er, until ¢ = 3.1s and is finally
removed since it has the least priority. These swaps avoid
discontinuities in both the control law and the evolution in
the ey, task space, as can be seen in Fig. 5. During the
removal phase of ey, the task eg starts its removal operation
at t = 3s, swaps with er, and is finally removed. Only one
swap operation was necessary. Finally, er, can be directly
smoothly removed, being the last task in the stack.

When eg is removed, it is not incompatible with ey,. The
swap period is then not necessary, since the order between
two compatible tasks is not significant. These swap phases

of— /E;I::
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Fig. 3. Discontinuity of the velocity in task space er,. Before t=2.5s,
er, is in singularities due to upper-priority task. The singularity suddenly
disappears when ey is removed, causing a discontinuity.
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Fig. 4. Continuous evolution of the control law obtained by smoothing the
realization of discrete events. Yellow (resp. red) zones indicate a smoothing
during the insertion (resp. removal) of the last task of the stack. Green areas
represent a smooth swap of priority between neighboring tasks. In the lower
graph, red crosses represent the swap of two tasks.

could be easily detected as unnecessary by comparing the
two terms of (18), reducing thus the time necessary to
effectively remove the stack of the task. Similarly, swapping
ey and er at t = 2.5s would have been avoided.

This experience emphasizes the necessity of a delay for
removing a task: when a task add/removal causes a double
discontinuity by both its control-law contribution and in the
projection rank of lower-priority tasks, the double of time is
needed to ensure the continuity.

B. Application to a real robot

These two motions are realized on the real HRP-2 robot.
It is a 32-DOF humanoid, with position-based proportional
controllers running at 500Hz. The inner control loop uses
high-gain PD position control, which accounts for dynamical
effects (gravity, friction, inertia, etc).

Our stack-of-task controller outputs a reference velocity.
The velocity is simply integrated to obtain a reference
position given to the robot low-level control loop. The two
control laws (discontinuous and continuous) are applied on
the robot, starting from the same initial position, displayed
in Fig. 6. Since a discontinuity of the velocity would require
an impossible infinite acceleration, but is absorbed by the

JL A dg (m/s)

. . . . .
0 0.5 1 15 2 25 3 35 4 4.5
time(s)

Fig. 5. The velocity in the task space of ey, is the projection of the
continuous control law. It is thus continuous, even when removing the task
ey at time t = 2.5s.



Fig. 6.

Initial and final states of the robot.

robot mechanical, actuators physics, etc. The purpose of
these experiments is to evaluate if the robot tracks better
a desired posture when it corresponds to a smooth control.
We focus on one joint of the robot: the chest joint at
the insertion of the first task. The Fig. 7 represents the
evolution of the reference velocity in the classic and smooth
cases. When following the motion, the position of the joint
encoders are recorded. Fig. 8 shows the error observed
between the reference position and obtained position. When
using a continuous control law, the tracking is not perfect.
This is due to the fact that it is not possible on this robot to
provide the reference velocity to the low-level controller. A
tracking error then appears while the velocity is important,
and is reduced to 0 when the robot stops. Similarly, a residual
error appears due to the classical absence of integral terms
on HRP-2. With respect to the absence of proportional and
derivative terms, the result of the tracking is very good.
On the contrary, the tracking of the discontinuous control
law is very poor: the discontinuity causes the excitation of
vibrations, that are stabilized after some seconds.

VII. CONCLUSION

Classical hierarchy-of-task control formalisms ensure a
continuous control law, even when crossing a singularity.
This is not the case when the stack-of-task controller oper-
ate under on-the-fly discreet scheduling operation such as:
adding or removing a task, or swapping the priority order
between tasks. Subsequently instant task scheduling cannot
be realized and a smoothing process is required. In this work,
we first outlined this problem, and then proposed a generic
solution, using a the swap between priority-nearby tasks as
the basic operation than can be composed to produce an add
or a removal of tasks at any priority. The obtained continuity
can be tuned by increasing the duration of the smoothing
period, as a trade-off between reactivity and smoothness. The
proposed solution is generic, and can be applied for any set
of tasks, or any pseudo-inverse based control schemes. In
particular, it would be interesting to validate it for dynamic-
inverse control scheme.
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