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Abstract. We consider the Cauchy problem for an elliptic operator, fdated as a Nash
game. The over specified Cauchy data are split among two rslaythe first player solves
the elliptic equation with the Dirichlet part of the Cauchgta prescribed over the accessible
boundary, and a variable Neumann condition (which we call filayer’s strategy) prescribed
over the inaccessible part of the boundary. The second iptagikes use correspondingly of
the Neumann part of the Cauchy data, with a variable Dirtatdadition prescribed over the
inaccessible part of the boundary. The first player thenmizes the gap related to the non
used Neumann part of the Cauchy data, and so does the secgedpith a corresponding
Dirichlet gap. The two costs are coupled through a disteiditeld gaps. We prove that there
exists always a unique Nash equilibrium, which turns outddHhe reconstructed data when
the Cauchy problem has a solution. We also prove that the letiop algorithm is stable
with respect to noise. Some numerical 2D and 3D experimestpravided to illustrate the
efficiency and stability of our algorithm.

1. Introduction

We consider the following elliptic Cauchy problem :

V.(kVu) = 0 in Q
u = f on I, Q)
kVuv = & on I,

where() is a bounded open domainkf (d = 2, 3) with a sufficiently smooth boundag
composed of two connected disjoint compondntgandl’;. The parameters, f and® are
given functionsy is the unit outward normal vector on the boundary. The Digthlataf
and the Neumann dath are the so-called Cauchy data, which are known on the accessible
partI’. of the boundary) and the unknown field is the Cauchy solution.

The above Cauchy problem is also known as a data completiotepnofvhere the data
to be recovered, or missing data, ang, and kVu.yr,, which are determined as soon as
one knowsu in the whole domairf2. Cauchy problem is a prototype of Inverse Boundary
Value Problems (IBVP), which model a wide field of applicatioasging from medical
imaging to detection and nondestructive testing, and adig@gjuasi exhaustively all the
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fields of physics, from electromagnetism to acoustics, #und structural mechanics (see e.g.
[8, 9, 12, 16]).

Classically, IBVP are known to be ill-posed. For instance, tokiteon of Cauchy
problem does not always exist for any pair of dgfa®), and if such a solution exists, it does
not always depend continuously on the data (Hadamard’'sgegdness, see [20]). The Cauchy
data(f, @) are called compatible (or consistent) if the correspondiagchy problem (1) has
a solution (it is then unique thanks to classical contirarairguments). lll-posedness in the
sense of Hadamard makes classical numerical methods usuatigropriate because they
are unstable, and there is a need for carefully stabilizeticdeed computational methods,
sometimes by regularizing (through reformulation of) theu@e problem itself. Readers
may refer to a wide literature dealing with the efficient numargplution of elliptic Cauchy
problems, e.g. [3, 13, 14, 15, 17, 22] and, dealing with th@akedness for the Cauchy
problem, [2, 10, 11] among many others.

Our purpose is to introduce an original method to solve the Bapcoblem, based on
a game theory approach. We first recall in section 2 an opimatrol formulation to solve
the Cauchy problem used in [1]. We then show in section 3 thatctintrol formulation
naturally leads to a Nash game of static nature with compléeenration, which involves a
Dirichlet gap and a Neumann gap costs. The existence and un@gsief the Nash equilibrium
is proved, and when the Cauchy solution exists, it turns ot tth& Nash equilibrium is
exactly the pair of missing data of the Cauchy problem; afteds, we end the section
with a convergence result with respect to noisy data. Sectisrdévoted to sensitivity and
implementation aspects, used to lead some numerical exgets. The numerical results are
presented in section 5 to illustrate the efficiency of thespné game-based approach. We end
the paper by some concluding remarks.

The reader interested in some PDE’s oriented applicatiorgaofe theory may refer
to [18, 19], and refer to [7, 23, 24] for a general introdustiand proof of convergence
of computational methods for Nash equilibria, and finally rete[4, 5, 6] for a study of
alternating algorithms which are in close link with our prassgsproach.

2. An optimal control formulation of the Cauchy problem

We assume that the boundar$2 and the dat&, ® and f are smooth enough, at lea#® is
of classC? and(®, f) € L*(T.) x H*(T.). In this case, the Cauchy solutian if it exists,
belongs to the spadé?®/2(12).

In [1], the authors formulate the Cauchy problem (1) as anmnwgdticontrol one. The
setting is as follows :

For givenn € L*(T;) and7 € H'(T;), let us defineu;(n) anduy(7) as the unique
solutions inH!(£2) of the following elliptic boundary value problems :

V.(kVuy) = 0 in V.(kVuy) = 0 in Q
(SP1) uy = f on TI'. (SP2) up, = 7 on I} 2
kVui.v = n on I} kNVus.wv = ® on I,
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The optimization problem amounts to minimize, among all NenmDirichlet pairs
(n,7) € L*(T;) x HY(T;), the following “Neumann-gap” cost :
1

Ji(n,7) =1, 7,ua(n), ua(7)) = 5/ (kVuy.v—®)%dl, + %/Fv(ul_u2)2dri-(3)

The authors in [1] proved thathen the Cauchy problem (1) has a solutitren solving
it is equivalent to solving the minimization problem

(WyT)ELQIg%‘liI;IXHl (Ty) ‘71 (777 7-) ( )

They also proved that the functiond] is twice FEchet differentiable and strictly convex.
The same conclusions above hold when a “Dirichlet-gap” cosbiisidered :
1

Jo(n,7) = 32, T, us (), ua(7)) = %/F (ug — f)*dl. + é/r_(u1 —up)?dl;.  (5)

Let us remark that the choice of the functional spatéd’;) and H'(T';) as control
spaces allows for the cost functions to be well defined, sincenwsesKrom classical a priori
estimates for elliptic boundary systems thatandu, belong to the spac&?3/?(Q) (so that
the normal derivativeVu,.v andkVu,.v belong toL?(T.), the natural space for the flux
datad).

3. A Nash game formulation of the Cauchy problem

From the previous section, we remark that, formulated in themeytheory language, the
Neumann and Dirichlet controlsandr do cooperate to minimize either the Neumann-gap or
the Dirichlet-gap costs. These two controls could as well ecatvely minimize any convex
combination of the two costg; and/ 7.

Now, the fieldsu,(n) anduy(7) are aiming at the fulfillment of a possibly antagonistic
goals, namely minimizing the Neumann gapVu,.v — @2,y and the Dirichlet gap
w2 — fl| z2(r,)- This antagonism is intimately related to Hadamard's ibg@adness character of
the Cauchy problem, and rises as soon as one requires thatlu, coincide, which is exactly
what the coupling termju; — us||.2r,) is for. Thus, one may think of an iterative process
which minimizes in a smart fashion the three terms, namely NewmDirichlet-Coupling
terms.

Let us define the following two costs : for anye L*(T;) andr € H(T;),

Ji(n,7) = % /F (WY = 02T, + /Q 1y — 1) 2d) (6)
Jo(n, 1) = %/ (ug — f)?dl. + %/ﬂ(ul — uy)2dS @)

where the fields:; (n) anduy(7) are the unique solutions to (SP1) and (SP2), respectively.
Differently from the definition of7;, 7, above, the coupling term is now distributed over the
whole domair2 and« is a given positive parameter (eq.= 1).

One may consider a decomposition-like method where the \anigb used to minimize
the Neumann gap + coupling term, in other woslsandr is used to minimize the Dirichlet
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gap + coupling term, which defines. Such a method fits into the area of mathematical
games.

We shall say that there are two players, referred to as plhyer Neumann-gap, and
player 2 or Dirichlet-gap. Player 1 controls the strategyalde , and player 2 controls the
strategy variable~. Each of the two players tries to minimize its own cost, namglyor
player 1, andJ; for player 2. As classical, the fact that each player contooly his own
strategy, while there is a strong dependance of each play@ston the joint strategids, 7)
justifies the use of the game theory framework (and term@gla natural setting which may
be used to formulate the negotiation between these two costs.

In order to be consistent with the initial formulation of theu€hy problem, the relevant
game theoretic framework to deal with is a static with complefi@rmation one. In this case,
a commonly used solution concept (roughly speaking, in #raeyvocabulary, a rational and
stable one) is the one of Nash Equilibria, defined as follows :

Definition 1 A pair (nx, 7v) € L*(T';) x H'(T;) is a non-cooperative Nash equilibrium (NE)
if

S, v) < Ji(n,7v), V€ LA(T),
(8)
Jo(nn,75) < Jo(nn,T), V7T € HYTY).

It is of importance to notice that the present game has a ableastructure. Indeed,
the players criteria are formed of individual costs, the Naomgap depending only onfor
player 1 and the Dirichlet-gap, depending onlyrdior player 2, plus @ommorcoupling cost
which depends on bothandr. Such game belongs to a family referred to as Inertial Nash
Equilibration Processes in [5]. The game separable stri¢sucrucial in our study, and we
shall exploit it to prove that there exists a unique Nash @guiim, which is shown to be the
missing data when a Cauchy solution does exist. Based uponirinisse of the criteria, we
shall also establish a convergence result with respect By miaita.

As a preliminary, let us remark that the fielg(n) is affine with respect tg, and so is
the fieldus(7) w.r.t. the variabler. Thus, the functiong; and J; are quadratic. Following
e.g. [1], itis an easy exercise to compute their second alifferentials.

Let us consider the case 8f, the one of/; follows the same steps. First, notice that we
can set

ur(n) = u1o0(n) + uiy
whereu, o(n) solves the boundary value problem :

V.(/{;VULO) = 0 in Q
woy = 0 on I (9)
kvuLo.V = nn on I
Then it is easy to compute the second order differential;ofv.r.t. » in any direction
¢ € L*(T';) which reads :
(@0 7)0.0) = [ (Fuip(@) )L, + a [ (av)Pds

c Q



Data completion problems solved as Nash games 5

It is immediate that if *.J;(n, 7).1,¢) = 0 thenu, o(v) = 0, hencey = 0.

Indeed, strict convexity of; and.J; holds w.r.t. the paitn, 7) as well. On the contrary,
we shall see that partial ellipticity (or coerciveness) @& tosts holds while it does not w.r.t.
the pair(n, 7), precisely because of the coupling term.

Let us again focus on the caseff If partial ellipticity fails, then there exists a sequence
(v,) € L*(T;) such that

[nlrzry =1 and  (*Ji(n, 7)., 1) — 0 whenn — +oo. (20)
Thanks to the classical regularity results and a priornesties for elliptic BVPs, one gets

3.0 3 ) < [liziey

So, up to a subsequende, (v,,)) weakly converges i/ 2 (). By invoking the Rellich-
Kondrachov theorem, the sequence strongly converges te sami ' (Q2). Since(u(¢,))
strongly converges to zero ih?(Q2) thanks to (10), one has = 0. Now, thanks to the
continuity of the normal trace operator, one has — kVz.rv (= 0) in H—%(Fi), which is
in contradiction with|v,,| .2,y = 1. We summarize the above preliminary results in the

Proposition 1 The partial mapping) — Ji(n, 7) (resp.7 — Ja(n, 7)) is a quadratic strongly
convex functional ovek?(T;) (resp. H'(T)).

It is important to notice that the partial ellipticity properof » — Ji(n,7) holds
uniformly w.r.t. 7, and conversely fas,. It allows us to bound the strategy spaces if necessary.
Following [5], let us introduce the functionél(n, 7) as follows :

L7 =5 [ 69ume—2d+ 5 [ =P+ 5 [ ) -u()Fa.an

It is easy to check thaL is strictly convex, and that any minimum df is a Nash
equilibrium and conversely, thanks to the separable straaif the present game (consider
the necessary optimality conditions). We conclude thaiNBah equilibrium exists, then it is
unique.

The existence of a Nash equilibriumy, 7v) € L*(T;) x HY(T;), id esta pair which
fulfills (8), is obtained by a direct application of the Naskdhem : since strategy variables
belong to Hilbert spaces, the uniform partial ellipticity thie costs allows for the choice
of -large enough- closed bounded balls, which are then weakiypact convex sets, then
continuity of the convex costs yields the weak lower semi-owiitty over the so-defined balls.

Finally, remark that if a Cauchy solutiandoes exist, then by setting: = £Vu.yr, and
Tc = upr,, one has immediatel(nc, 7¢) = 0, since thanks to the uniqueness of the Cauchy
solution,u; (ne) = ua(7¢) = w. In this case, one has th@jc, 7¢) is the minimum of the
nonnegative functional, and so it is also the Nash equilibriumy, 7).

We summarize the above results in the following:

c (&

Proposition 2 Consider the Nash game defined by (6)-(7)-(8).

(i) There always exists a unique Nash equilibrigmy, 7v) € L?(T;) x HY(T;) . Itis also
the minimum of.(n, 7) given by (11).
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(i) When the Cauchy problem has a solutionthenu, (ny) = us(7n) = w, and (ny, 7n)
are the missing data, namely, = kVu.vr, andry = uyr,.

Let us now consider the case of noisy data. We assume tha éxests a pair of
compatible datd f, ®), and denote by, the corresponding Cauchy solution. We consider
a family of not necessarily compatible d&t&, ®°) € H'(T',) x L?(T.) such that :

1F° = e,y + 190 = @2, < 0% (12)

For given (n,7) € L3*(T;) x HYT;), the fieldsul(n) and uj(r) are solution of the
respective problems :

V.(kVui) = 0 in Q V.(kVu3) = 0 in Q
u = f° on T, uy = 7 on I} (13)
kVu‘f.V = n on Ij k:Vug.l/ = & on I,
We define the associated cost functionals :
1
J(n, 1) = 5/ (EVul.v — ®°)2dl, + %/(u‘f — ub)%dS (14)
c Q
1 Q
B = 5 [ = ppar. + 5 [ @l - as)

The functions/? and.J$ have the properties declined in Proposition-1, so thergt®aiunique
corresponding Nash equilibriuta$;, 73) € L?(T';) x H*(T;).

One may ask if, whetfi — 0, the Nash equilibriuntn3;, 73,) does converge to the missing
data (kVu.vr,, ur,) or, in other words, do the fields (%) anduj(%,) converge to the
Cauchy solution,?

Let us again use the notatigp = £Vu.yr, and7c = ur, the Cauchy missing data, and
introduce the auxiliary functions? = uS(n¢) — u and 25 = u$(7¢) — u. Then, using the
continuity of the trace operator froti 2 (Q2) onto H*(952), and the continuity of the normal
trace operator froni/ 2 (€2) onto L2(9S2), it is easy to show that (obvious notation is used to
defineL? from its definition in (11)) :

L'(ne,me) < (L+a)(I22112 5, + 122

2
HH?(Q) (Q))

Using classical a priori estimates (fulfills the elliptic equation with non-homogeneous
Dirichlet condition, anctj a one with non-homogeneous Neumann condition), one gets :

Lo, ) < (1+a) (17 = Flidy + 197 = Blliag, ) < (1+a)s.(26)

We have previously seen that the Nash equilibriuy, 73) is also the unique minimum
of L%, thus we have :

T 78) < L, %) < L(ne,me) < (14 )d? (17)

and JS(n%, %) < (1 + «)é? as well. Now, since the mapping — J¢(n, ) is coercive,
uniformly in 7 (and ind), and since the same corresponding property holds fer .J3(n, 7),
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we obtain that the sequencgy,) is uniformly bounded inL?(T";) and (%) is uniformly
bounded inf!(T';). Up to a subsequence, we have from one partihatonverges weakly
to somen?, € L*(T';), strongly in theH ~z(I';) topology. From other part, the sequende
converges weakly to somd € H'(T;), strongly in theH = (T';) topology. Since the sequence
f° strongly converges tg in H'(I".) and®°® strongly converges t® in L?(T'.), we conclude
that the sequences (%) andu$(7%), which are the solutions to equations (13), strongly
converge inH*(92) to respectivelyi, (%) andw,(7%) which are the unique solutions to the
respective equations:

(( V.(kVu;)) = 0 in Q ([ V.(kViy) = 0 in Q
{ uw = f on I, Uy = Ty on I (18)
| kVapr = 9 on Ty | EVav = & on T,

Takingé — 0in (17) yields that kVul.v — ®?) strongly converges to 0 ih?(T',.), which
means thatkVul.v) strongly converges té in L2(T',) soa fortiori in H—2(T',). Hence,
kVu,.v = ® over I'.. Thanks to the uniqueness of the Cauchy problem, we conclade th
u, = u. The same reasoning applied to the coupling tern®imould directly yieldu, =
and thanks to the equations (18), the two fields are equakt@#uchy solutiom as well.

Finally, we have proved that the sequerig®) strongly converges id?(T;) to n%, =
ne = kVu.yr, and that the sequenc¢ey,) strongly converges it/ (T';) to 7% = 7¢ = uyr,.

7

Proposition 3 Assume there exists a unique Cauchy solutione H'(Q) for a given
compatible pair of datgf, ®) € H'(T.) x L*T.). Let(f°,®°) € HY(T,.) x L*T.) be
any sequence of noisy data such that

112 = fllin,) + 190 = @172,y < 6.

Then, the Nash game corresponding to the cdétand J defined by (14)-(15) has a
unique Nash equilibriuntn,, 73) € L*(I';) x H'(T';) which strongly converges, a@s— 0,
to the Cauchy missing dat&Vu.vr,, ujr, ).

Moreover, the solutions to the equations (13), respegtivgln,) andu(7), strongly
converge inH*(2) to the Cauchy solution.

4. Numerical procedure

From the computational viewpoint, in [5] the authors propasealternating minimization
algorithm to compute the Nash Equilibrium by means of theoimihg iterative process :
Let (n°, 7°) be a given initial state ;
n+ D = argminq{Jl (n,7®) + § fri (n — n'*))2dI;},
(19)
70 = argmin {Jy( <0, 7) + 4 [, (7 — 702},
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whereg is a given positive parameter (eg—= 1).

In the cited reference, the convergence of the alternatgayithm above is proved, under
suitable assumptions which also hold in our case, see Ptapo$i

Our algorithm is written as follows :

Setk = 0. Starting from an initial gues§(® = (n©, 7©):

Step 1 Computer®), which solvesnin,, J; (n, 7*));

Step 2 Computer®, which solvesnin, J,(n*+V, 7);

Step 3 SetS*+) = (p+D) 7H+0Y = ¢ (y®) 7®)) 4 (1 — ) (7®,7P), 0 < ¢ < 1.

Redo Gtep ) until the sequencé&® converges. As a stopping criterion we choose a
classical one, the firgt such that,

HS(k+1) . S(k)H < €,

wheree is given small enough parameter.

It is easy to show that the above procedure is equivalengtaltjorithm (19) as soon as
one uses a fixed step gradient method to solve the partiahizatiion problems irstep land
Step 2above. For numerical problem, we used the discetized vergiooch was proved to
converge in [24].

To this end, the gradients may be efficiently computed by medran adjoint state
method. Let us define the following Lagrangian:

1
£(77,7',7'*,U17U2,)\1,)\2) — _/(Ul—UQ)QdQ+§
Q

Q Ty

+/ EVuy.V A dS2 — / DNy dI'.
9] Te

/ (kVuy.v — ®)*dr,

c

(20)

+/ (UQ_T)T*dFi
Iy

where (n,7) € L) x HY(T), (u1,u9, A\, Ao) € H2(Q) x H2(Q) x Wy x W, and
* € L*(T;), where the latter two spaces are given by :

Wy ={ve H%(Q) such that v|p, =0} and W, ={v € H%(Q) such that v|p, = 0}.

The Lagrangian is used to compute the gradi&ntg; andV . J; :

Proposition 4 We have the following two partial derivatives:

( &]1

8_77(77’7)5 — _/p MéEdD;, forall € € LA(T)

7

where); € W, solves the adjoint problem: (21)

/ EVA1.VydQ) = —a/(u1 — Ug)y dQ) — / (kVur.v — ®)(kVyw)dl., ~eW;
\ JQ Q

c
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and
( %(H,T)h = / (kVXp.v)hdl;, he HYT,)
or r,
where)\, € W, solves the adjoint problem:
(22)

V.kV)i =« (Ul — UQ> in Q
k‘V)\QTL = f — U9 on FC
A =0 on I

5. Numerical results

The computational methodology used to illustrate the efficy of the present approach
is classical. All experiments are performed on a Personal @Qtenmand all the partial
differential equations are numerically solved usirgeFem++[21], a Finite Element based
free software. In order to obtain accurate approximatidriee@normal derivatives of; and
of )\, the dual Raviart-Thomas mixed finite elements are used.

We consider a domaif® defined as the open bounded set delimited by two concentric
circles in 2D test-cases, or two concentric spheres in 3Bcegses. The inner boundary plays
the role ofl';, where the trace and normal derivative are missing, and ttex one plays the
one ofl'. where the latter information is over specified.

We then consider explicit well-known analytical solutionsnegecally denoted by,
which are harmonic inside the domd) and set the trace and normal derivative.afverI’.
as being the measured dgta= ur, and® = (kVu.v) .. We sometimes refer to these data
as temperature and flux (with obvious interpretation).

In order to test the robustness of the proposed method we addtea mdise to the
temperaturef and the heat flux as follows:

fo=u+ow; and ®° =kVurv+ow, on T, (23)

whereos denotes the noise level relative [{d| >,y of v and kVu.v respectively, whereas
(wq,w9) are normelly distributed random functions.

Our algorithm performs a denoising task on the noisy presdribauchy datd” and®°.
For instance, let us denote by, n%) the Nash equilibrium associated to the latter noisy over
specified data. Then, the pair of optimal solutidng(7y)|r,, (kV4;.v)|r,) may be viewed
as regularized Cauchy data obtained from the noisy Cauchywhé&ae; is the solution of

Adl =0 in Q,
Uy = ug(ty) on I, (24)
kNVu,.v = Ny on I;.

We present numerical results which illustrate the stabdftpur method with respect to
noisy data, as well as an example of the noise deblurring popederlined above. The
presented graphics are related to the profiles dyef the Dirichlet and Neumann missing
data and to the fields, andu,. We also provide convergence relative errors historyiedl&o
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the fields and to the missing profiles, as a function of iterettiand for different noise levels.
We also present a stationarity history for the Nash overafimatation iterations.

The computation of the Nash equilibrium is performed as dlesdrin section 4, where
the partial optimization tasks of Step-1 and Step-2 use a firegsearch gradient method.
Here, it is sufficient to carry out only few iterations in theiopzation process in each step. A
second formulation would be obtained, if we assume that tngeps compute not sequentially,
but in parallel with step-1, in the Step-2 we compate which solvesnin. J,(n*), 7).

An arbitrary initial guess such a8? = (»@,7(®) = (0,0) is chosen to start-up the
algorithm, the physical functiok takes the constant valuein €2, and the parameters
(weight of the coupling term in the costs) ah{relaxation parameter in the computation of
Nash equilibrium) are set i@ = 1 andt = 0.25.

5.1. Two 2D test-cases

We consider an annular domdwith circular boundary componentsandT’., both centered
at(0,0) and with radiiR; = 0.6 andR. = 1, respectively.

Test-case AThe first 2D experiment is related to a smooth case. The eatifiCauchy
dataf and® are defined as respectively the trace and normal derivatwes, the circld’., of
the harmonic function :

u(z,y) = e“cos(y).

In figure-1, the missing datay andn, are presented at convergence of the algorithm
(19) dedicated to the computation of the Nash equilibriumdifierent noise levels. The
obtained Dirichlet as well as Neumann profiles show remarkatialeilsy with respect to
noise.

Test-case BThe second 2D experiment is related to the singular function

u(z,y) = Re(

), Wwherez = x + iy.

Z—Q
In this case, the singularity source, locatechat (0.5,0), is in the vicinity of the circle
I';, and reconstruction of the solution over this boundary isimerically challenging task,
particularly in the case of noisy data.

The results in figure-2 show again the stability of our methddhe profile shape is
well captured including the localization of the singulampigak, whose magnitude is however
underestimated for the trace as well as for the normal derezat

Finally, the denoising effect, through computing the Nashildgium and solving of
equation (24), is actually observed in figure-3 for a noisellef 5%.

5.2. Two 3D test-cases

As for the 2D case, we consider a thick spherical shell dofiaivith boundary components
I'; andT'., which are two spheres both centeredab, 0) and with radii given by respectively
R; =0.6andR, = 1.
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Again two functions, denoted hy, are selected to play the role of exact solutions to the
Cauchy problem for the Laplace operator. To this end, the Gadataf and® are defined
as respectively the trace and normal derivative of the iraaFfunctions over the spherle.
Test-case CThe first function is radial, so it is of constant trace oveateaf the spherical
components of the boundary:

B 1
w2 =

The functionu given by (25) is the solution aku = §,, where), is the Dirac distribution
at the origin(0,0,0), a point source that is not ift, sou is harmonic and smooth enough
insidef).

In figure-4, level set slices are shown for the fieldsandu, at convergence for noise
free and5% noisy data. The overall Nash algorithm (19) converged in i&@iions. More
detailed issues related to the convergence are preserfigdrie-5. Relative.?-errors behave
well in the noise free and in the noisy cases. The relativerema reconstructed fields
decrease as well as do the ones relative to the missing damzefged Nash strategies, which
we recall are respectively the tracewgfand the normal trace af, over the spherg,).

The sensitivity of the reconstructed fields and missing datéhe noise leveb is
shown in figure-6. Interestingly, boundary missing data atehmless sensitive than the
domain distributed fields. Both of them exhibit a satisfagstable behavior w.r.t. the noise
magnitude.

Test-case D.The second function is given by

1
(r+0.2)2 +y2 + 22

The functionu given by (26) is the non-radial solution dfu = dx,, where the source
term is nowX, = (—0.2,0,0).

In this experiment we put 5% of noise ify, ®) according to (23). The obtained
results are illustrated in figure-7, where the reconstrufitdds u; andu, are presented at
convergence. The non radial missing data are presentediief&jand relative.?-errors on
the reconstructed fields and boundary data are shown in fijure-

Even though the error curves do monotonically decreasertsazero for the two test-
cases C and D, the stagnation that appears quite early (aitevatibns 80-120 in the present
case) suggests that multilevel or hierarchical optimmmatpproaches should be designed to
speed-up the convergence of the Nash algorithm.

(25)

(26)

u(,y,z) = v

6. Conclusion

Let us conclude the paper with some short remarks. First of vedl have used the
simplest class of games to model the completion problemgehathe class of static games
with complete information. This simple game formulationlgge interesting results like
the existence and uniqueness of a Nash equilibrium even wleCdéuchy data are not
compatible, and also the fact that the Nash equilibrium istissing data when the Cauchy
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problem has a solution. Investigation of more sophistatatiasses of games such as
dynamical games with incomplete information may lead to néwient data completion
algorithms. It is also interesting to notice that solving thtata completion problem with our
method makes use of the standard computational tools, baté 8lement or optimization
codes. The numerical experiments presented for diffeesttdases prove that our method
exhibits remarkable numerical stability with respect tosgaCauchy data.
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Figure 1. Test-case A.Reconstructed smooth Dirichlety, left) and Neumannsfy, right)
data ovef’;. The profiles are presented at convergence and for variooarasiof noise level
o € {1%, 3%, 5%}. The corresponding traces of the exact solution are alstegloThe Finite
Element computations are performed witi29 nodes and788 triangles.
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Figure 2. Test-case B.Reconstructed singular Dirichlety, left) and Neumannify, right)
data ovel’;. The profiles are presented at convergence and for varioaarasof noise level
o € {1%,3%,5%}. The corresponding traces of the exact solution are algteploThe Finite
Element computations are performed witt)5 nodes and 0310 triangles.
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Figure 3. Test-case A.Regularization of noisy Cauchy data (noise levetis= 5%). At
convergence : (left) the smoothed profile(y)|r, (— line) is compared to the randoyff
(+ dots) ; (right) the smoothed flux profilevd; .v|r, (— line) is compared t@? (+ dots).

Figure 4. Test-case C.Top row : noise level i9%. At convergence, we plot a plane slice of
the level sets of (a); and (b)us. Bottom row : noise level i§%. At convergence, are plotted
the level sets of (c); and (d)us. The Finite Element computations are performed with0
nodes an@2795 tetrahedral elements.
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Figure 5. Test-case C.Top row : RelativeL?-errors are presented as a function of overall
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Figure 6. Test-case C.Sensitivity of the reconstructed fields to noisy Cauchy dgfa 7).
L2-errors are presented as a function of the noise level (a) reconstructed fields :
lug — wll/[lull, i = 1,2 ; (b) missing data : Dirichlef|Ty — ur,
I = 5% 0 V152 -
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Figure 7. Test-case D.Non radial case. Noise level i§%. The level sets of the reconstructed
fields (a)u; and (b)us are presented at convergence. The Finite Element commsdadie
performed withd740 nodes an@2795 tetrahedral elements.
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Figure 8. Test-case D.Reconstructed non radial Dirichlety, left) and Neumannvyy, right)
data overl’;. The profiles are presented at convergence and for a nosleslev 5%.
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Figure 9. Test-case D. Relative L?-errors are presented for the non radial case as a
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