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Abstract

We propose a game theory approach to simultaneously restofsegment noisy images. We define two players:
one is restoration, with the image intensity as strategy,tha other is segmentation with contours as strategy. Cost
functions are the classical relevant ones for restoratimhsegmentation, respectively. The two players play acstati
game with complete information, and we consider as soluticine game the so-called Nash Equilibrium. For the
computation of this equilibrium we present an iterative moetwith relaxation. The results of numerical experiments
performed on some real images show the relevance and edfjcidithe proposed algorithm.
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1. Introduction

Image segmentation, which is the process of extractingctdbfeom an image, is one of the most important prob-
lems in image processing. It has several applications ngnigom object recognition, motion detection to medical
image analysis. In general, the segmentation of images ésyadifficult problem in image processing. For the last
few decades, this problem has been formulated as a va@fiooblem leading to partial differential equations. Most
often, the image to be segmented is polluted with noise whbaggn can be attributed to the acquisition devices,
transmitting channels, random variations in luminosityesnperature during acquisition, etc. It is therefore esaken
to remove or reduce the noise before segmenting the imagelaBto the image segmentation problem, the restora-
tion of images can be performed using variational methdes:forming both restoration and segmentation on the
same original image leads to antagonistic decisions, sineeaims at removing noisy details which are generally
undesirable discontinuities, while at the same time ainaitkeeping the relevant discontinuities, those which define
the different components of the image to be discriminateddgmentation. A first widely used approach is to com-
bine the two objectives into a single one through weightadssithen tune the weights to get acceptable solutions,
the selection being done by the same actor (or decision makethe present paper, we propose a method based
on iterative negotiation between the two antagonistic @sees, segmentation and restoration, acceptable salution
arising then as stationary (non-cooperative) decisions.

The reader is referred to the monographs [4, 12, 27, 28] fonaeyg and analysis of the variational methods used in
the image restoration and segmentation problems. In wHat®we briefly recall some classical variational models
used for the restoration, segmentation and joint restorand segmentation of noisy images.
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1.1. Image restoration

Image restoration is by far one of the oldest image procgssigks that the image processing community is
concerned with. It consists in recovering an image by rengper reducing the noise from the observed (or degraded)
image. In the variational approach to the image restorgiioblem an energy composed of two terms is minimized.
One term expresses fidelity to the observed (noisy) imagetendther forces the recovered image to be sufficiently
regular. To give the mathematical formulation of the restion problem we start by giving the mathematical definition
of an image. A (mathematical) image is a real-valued fumcti@t assigns to each poirt= (x,y) € Q, whereQ is
an open and bounded subsefRH, the intensity (or gray level)(x). Letly : @ — R be the observed noisy image.
Then the image restoration problem can be formulated asfirttie minimizer of the following functional

51(|)=f9(|—|0)2 dx+ny|VI|2 dx, (1)

whereyu is a positive parameter controlling the relative imporeabetween the fidelity and the regularization parts,
and the minimizer is sought in the Sobolev sp&¥Q). The minimum of the above functional is attained for
satisfying the Euler-Lagrange equation

| —lg—puAl =0, in Q, (2a)
which is usually treated with the Neumann boundary conulitio

ol
Fri 0, onoQ, (2b)
wheredQ denotes the boundary &t andn is the outward normal téQ. It is worthy to note that as the initial
image is noisy even at the boundary and therefore imposirighiet boundary conditions would keep the noise at the
boundary and a neighborhood of it. This is the main reasonMdwymann boundary conditions are usually preferred
over Dirichlet boundary conditions.

A way to compute the solution of the boundary-value probl2jiqto consider the steepest descent method which
yields the followingnon-stationary problem

%:,;Ah = 1lo, in (0, ) x Q, (3a)
ol

5= 0. on (Q o) x 9L, (3b)
i(0,-) = lo, in Q. (3c)

The solution of the boundary-value problem (2) is then givgm(x) = lim_,« i (t, X).

Unfortunately, the solution of the boundary-value probléis not a good enough candidate for the image
restoration problem. In fact, the Laplace operator isatally removes high gradients including those correspogdi
to edges of the image. Hence, it does not preserve imporeantres of the image. To remedy this, the energy
functional&,; is replaced by

£all) = [ (=10 dx+u [ 01D o @
Q Q
whereg is a strictly convex function fronR* to R* satisfying

#0)=0. lim 4(9) =5 >0

With these conditions, the functional (4) favors isotrogneoothing in regions of low gradients and selective smooth-
ing in locations with high gradients in the sense that it stne@long edges but not across them [10, 24, 26].



1.2. Image segmentation by the Mumford-Shah model

The image segmentation problem can be formulated as findﬁ'mg(acolIection{Qi}iK:l of disjoint open subsets
of Q such thaQ) = UiK: 1(Qi U 0Q;) and a piecewise smooth approximatioof |y that varies smoothly within each,
and is discontinuous across the getormed by the finite union of the closed and sufficiently srhdmtundarie€<;,
i.e.,¢ = UiK:]_aQi.

The problem of image segmentation is usually approached) ke active contour model known also as snakes
[19]. In this model, an initial contou®y is evolved into the contour of the object to be detected inirtieege. The
evolution of the initial curve is designed so that the “snakergy” is (locally) minimized at the sought contour.
It should be noted that the snake energy is not intrinsic éngense that it depends on the parametrization of the
contour. To remedy this, Caselles et al. [8] have proposetesnodifications of the snake model that have led to the
introduction of the geodesic active-contour model thatignsic.

Another approach to the image segmentation problem isdated by Mumford and Shah [22] who proposed to
minimize the following functional

:r(l,ff):L(l —10)? dx st;\% V112 dx + v|%), (5)

where|%¢’| denotes the total length of the $€tof discontinuities of, andu andy are positive constants. The first part
in (5) is a data fidelity term, the second is a regularizatesmtwithin the homogeneous regiofss and the last one
is a regularization term for the discontinuity 8t The problem with this formulation is that it involves miriation
over two entities of different kinds: a functidn Q — R and a sett’ c Q.

As the functional (5) is not convex, we do not know whether @aheve minimization problem is well posed.
However, Mumford and Shah conjectured this to be true. I, [y considered a reduced model in which they
restrict the segmented image to the set of piecewise cdnfstactions. This reduced model is referred to as the
“minimal partition problem”. Furthermore, because the @eis of lower dimension it is not easy to minimize the
functional (5) in practice. To surmount this difficulty, maauthors (see e.g., [18, 30, 31]) employed a level-set
formulation for the minimization of (5).

There is a large amount of literature dealing with other ®ohthe Mumford-Shah energy. One idea is to identify
the set of discontinuitieg” with the jump set5, of I, and to minimize, in the space of special functions of bodnde
variationsS BVQ), the following functional that depends only én

g(l):j;u—b)z dx+ﬂL|V||2 dx + vH(S)). (6)

We note here that the Hausdorff meas#féS,) is used to represent the length®f Using a truncation argument,
Ambrosio [2] has established the existence of a minimizethif problem. To the best of our knowledge, up to
now no uniqueness result is available. Some approacheppooximating the functionaf (1, ¢") or G(1) have been
developed to obtain approximate smooth solutions and tocowge the numerical problems due to the discretization
of the unknown discontinuity set (see section 4.2 in [4] afdnences therein). Among these we particularly mention
the approximation by an elliptic functiongt (I, v) that has been proposed in [3], where the authors replaeed th
unknown seB, by an additional variable which approaches the characteristic of the compleme8t.ofhe authors
proved thaig (I, v) admits a minimizer and that asgoes to 0 the functionat.(l,v), I'-converges to the Mumford
and Shah functional. Based on this type of approximatidresntimerical solutions can be achieved by using a finite
difference scheme or finite element method (see e.g. [6,17,,9.5]).

1.3. Joint image restoration and segmentation

As it can be seen from (5) the restoration and segmentatidheoimage can be performed simultaneously. In
general, the idea behind the joint image restoration ancheatation is that one has to solve a minimization problem
of a functional consisting of a sum of two energies. One favmiage regularization and the other detects and enhances
the contours present in the image. If the regularizatiom tef the energy is favored over the segmentation term then
the contours are smoothed and hence destroyed. On the athey ihthe segmentation contribution to the energy
is made stronger than the regularization contribution twenmight obtain an over segmented image. In the case
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of the functional (5), the values of the parameterandv are tuned by considering several numerical experiments
[18, 30, 31]. It is often observed that the numerical aldgwnis are very sensitive to the chosen values of these
parameters.

In this paper, we propose to address the restoration-segtimanproblemwithout mixing these two objectives
through arbitrary weights. To this end, a possible appraad¢b reformulate the problem as a Nash game. In [1],
the authors consider the image restoration problem usikigoniov regularization. This well-known method mixes
two antagonistic objectives, the first one expresses thardis to the raw data, and the second one a penalized
smoothing term. A Nash game approach was used which led taredsimages -equilibria- much less sensitive to
parameter tuning than the classical Tikhonov method isloatg the game terminologyye define two players:
one is restoration, with the image intensity as strategg,tha other is segmentation with contours as strategy. Cost
functions are the classical relevant ones for restoratimhsegmentation respectively. The two players play a static
game with complete information, and we consider as solutidhe game the so-called Nash Equilibrium.

The outline of the paper is as follows. In Section 2 we forrteuthe joint restoration and segmentation problem
as a game problem with two players. We present in Section @ek$et formulation of our game problem as well
as a minimization procedure employed to obtain a Nash dquith. Some numerical examples, which are presented
in Section 4, illustrate the efficiency and robustness ofpftopposed method. Final remarks are presented in a short
concluding section.

2. Gametheory approach to joint image restoration and segmentation

Roughly speaking, game theory is a framework or a paradigsigded for the case of multiobjective and mul-
tidisciplinary optimization. It substitutes the notion gtimum, irrelevant when more than one criteria is under
consideration, by the notion efquilibrium There are many definitions of game equilibria, dependinthemature
of the game and the most known is the Nash equilibrium, adaligiaccepted as solution &iatic with complete
informationgames [14]. Applications of game theory started with econgroblems, and remained with them for a
long while. It is out of our scope to sketch a review of thesgliaptions and the evolution of the theory. Let us only
mention that the application to the distributed controlygtems governed by partial differential equations is qaite
new area. One may refer to [16] and [17] where new applicatietated to the topology design of coupled physical
or biological systems are presented. Game theory is wabddior dealing with antagonistic criteria (among which
zero-sum games are the most known). Let us assume there@abjective functionalsy; and 7, (hence we say
there are two players) defined over the same space of comtriables, denoted b}. In the simple cases, mostly
from economic or social behavior modeling,= X; x X, and playei has anatural control on the spack;, called a
strategy space, to minimizk. But in fields from physics, or as for instance image procegshe split of the control
space into many strategy spaces is no nmateiral (since it is very difficult to give a meaning to the latter wprdn
efficient so-called territory splitting is a challengingestion that must be faced when applying game theory in these
fields.

In this work, we propose to use the game theory frameworkHerroblem of joint image restoration and seg-
mentation. To the best of our knowledge, this is the first tthe this approach is used for this problem. The two
players are “restoration” and “segmentation”, and it sesttoais thahaturallythe restoration player could control the
intensity fieldl while the segmentation player could control the discoritynset’. More specifically, the restoration
player’s goal is to minimize the functional

T, = [ -1 dxru [ IR dx ©
Q Q\¢
and the segmentation player’s objective is to minimize thefional
K 1
To(1,6) = ;fgiao —1)2dx +v%], wherel; = o fg 1(X) dx. (8)

The functional (8) is inspired from the Mumford-Shah onedB}l it is obtained by replacing the restrictionlah
each connected compondntof Q by its mean ovef;.
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To summarize our approach, we consider a two-player sthtioraplete information game where the first player
is restoration, and the second is segmentation. Restonativimizes the cosyi(l, €) with action on the intensity
field I, while segmentation minimizes the cggt(l, ¢) with action on the discontinuity sé&f. In this case, solving
the game amounts to finding a Nash equilibrium (NE), defineal @asir of strategied {, ¢*), such that

I* = argmin Ja1(l, €"), )
¢* = argmin, Jo(l*, €).

The minimizerl * is sought in the Sobolev spakB(Q \ ¢*) and%* is sought the set of the union of curves made of
a finite set ofC**-arcs.

Let us notice that even though each of the partial minimizegiroblems described above has a solution [22], the
existence of a Nash equilibrium is not guaranteed. Indeed,may see the Nash equilibrium problem as a fixed-
point one (in the sense of Kakutani's theorem for the multieel case). The classical Nash theorem assumes that the
criteria are convex, which holds obviously for the first, andy be considered under the framework of the convex
relaxation as in [25]. It also assumes that the strategyasetsompact in some topology, and that the criteria are
lower semi-continuous with respect to the same topolagypen question which is not straightforward to prove for
the Mumford-Shah functional. The main purpose of this papty illustrate the potential of the use of Game Theory
paradigm to tackle concurrent image processing, an appreaeh yields original algorithms. We then focus on
detailed numerics and on some applications, and thus teteexe of the Nash equilibrium problem is not addressed
here.

Assuming the Nash equilibrium exists, we use to computeeitthassical iterative method with relaxation [29] as
described in Algorithm 1.

The main advantage of using this algorithm is tﬁ(gt and?(k) can be numerically computed, separately and in
parallel, usinggradient-based optimizatialgorithms.

Algorithm 1 Nash equilibrium algorithm
1: Initial guess:S© = (10, ¢0), Setk = 0.
2: repeat
s 9= argmin J1(1, %)
e 7Y = argmin, J(1%, %)
5. Sk = (1) kD) = 75® 1 (1 - )T, FY)  {for ¢ fixed, 0< 7 < 1}
6
7

: k=k+1
- until S® converges

As for the existence issue, the theoretical convergendeeddligorithm above requires at least strong convexity of
the criteria, see also [5, 20]. We did observe numerical emgence for all the experiments we have led.

3. Level-set formulation

In the problem formulated above we have to find two objectsittérént nature: a piecewise smooth function
and a contour. In the case where the contour consists of desoigsed curve, one can use a parametrization for this
curve and solve the problem. The limitation of this approadhat even if the initial curve is simple, it can develop
singularities and self intersection during its evolutioho surmount this technical problem related to topological
changes and to be able to consider contours with multipleesiiwve propose to use the level-set approach to track
the evolution of the contour. Such an approach has provefitency in tracking evolving interfaces with possible
topological changes [21, 23].

Following the work of Chan-Vese [30], we use the level-setiroé to formulate the piecewise-smooth Mumford-
Shah segmentation problem. A given cuggthe boundary of an open setc Q), is represented implicitly, as the



zero-level set of a Lipschitz continuous scalar funcgonQ — R, called level-set function, such that

#(X) >0 inow,
d(X) <0 InQ\ w, (20)
#(xX) =0 ondw.

Using the Heaviside functioH(-), the length of¢” can be expressed, in the sense of measures, by [13]
£6) = 161= [ H@)dx (11)
Q

3.1. Two-phase level set formulation

In this model, twaC? functions!* andl~ are introduced! * is the restriction of to Q* := {x € Q, ¢(x) > 0} and
|~ is the restriction of to Q™ = {x € Q, ¢(X) < 0}. So that

1(x) = 1" ()H(@(x)) + 17 (x)(1 = H((x)). (12)

By substituting (12) into (7) and (8) one obtaifis(l, %) = J1(I, ¢) and T(1, %) = Jo(l, ¢) where

= _ + 2 - 201 _ +12 —1201 _
jl(l,@—fg(l 10)2H(9) dx+fQ(| 102(L— H(#)) dx+qu|VI PH(#) dX+quIV| P(1- H(g)) dx. (13)
and

ol 9) = fﬂ (lo— c")2H(#) dx + fQ (lo— ¢ 2(L— H(g)) dx + v fg VH()! dx. (14)

1 1
"= " d dc = — I~ d
c |Q+|fg+ x and ¢ IQ‘IL— X,

are the averages of andl~ overQ* andQ-, respectively. We recall that andl~ are the restrictions dfto Q" and
Q™ as introduced in (12).

In practical computations, the Heaviside functidi) is replaced by ang!-regularized version of it. The ap-
proximation of the length functional (11) is then

where

£.06) = fﬂ IVH.(¢)] dx = fg 5.(4)IV e dx,

wheres,(-) is a regularization version of the Dirac delta functigfr). In our implementation, we used the approxima-
tions

2 S
H.(s) := 2 (1 + - arctan;),

and
1 ¢

=H(9) =-5—
6:(9 1= HIS = ~ 5.
as it is considered by the authors in [30]. B

The minimization problems fqff1(l, ¢) and J(l, ¢) are solved using an alternating procedure. Firstgftired,

the Euler-Lagrange equations associated with the mintinizaf (13) with respect té* andl~ are

("~ 1H.) = uAVH@F17). in g
o0 H@) (o)

, onoQ.
on



and

(I7 = 10)(1 = Hy(9)) = pdiv((1 - He(¢))VI7), inQ,
(16)
(1-(1- He(@)) _
on
Then, by keeping* andl~ fixed, we solve the minimizing problem for (14) with respexitby the gradient decent
method which leads to the time-dependent equation (witficéat time t)
9% Vo

0, onoQ.

) (o= CPH.(@) + (lo - V(L — Ho(@)) |
17)
4(0.%) = do().

wherect andc™ are the averages of andl~ over the set$x € Q, ¢(x) > 0} and{x € Q, ¢(x) < 0}, respectively.
They are computed by

_ Jo VOOH(g(t. X)) dx o= Jo 10O = He(g(t, X)) dx
Jo He(0(t, x)) dx Jo@ = He(o(t, X)) dx

We note that our strategy, consisting of solving the minatian problem for7:(l, ¢) using the Euler-Lagrange
equations and solving the minimization problem f65(1, ¢) using the gradient descent method, is justified by the
evolving nature of the level-set function.

+

(18)

3.2. Multi-phase level-set formulation
As it was pointed out in [30], based on the four-color thegrierthe general case of multiple contours, the problem

can be solved using only two level set functiansandg¢,. These two functions partitiof2 into four regionsQ** =

{x € Q,p1(X) > 0 andp(x) > 0}, Q'™ = {Xx € Q, p1(X) > 0 andg,(X) < 0}, Q™" = {x € Q, #1(X) < 0 and¢p,(x) > O}

andQ ™ = {x € Q, ¢1(X) < 0 andg,(x) < 0}. LetI*™*, ™, 7" andl~~ be the restrictions df into these four regions,

i.e., such that

[*7(x), if ¢1(X) > 0 andgy(x) > O,

[*7(x), if ¢1(X) > 0 andg,(x) < O,

I(x)=1 _ ) (19)
[7*(x), if ¢1(X) < 0 andgz(x) > 0,
1=(x), if ¢1(X) < 0 ands(x) < O.
Accordingly, we introduce the functionals
Fall o1, 2) = f (1 — 10?H(g1)H(g2) dx + f (1 — 10?H(@1)(L ~ H(g2)) dx
Q Q
+ f (17 — 102(1 - H(#1))H(¢2) dx + f (1™ — 10(1— H@)(L - H(p2)) dx
Q Q (20)

u fg VI PH(@)H(2) dx + 4 fg VI PH(@:)(L - H(#2)) dx

u fg VI (L~ H@)H($2) dx + 1 fQ V1721~ H@2)(L - H(#2)) dx
and

Foll 61, 62) = fg (lo— C*H($)H($2) dx + fg (lo— ¢ Y2H(@:)(1 - H(g2)) dx
¥ f (lo— ¢ ")2(1 — H(@n)H(62) dx + f (lo-c PA-HE)A-H@) dx  (21)
Q Q
+ va [VH(¢1)| dx + Vfg |VH(;¢2)| dx,



1 1 1 1
cH = _f I**dx, c* = f I~ dx, ¢ = f I*~dx, ¢ = —f 1= dx.
|QH] Jgr Q= Jg-+ Q| Jgr- Q=] Jo--

3.3. Nash equilibrium algorithm

For the sake of simplicity of presentation, we give here tbenerical algorithm of solving (9) for the Nash
equilibrium in the two-phase model, i.e., using only oneeleset function. Its generalization to the multi-phasescas
is straightforward.

Algorithm 2 Nash equilibrium algorithm for the level-set formulation
1: Initial guess:S© = (10, $(9). Setk = 0.
2: repeat
T = = argmin (1, ¢®)
4 ¢( ¥ = argmin, (1%, ¢)
5. Sk = (16D gDy = 150 11— )T, 5Y)  {for ¢ fixed, 0< T < 1}
6
7

w

o k=k+1
- until S® converges

First, we give here the details related to the computatioﬁkofn the above algorithm. Set= 0, 1° = |®. For
n> 0, we compute/’;" solution of (15) (withy™ fixed) using a finite-difference scheme with mesh sizes: Ay = h
and time step\t. For any functionf : (0, o0) x Q — R we will use the notatlorf” to denotef (nAt, ih, jh). First, we
compute

e = Ha(ef) + 5 (Ha(e®, ) + 2H.0) + Ha(o.)
then
17 = | B OIS + MO I+ RO+ R DITED + M)

Similarly, we computéf}‘ solution of (16) (withp® fixed) using a finite-difference scheme

d=(1-H(e)) + E((1-Ho0®, ) + 2(1 - Ho(8%) + (1= Ha(6¥.))).

-1 _ _ -
1= 5[5 M + @ M@ DI + (@ - H@IITE + = R ) + @ = Hae )
We then obtain
Iy = 1T H(o) + 15 (1= He(oM),
and in principIeTi(’kj) = liMpse Iir]j, but in practice we stop the computation after few iteragion

Second, the details of the numerical algorithm for compgﬁﬁ) for a fixedk > 0 are as follows: Set = 0,
#° = M. Forn > 0, compute the constant8* andc™~:

o' OH@ D dx o a1 He™) d
Joy He(g™1) dx Jo(@ = He(g™1) dx

Using a semi-implicit finite-difference schemes, we corneput

n+ _

1 1
A= = A = ,

n— n-142 n n— n-1\2 n— 2
¢i+1]jj_¢i,jl & 13-1 ¢|] 1 ¢i,jl_¢\—ﬂj ¢| —1,j+1 ¢| ~1j-1
h 2h h 2h




1 1
As = , Ag= =

n n— n-142 n 2 n
¢|+111_¢| ~1j + ‘lﬁi,j}l_q&i.]:l ¢I+1lj 1 ¢| -1j-1 ¢| 11_¢| j-1
2h h 2h

At
= ﬁag(@?ﬁ)v, A=1+B(A+ A+ Ag+ Ay,

o = [¢.",1 + B(ALL) + Aol + Aaglily + Aadfihy) + At (6T ) (=(1 = € )He(@l) + (1) — )L~ Ha(el3 )] -

Then$i =lim,_. ¢, but we only perform few iterations.

IJ'

4, Numerical results

In our numerical experiments, we set the mesh kizel, the time stepyt = 0.5 and the regularization parameter
for the Delta and Heaviside functioas= h = 1. To avoid numerical instabilities we re-initialize thest@ince function
during the evolution of level set functions. We note thatdach iteratiork in Algorithm 2 it is sufficient to carry out
onlyr iterations in the restoration step and oslgerations in the segmentation step. Furthermore, theegadir and
sare independent. The proposed algorithm has been implechesing Matla® and ran on a dual-core PC with 2.8
GHz processor.

To evaluate the effectiveness of the proposed algorithmyraenical study is carried on some real images. In
particular, we show that by decoupling the Mumford-Shatcfiemal using the game algorithm, the dependence on
the regularization parametegsandy are uncorrelated and that the choice of their values becomoes flexible and
natural.

On the other hand, the dependence of the functighabnly on the mean of | in each connected component has
a significant effect on the speed of convergence. In fadjsncase the extensions of the complementary functions |
and I~ are not needed in the segmentation g&ge e.g. [18, 30, 31]).

In the first experiment we used a noisy image showing an aiepthat we want to segment. To compare the
sensitivity of the parameterin (5) and (8) we applied the Mumford-Shah method with pigsevemooth model [30]
and our game method to this image with different values. dfigures 1, 2 and 3 represent the resultsifequal to
0.02 0.16 and @2, respectively. These figures show the evolution, by theseriethods, of the denoising process and
the contour. We note that in all these experimemts,chosen to be.01 for our model and 10 for the Mumford-Shah
model. In the game algorithm the numbers of iteratiosd s of the restoration and segmentation steps are both
fixed to 10.

From these figures, it can be seen that, contrary to the Mutv8biah model, our model is not sensitive to variation
of v. Furthermore, for example in the experiment representedjire 1, after 60 iterations of the game theory method
we obtain a satisfactory contour, whereas the contour owéefake part that persists even after 1000 iterationseof th
Mumford-Shah model. Similar remark can be said about them@xgnt represented in Figure 3. In the experiment
represented in Figure 2 we obtain a good contour using botteladut with a much more iterations for the Mumford-
Shah model. We also note that the CPU time is very large in thfdrd-Shah algorithm. In the case of Figure 2, the
CPU time needed for convergence is equal to 53s with the gempalgorithm and equal to 2363s with the Mumford-
Shah algorithm, i.e., the Mumford-Shah algorithm is apprately 44 times slower than our algorithm.

In order to test the effectiveness of our method for the siam@lous restoration and segmentation of noisy images,
we compare in Figure 4 the results obtained for the two diffecases: without and with restoration. Starting from a
noisy image, we show in the middle row the segmentation tegulthout regularization, i.er,= 0 andl® = Iy, VK),
and in the bottom row we present the results of joint regeddion and segmentation for= 10. For both cases, the
number of iterations in the segmentation sggp set to 10. In the first case, we clearly observe the effecbafe
on the evolution of the contours, and this persists untiveogence. We also note that in this case, i.es 0, the
algorithm compares to the piecewise constant case in thsicidd Mumford-Shah model presented in [30], which is
known to be less effective for noisy images.

We show in Figure 5 another numerical result of our methodgisenly one level-set function. In the top row, we
superpose the evolving curves over the corresponding isndgek € {0,10,50}. In the bottom row, we show the



final segmentation result (second image) and denoised ilftlaige image) withPS NR= 3198. For this case, the
algorithm converges after 135 iterations.
We consider in Figures 6 and 7 the segmentation and restoitnoisy color image. The inputimage is corrupted
with noise as o '
1o = loriginal + NOISE, 1 =T,0,b.

The proposed algorithm is tested in Figures 7 for two typesife: Gaussian noise and salt-and-pepper noise. In this
case, two level-set functions are used (multi-phase);, thigialization is shown in Figure 6. The special initiadizon
curves are known to speed up the convergence rate and alsonterge to a global minimizer [30]. The obtained
results are very satisfactory and confirm the efficiency ef game theory approach to deal with the antagonistic
coupling between regularization and segmentation. Thisbeaseen from the quality of the restored images (high
PSNR values) as well as from the quality of the contours.

5. Conclusion

The problem of jointimage restoration and segmentati@ssérong antagonisms between these two objectives. A
classical popular method is to use a weighted combinatibigiwposes the problem of parameter tuning (calibration).
This problem is known to be tricky and costly, exhibiting rennal stiffness.We have proposed in this paper to
formulate the latter problem as a static with complete imfation game, where restoration uses intensity field to play
against segmentation which in turn uses the set of disagitie. The problem amounts then to find a solution to this
game, namely a Nash equilibrium.Then we have presentedatein algorithm for computing this equilibrium. It
has the advantage that at each step it solvgmiallel two classical and “simple” models. The proposed algorithm
has been applied to a class of images widely used as benchimark

A striking byproduct of our approach is that since only theamef| is considered in the segmentation step,
we have noticed a rapid convergence rate for all the studiediés. The numerical experiments demonstrated the
efficiency and robustness of our algorithm with respect t@peters and to the noise level.Apart from extending
this approach to more complex games, e.g., dynamic withnipdete information, there are many theoretical as
well as practical questions that arise thanks to the gameoapp, among which are the existence of equilibria,
the convergence of algorithms of computing them and theitsgtysof solutions to partition strategies between the
objectives.

input image 20 terations G0 lterations 100 lterations

200 lterations 500 Iterations 1000 lterations

Figure 1: Restoration and segmentation of an image corrupithd@aussian noise (varianee0.2) using the proposed algorithm (top row) and
using the Mumford-Shah algorithm (bottom row) foe 0.02.
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inputimage 20 terations 60 lterations. 100 lterations

input image 500 lterations 2000 Iterations 2500 Iterations

Figure 2: Restoration and segmentation of an image corrupithd®aussian noise (varianee0.2) using the proposed algorithm (top row) and
using the Mumford-Shah algorithm (bottom row) foe 0.16.

input image 20 terations G0 lterations 100 lterations

input image 500 lterations 1000 lterations 3000 terations

Figure 3: Restoration and segmentation of an image corrupitbd@aussian noise (varianee0.2) using the proposed algorithm (top row) and
using the Mumford-Shah algorithm (bottom row) foe 0.2.
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original image input image initial contour

20 tterations 60 Iterations 71 lterations

GO lterations 174 terations

Figure 4: Top row: original, noisy image with Gaussian noigi@nce= 0.2) and initial contour. Middle row: restoration and segmé&ataof
image by proposed algorithm with= 0 (v = 0.2, x = 0.01, s = 10). Bottom row: restoration and segmentation of image ugiegptoposed
algorithm withr = 10 (* = 0.2, x = 0.01, s = 10).
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input image—contour 10 Iterations 50 lterations

Input Image recovered contour recovered image: 31.98

50
100

150

200
50 100 150 200 250

Figure 5: Top row: noisy image with Gaussian noise (variaad®2) and initial contour, evolution by iterations. Bottom rosegmentation and
restoration of image by the proposed algorithm with=(0.2, u = 0.01,r = s = 10), fork = 135. CPU time = 117 sec.

original image initial contour

200 wt S | \IWI %U'WL/ NS E O A W

g 8 L 1 e 2=
50 100 180 200 250 300 30O 400 450 50O

Figure 6: Original color image (left) and initial contours favo level-set functions (right).
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Input Image 00 Ikerabioms recovered image 24,17

reoowrad imape: 29.89

Figure 7: Segmentation and restoration of noisy color imageR8NR values. First column: noisy image with Gaussian noegance= 0.02
(top) and variance- 0.1 (middle). Noisy image with salt-and-pepper noise with naieesityd = 0.2 (bottom). Second and third columns: the
corresponding segmented and restored image by the propagedtah with ( = 0.2, x = 0.01,r = s= 10). CPU time = 588 sec, 907 sec and
1203 sec, respectively.
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