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Boltzmann machine and mean-field

approximation for structured sparse

decompositions
Angélique Drémeau, Cédric Herzet and Laurent Daudet, Senior Member, IEEE

Abstract

Taking advantage of the structures inherent in many sparse decompositions constitutes a promising

research axis. In this paper, we address this problem from a Bayesian point of view. We exploit a

Boltzmann machine, allowing to take a large variety of structures into account, and focus on the resolution

of a marginalized maximum a posteriori problem. To solve this problem, we resort to a mean-field

approximation and the “variational Bayes Expectation-Maximization” algorithm. This approach results

in a soft procedure making no hard decision on the support or the values of the sparse representation. We

show that this characteristic leads to an improvement of the performance over state-of-the-art algorithms.

Index Terms

Structured sparse representation, Bernoulli-Gaussian model, Boltzmann machine, mean-field approx-

imation.

I. INTRODUCTION

Sparse representations (SR) aim at describing a signal as the combination of a small number of

elementary signals, or atoms, chosen from an overcomplete dictionary. These decompositions have proved

useful in a variety of domains including audio ([1], [2]) and image ([3], [4]) processing and are at the

heart of the recent compressive-sensing paradigm [5].
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Télécom, Télécom ParisTech, CNRS LTCI, France. C. Herzet is with INRIA Centre Rennes - Bretagne Atlantique, France. L.
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Formally, let y ∈ RN be an observed signal and D ∈ RN×M with M ≥ N , a dictionary, i.e., a matrix

whose columns correspond to atoms. Then one standard formulation of the sparse representation problem

can be written as

z? = argmin
z
‖y −Dz‖22 subject to ‖z‖0 ≤ L, (1)

or, in its Lagrangian version

z? = argmin
z
‖y −Dz‖22 + λ‖z‖0, (2)

where ‖z‖0 denotes the `0 pseudo-norm which counts the number of non-zero elements in z and L,

λ > 0 are parameters specifying the trade-off between sparsity and distortion.

Finding the exact solution of (1)-(2) is an NP-hard problem [6], i.e., it generally requires a combinatorial

search over the entire solution space. Therefore, heuristic (but tractable) algorithms have been devised to

deal with this problem. These algorithms are based on different strategies that we review in section I-A.

More recently, the SR problem has been enhanced by the introduction of structural constraints on the

support of the sparse representation: the non-zero components of z can no longer be chosen independently

from each other but must obey some (deterministic or probabilistic) inter-rules. This problem is often

referred to as “structured” sparse representation. This new paradigm has been found to be relevant in

many application domains and has recently sparked a surge of interest in algorithms dealing with this

problem (see section I-B).

In this paper, we propose a novel algorithm addressing the SR problem in the structured setup and

consider the standard, non-structured setup as a particular case. The proposed algorithm is cast within

a Bayesian inference framework and based on the use of a particular variational approximation as a

surrogate to an optimal maximum a posteriori (MAP) decision. In order to properly place our work in

the rich literature pertaining to SR algorithms, we briefly review hereafter some of the algorithms coping

with the standard and the structured SR problems.

A. Standard Sparse representation algorithms

The origin of the algorithms addressing the standard sparse representation problem (1)-(2) traces back

to the fifties, e.g., in the field of statistical regression [7] and operational research [8], [9]. The algorithms

available today in the literature can roughly be divided into four main families:

1) The algorithms based on problem relaxation: these procedures replace the `0-norm by an `p-norm

(with 0 < p ≤ 1). This approximation leads to a relaxed problem which can be solved efficiently by
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standard optimization procedures. Well-known instances of algorithms based on such an approach are

the Basis Pursuit (BP) [10], Least Absolute Shrinkage and Selection Operator (LASSO) [11] or Focal

Underdetermined System Solver (FocUSS) [12] algorithms.

2) The iterative thresholding algorithms: these procedures build up the sparse vector z by making a

succession of thresholding operations. The first relevant work in this family was realized by Kingsbury et

Reeves [13] who derive an iterative thresholding method with the aim at solving problem (2). However,

their contribution is done without a clear connection to the objective function (2). We find a more explicit

version of their results in [14] where Blumensath and Davies introduce the Iterative Hard Thresholding

(IHT) algorithm. Daubechies et al. propose in [15] a similar procedure while replacing the `0-norm by

the `1-norm. The resulting algorithm relies then on a soft thresholding operation.

3) The pursuit algorithms: these methods build up the sparse vector z by making a succession of greedy

decisions. There exist many pursuit algorithms in the current literature. Among the most popular, we can

cite Matching Pursuit (MP) [16], Orthogonal Matching Pursuit (OMP) [17] or Orthogonal Least Square

(OLS) [18]. The latter algorithms do not allow for the selection of more than one atom per iteration. This

limitation is avoided by more recent procedures like Stagewise OMP (StOMP) [19], Subspace Pursuit

(SP) [20] or Compressive Sampling Matching Pursuit (CoSaMP) [21].

4) The Bayesian algorithms: these procedures express the SR problem as the solution of a Bayesian

inference problem and apply statistical tools to solve it. They mainly distinguish by the prior model,

the considered estimation problem and the type of statistical tools they apply to solve it. Regarding the

choice of the prior, a popular approach consists in modeling z as a continuous random variable whose

distribution has a sharp peak at zero and heavy tails (e.g., Cauchy [22], Laplace [23], [24], t-Student

[25], Jeffrey’s [26] distributions). Another approach, recently gaining in popularity, is based on a prior

made up of the combination of Bernoulli and Gaussian distributions ([27]–[36]). Different variants of

Bernoulli-Gaussian (BG) models exist. A first approach, as considered in [27], [30], [31], [34], consists

in assuming that the elements of z are independently drawn from Gaussian distributions whose variances

are controlled by Bernoulli variables: a small variance enforces elements to be close to zero whereas a

large one defines a non-informative prior on non-zero coefficients. Another model on z based on BG

variables is as follows: the elements of the sparse vector are defined as the multiplication of Gaussian

and Bernoulli variables. This model has been exploited in the contributions [28], [29], [32], [33] and will

be considered in the present paper. These two distinct hierarchical BG models share a similar marginal
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expression of the form:

p(z) =

M∏
i=1

(
piN (0, σ20) + (1− pi)N (0, σ21)

)
, (3)

where the pi’s are the parameters of the Bernoulli variables. While σ20 can be tuned to any positive real

value in the first BG model presented above, it is set to 0 in the second one. This marginal formulation

is directly used in many contributions as in [35], [36].

B. Structured sparse representation algorithms

The algorithms dedicated to “standard” SR problems (1)-(2) do not assume any dependency between

the non-zero elements of the sparse vector, i.e., they select the atoms of the sparse decomposition without

any consideration of possible links between them. Yet, recent contributions have shown the existence of

structures in many natural signals (depending on the dictionary and the class of signals) and emphasize

the relevance of exploiting them in the process of sparse decomposition. Hence, many contributions have

recently focused on the design of “structured” sparse representation algorithms, namely algorithms taking

the dependencies between the elements of SR support into account.

The algorithms available in the literature essentially rely on the same type of approximation as their

standard counterpart (see section I-A) and could be classified accordingly. We found however more

enlightening to present the state-of-the-art contributions according to the type of structure they exploit.

We divide them into four families:

1) Group sparsity: in group-sparse signals, coefficients are either all non-zero or all zero within pre-

specified groups of atoms. This type of structure is also referred to as block sparsity in some contributions

([37], [38]). In practice, group sparsity can be enforced by the use of particular “mixed” norms combining

`1- and `2-norms. Following this approach, Yuan and Lin propose in [39] a LASSO-based algorithm called

Group-LASSO, while in [37], Eldar and Mishali derive a modified SOCP (Second Order Cone Program)

algorithm and in [38], Eldar et al. introduce the Block-OMP, group-structured extension of OMP. Parallel

to these contributions, other approaches have been proposed. Let us mention [40] and [41] based on

clusters, [42] where coding costs are considered, or [43] relying on the definition of Boolean variables

and the use of an approximate message passing algorithm [44]. Finally, as an extension of group sparsity,

Sprechmann et al. consider in [45] intra-group sparsity by means of an additional penalty term.

2) Molecular sparsity: molecular sparsity describes more complex structures, in the particular case

where the atoms of the dictionary have a double indexing (e.g., time-frequency atoms). It can be seen
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as the combination of two group-sparsity constraints: one on each component of the double index. This

type of structure is also referred to as elitist sparsity by certain authors [46].

In order to exploit molecular sparsity, Kowalski and Torrésani study in [46] the general use of mixed

norms in structured sparsity problems. They thus motivate the Group-LASSO algorithm introduced in

[39] and propose an extension of it, the Elitist-LASSO. Molecular sparsity has also been considered by

Daudet in [47] for audio signals: the paper introduces the Molecular-MP algorithm which uses a local

tonality index.

3) Chain and tree-structured sparsity: such structures arise in many applications. For example, chain

structure appears in any sequential process whereas tree-structured sparsity is at the heart of wavelet

decompositions, widely used in image processing. De facto, we find in the literature several contributions

dealing with these particular types of constrained sparsity. Tree-structured sparsity is addressed in [48]

where the authors define a particular penalty term replacing the commonly used `0- or `1-norms, and

[49], [50] which define a probabilistic framework based on Bernoulli variables with scale-depending

parameters. These two latter contributions focus on the sampling of the posterior distribution of z and

resort either to Monte Carlo Markov Chain (MCMC) methods or to mean-field approximations. Chain-

structured sparsity can be enforced using a Markov-chain process. This is for example the model adopted

by Févotte et al. in [2], combined then with a MCMC inference scheme, and by Schniter in [51], together

with an approximate message passing algorithm [44].

4) Generic structured sparsity: some approaches do not focus on a specific type of structure but propose

general models accounting for a wide set of structures. Most of these approaches are probabilistic. In

particular, [52], [53] and [54] have recently emphasized the relevance of the Boltzmann machine as a

general model for structured sparse representations. Well-known in Neural Networks, this model allows

indeed to consider dependencies between distant atoms and thus constitutes an adaptive framework for

the design of structured SR algorithms. In this paper, we will consider this particular model to derive a

novel structured SR algorithm.

Finally, let us mention the deterministic approach in [55] which introduces the model-based CoSaMP,

relying on the definition of a “model” peculiar to a structure. As practical examples, the authors apply

their algorithm to group and tree-structured sparsity.

C. Contributions of this paper

In this paper, we focus on the design of an effective structured SR algorithm within a Bayesian

framework. Motivated by a previous result [32], a Boltzmann machine is introduced to describe general
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sparse structures. In this context, we reformulate the structured sparse representation problem as a

particular marginalized maximum a posteriori (MAP) problem on the support of the sparse vector. We

then apply a particular variational mean-field approximation to deal with the intractability of the original

problem; this results in the so-called “SSoBaP” algorithm. We emphasize that SSoBaP shares some

structural similarities with MP but enjoys additional desirable features: i) it can exploit a number of

different structures on the support; ii) its iterative process is based on the exchange of soft decisions (by

opposition to hard decisions for MP) on the support. We confirm through simulation results that SSoBaP

leads to an improvement of the reconstruction performance (according to several figures of merits) over

several SR algorithms of the state-of-the-art.

D. Organization of this paper

The paper is organized as follows. Section II describes the probabilistic model used to derive our

algorithm. In particular, we suppose that the SR support is distributed according to a Boltzmann machine

and show that this model allows to describe many well-known probabilistic model as particular cases.

In this framework, section III presents different Bayesian estimators which can be considered within

the SR problematic. We focus in particular on a marginalized maximum a posteriori (MAP) problem on

the SR support.

Section IV is dedicated to the resolution of this MAP problem. We propose in this paper to resort to

a mean-field approximation and the “variational Bayes Expectation-Maximization” algorithm. The first

subsection of section IV recalls the basics of this variational approach. The rest of the section is dedicated

to the description of the proposed algorithm.

The performance of the proposed algorithm is evaluated in section V by various experiments involving

different evaluation criteria on synthetic data. We show that, as long as our simulation setups are

concerned, the proposed algorithm is very competitive with state-of-the-art procedures.

II. PROBABILISTIC MODEL

Let x ∈ RM be a vector defining the amplitudes of the sparse representation and s ∈ {0, 1}M be a

vector defining the SR support, i.e., the subset of columns of D used to generate y. Without loss of

generality, we will adopt the following convention: if si = 1 (resp. si = 0), the ith column of D is (resp.

is not) used to form y. Denoting by di the ith column of D, we then consider the following observation
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model1:

y =

M∑
i=1

si xi di + n, (4)

where n is a zero-mean white Gaussian noise with variance σ2n. Therefore,

p(y|x, s) = N (Dsxs, σ
2
nIN ), (5)

where IN is the N ×N -identity matrix and Ds (resp. xs) is a matrix (resp. vector) made up of the di’s

(resp. xi’s) such that si = 1. We suppose that x obeys the following probabilistic model:

p(x) =

M∏
i=1

p(xi) where p(xi) = N (0, σ2xi
). (6)

Within model (5)-(6), the observation y is thus seen as the noisy combination of atoms specified by s.

The weights of the combination are realizations of Gaussian distributions whose variances are independent

on the support s.

Clearly both the number of atoms building up y as well as their interdependencies are a function of

the prior defined on s. A standard choice for modelling unstructured sparsity is based on a product of

Bernoulli distributions, i.e.,

p(s) =

M∏
i=1

p(si) where p(si) = Ber(pi), (7)

and pi � 1 . This model is indeed well-suited to modelling situations where y stems from a sparse

process: if pi � 1 ∀ i, only a small number of si’s will typically2 be non-zero, i.e., the observation

vector y will be generated with high probability from a small subset of the columns of D. In particular,

if pi = p ∀ i, typical realizations of y will involve a combination of pM columns of D.

Note that (7) does not impose any interaction between the atoms building up the observed vector y:

each si is the realization of an independent random variable. Taking atom interdependencies into account

therefore requires more involved probabilistic models. The so-called Boltzmann machine offers a nice

option for this purpose [56]. Formally, it can be expressed as:

p(s) ∝ exp(bT s + sTWs), (8)

1The sparse representation z, as used in section I, is then defined as the Hadamard product of x and s, i.e., zi = sixi, ∀i ∈
J1,MK.

2In an information-theoretic sense, i.e., according to model (5)-(7), a realization of s with a few non-zero components will
be observed with probability almost 1.
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where W is a symmetric matrix with zeros on the diagonal and ∝ denotes equality up to a normalization

factor. Parameter b defines the biases peculiar to each element of s while W ∈ RM×M characterizes

the interactions between them: wij weights the dependency between atoms si and sj .

The Boltzmann machine encompasses many well-known probabilistic models as particular cases. For

example, the Bernoulli model (7) corresponds to W = 0M×M (expressing the atoms’ independence):

p(s) ∝ exp(bT s) =
∏
i

exp(bisi), (9)

which is equivalent to a Bernoulli model (7) with

pi =
1

1 + exp(−bi)
. (10)

Another example is the Markov chain. For instance, let us consider the following first-order Markov

chain:

p(s) = p(s1)

M∏
i=1

p(si+1|si), (11)

with ∀i ∈ J1,M − 1K,

p(si+1 = s|si = 1) ,

 1− p1i+1 if s = 1,

p1i+1 if s = 0,
(12)

p(si+1 = s|si = 0) ,

 p0i+1 if s = 1,

1− p0i+1 if s = 0,
(13)

p(s1 = s) ,

 p1 if s = 1,

1− p1 if s = 0.
(14)

This Markov chain corresponds to a Boltzmann machine with parameters b and W defined in (15)-(16)

below. In particular, only two subdiagonals in W are non-zero.
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b = [log
p1

1− p1
+ log

p12
1− p02

. . . log
p0i

1− p0i
+ log

p1i+1

1− p0i+1

. . . log
p0M

1− p0M
]T , (15)

W =



0 1
2 log (1−p12)(1−p02)

p12 p
0
2

0 0

1
2 log (1−p12)(1−p02)

p12 p
0
2

0 1
2 log (1−p13)(1−p03)

p13 p
0
3

...

0 1
2 log (1−p13)(1−p03)

p13 p
0
3

. . .
...

...
. . . 0

...

0 . . . . . . 0


. (16)

In the rest of this paper, we will derive the main equations of our algorithm for the general model (8).

We will then particularize them to model (7), which leads to an algorithm for standard (unstructured)

sparse representation.

III. SPARSE REPRESENTATIONS WITHIN A BAYESIAN FRAMEWORK

The probabilistic framework defined in section II allows us to tackle the SR problem from a Bayesian

perspective. As long as (5)-(6) is the true generative model for the observations y, optimal estimators

can be derived under different Bayesian criteria (mean square error, mean absolute error, etc.). We

focus hereafter on the computation of a solution under a maximum a posteriori (MAP) criterion, which

corresponds to the optimal Bayesian estimator for a Bayesian cost based on a “notch” loss function [57].

A first possible approach consists in solving the joint MAP problem:

(x̂, ŝ) = argmax
x,s

log p(x, s|y). (17)

Interestingly, we emphasize in [32] that the joint MAP problem (17) shares the same set of solutions as

the standard SR problem (2) within BG model (6)-(7). This connection builds a bridge between standard

and Bayesian SR procedures and motivates the use of model (6)-(7) (and its structured generalization

(6)-(8)) in other estimation problems. In particular, we focus hereafter on MAP problems oriented to the

recovery of the SR support.

Assuming (5)-(6) is the true generative model of y, the decision minimizing the probability of wrong

decision on the whole SR support is given by

ŝ = argmax
s∈{0,1}M

log p(s|y), (18)

where p(s|y) =
∫
x p(x, s|y)dx. Problem (18) is unfortunately intractable since it typically requires the
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evaluation of the cost function, log p(s|y), for all possible 2M sequences in {0, 1}M . A heuristic greedy

procedure looking for the solution of (18) has recently been proposed in [54].

In this paper, we address the SR representation problem from a different perspective. The decision on

each element of the support is made from a marginalized MAP estimation problem:

ŝi = argmax
si∈{0,1}

log p(si|y). (19)

The solution of (19) minimizes the probability of making a wrong decision on each si (rather than on

the whole sequence as in (18)).

At first sight, problem (19) may appear easy to solve since the search space only contains two elements

i.e., si ∈ {0, 1}. However, the evaluation of p(si|y) turns out to be intractable since it requires a costly

marginalization of the joint probability p(s|y) over the sj’s, j 6= i. Nevertheless, many tools exist in

the literature to circumvent this issue. In particular, the family of variational approximations allows for

the computation of tractable surrogates of p(si|y), say q(si), see [58]. In this paper we will resort to

a mean-field variational approximation to compute a surrogate q(si) of p(si|y) (see next section). In

particular, in this paper we will resort to a mean-field variational approximation to compute a tractable

surrogate of p(si|y), say q(si). Problem (19) will then be approximated by

ŝi = argmax
si∈{0,1}

log q(si), (20)

which is straightforward to solve.

Finally, given the estimated support ŝ, we can reconstruct the coefficients of a sparse representation

say x̂ŝ, as its MAP estimate

x̂ = argmax
x

log p(x|ŝ,y). (21)

The solution of (21) is expressed as

x̂ŝ =
(
DT

ŝ Dŝ + ∆
)−1

DT
ŝ y, (22)

and x̂i = 0 if si = 0,

where ∆ is a diagonal matrix whose ith element is σ2
n

σ2
xi

. When σ2xi
→ +∞ ∀i, (22) reduces to the
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least-square estimate

x̂ŝ = D+
ŝ y, (23)

and x̂i = 0 if si = 0,

where D+
ŝ is the Moore-Penrose pseudo-inverse of the matrix made up of the di’s such that ŝi = 1.

IV. STRUCTURED SOFT BAYESIAN PURSUIT ALGORITHM

In this section, we detail our methodology to compute the approximation q(si) of the posterior

probability p(si|y). Our approach is based on a well-known variational approximation, namely the mean-

field (MF) approximation, and its practical implementation via the so-called VB-EM algorithm. This

methodology results in an iterative algorithm whose updates are very similar to those of the recently-

proposed Bayesian Matching Pursuit algorithm (BMP) [32]. However, unlike the latter, the proposed

procedure updates probabilities rather than estimates of the SR support. Moreover, BMP as introduced

in [32] does not deal with structured sparsity. In the sequel, we will thus refer to the proposed procedure

as the “Structured Soft Bayesian Pursuit algorithm” (SSoBaP).

The rest of this section is organized as follows. We first briefly recall the general theory pertaining

to mean-field approximations. Then, in subsection IV-B we derive the main equations defining SSoBaP.

The subsection IV-C is dedicated to the Soft Bayesian Pursuit algorithm (SoBaP), particular case of

SSoBaP resulting from the choice W = 0M×M in the Boltzmann machine (8). In the next subsection,

we emphasize the advantage of making soft decisions by comparing the update equations of BMP

and SSoBaP. We address the problem of parameter estimation in a “variational Bayes Expectation-

Maximization” framework in subsection IV-E and finally, emphasize the differences and connections

of SSoBaP (and SoBaP) with existing algorithms in the last subsection.

A. Mean-field approximation: basics

The mean-field approximation [59] refers to a family of approximations of posterior probabilities by

distributions having a “tractable” factorization. Formally, let θ denote a vector of random variables and

p(θ|y) its a posteriori probability. Let moreover (θi)
I
i=1 denotes a partition of the elements of θ i.e.,

θ = [θT1 . . .θ
T
I ]T . (24)
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Then, the mean-field approximation of p(θ|y) relative to partition (24) is the surrogate distribution q?(θ)

satisfying

q?(θ) = argmin
q(θ)

{∫
θ
q(θ) log

(
q(θ)

p(θ|y)

)
dθ

}
, (25)

subject to

q(θ) =

I∏
i=1

q(θi),

∫
θi

q(θi) dθi = 1 ∀i ∈ J1, IK. (26)

The mean-field approximation q?(θ) is therefore the distribution minimizing the Kullback-Leibler di-

vergence with the actual posterior p(θ|y) while factorizing as a product of probabilities (26). There

potentially3 are as many possible mean-field approximations as partitions of θ. In practice, the choice of

a particular approximation results from a trade-off between complexity and accuracy.

A solution to problem (25)-(26) can be looked for by successively minimizing the Kullback-Leibler

divergence with respect to one single factor, say q(θi). This gives rise to the following update equations

q(n+1)(θ1) ∝ exp
{
〈log p(θ,y)〉∏

j 6=1 q
(n)(θj)

}
,

...

q(n+1)(θi) ∝ exp

〈log p(θ,y)〉 ∏
j>i q(n)(θj)∏
j<i q(n+1)(θj)

 , (27)

...

q(n+1)(θI) ∝ exp
{
〈log p(θ,y)〉∏

j 6=I q
(n+1)(θj)

}
,

where

〈log p(θ,y)〉q(θi) ,
∫
θi

q(θi) log p(θ,y)dθi. (28)

Note that we suppose in (27) that the q(θi)’s are updated at each iteration one after the other, in an

increasing order of their indices. However the extension to other update schedulings is straightforward.

The procedure described in (27) is usually refered to as “variational Bayes Expectation-Maximization

(VB-EM) algorithm” in the literature [60]–[62]. VB-EM is ensured to converge to a saddle point or a

(local or global) maximum of problem (25)-(26) under mild conditions.

3Two different partitions can indeed lead incidentally to the same solution for (25)-(26).
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The appellation “VB-EM” comes from the close connection of the above procedure with the well-

known Expectation-Maximization (EM) algorithm [63]. The relation between the two algorithms can be

seen by imposing an additional constraint on some q(θi)’s, namely

q(θi) = δ(θi − θ̂i), (29)

where δ(·) denotes the Dirac delta function. Minimizing the Kullback-Leibler divergence with respect to

q(θi) while taking (29) into account then reduces to optimizing the value of θ̂i. Thus, for the θi’s subject

to (29), the update equation (27) can be rewritten as

θ̂
(n+1)
i = argmax

θi

〈log p(θ,y)〉 ∏
j>i q(n)(θj)∏
j<i q(n+1)(θj)

 . (30)

Now, let θ6=i denote the vector made of the θj’s, j 6= i. If only one element in the partition (θi)
I
i=1,

say θj , is not subject to (29), it can be shown [64] that the update equations (27)-(30) define an EM

algorithm aiming at solving

θ̂ 6=j = argmax
θ 6=j

log p(θ 6=j |y), (31)

where θj is considered as a hidden variable. The E-step then corresponds to the estimation of q(θj)

(27), namely p(θj |y,θ 6=j) in this particular case, while the M-step computes (30) ∀i 6= j, i.e., maximizes

expectation Eθj
[log p(θ,y)] with respect to parameters θ̂6=j .

The general case where several θi’s are not subject to (29) (as opposed to the case presented above where

all θi but one where subject to (29)) does not correspond to an EM algorithm anymore as the E-step

does not reduce to the estimation of one posterior probability but approximates a joint probability by

means of an MF approximation.

To conclude this section, let us point out that mean-field approximations offer a nice framework to

approximate the marginals p(θi|y)’s, where θi is an element of the mean field partition (24) (note that

we use here the word “marginal” in a large sense since θi possibly contains more than one variable).

Indeed, assume one wants to compute

p(θi|y) =

∫
θ 6=i

p(θ|y) dθ 6=i. (32)
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Then, using the decomposition property of the mean-field approximation (26), we come up with

p(θi|y) '
∫
θ 6=i

q(θ) dθ6=i (33)

' q(θi)
∫
θ 6=i

∏
j 6=i

q(θj)dθ6=i = q(θi). (34)

Factors q(θi)’s are therefore approximations of marginals. We will exploit this observation in the next

section to derive a tractable approximation of p(si|y).

B. SSoBaP

In this paper, we consider the particular case where the MF approximation of p(x, s|y), say q(x, s),

is constrained to have the following structure:

q(x, s) =
∏
i

q(xi, si). (35)

This is equivalent to setting I = M , θ = [x1s1 . . . xMsM ]T and θi = [xi si]
T ∀i in the general framework

described in section IV-A. Note that, the θi’s do not correspond to single elements of θ but form a partition

of θ.

Particularized to model (5)-(6)-(8), the corresponding VB-EM update equations (27) are written as4:

q(xi, si) = q(xi|si) q(si), (36)

where

q(xi|si) = N (m(si),Σ(si)), (37)

q(si) ∝
√

Σ(si) exp

(
1

2

m(si)
2

Σ(si)

)
(38)

exp

si(bi + 2
∑
j 6=i

q(sj = 1)wij)

,
4When clear from the context, we will drop the iteration indices for notational simplicity.
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and

Σ(si) =
σ2xi

σ2n
σ2n + siσ2xi

dTi di
, (39)

m(si) = si
σ2xi

σ2n + siσ2xi
dTi di

〈ri〉Tdi, (40)

〈ri〉 = y −
∑
j 6=i

q(sj = 1) m(sj = 1)dj . (41)

After convergence of the procedure defined in (36)-(41), probabilities q(xi, si) correspond to a mean-

field approximation of p(xi, si|y) (see (34)). Coming back to problem (19), an approximation of p(si|y)

thus simply follows from the relations:

p(si|y) =

∫
p(xi, si|y) dxi, (42)

'
∫
q(xi, si) dxi = q(si). (43)

This approximation can be used in problem (20) to make an approximated MAP decision on si. Note

that (20) is easy to solve by simple thresholding operation, i.e., ŝi = 1 if q(si = 1) > T and ŝi = 0

otherwise, with T = 0.5.

The most expensive operation is the update equation (41) which scales as O(NM). So, the complexity

of one update step is equal to Matching Pursuit (MP). However, in MP one unique couple (xi, si) is

involved at each iteration while in the proposed algorithm all indices are updated one after the other. To

the extent of our experiments (see section V), we could observe that the proposed algorithm converges in

a reasonable number of iterations, keeping it at a competitive position beside state-of-the-art algorithms.

C. A particular case: SoBaP

As emphasized in section II, the Boltzmann machine can be seen as a general framework including

a large set of probabilistic models. Among them, the Bernoulli model (7) is of particular interest, as a

possible approach to model unstructured sparsity (see e.g., [32], [33]).

From a mathematical point of view, the Bernoulli model (7) corresponds to the simple case W =

0M×M in the Boltzmann machine (8). In this case, procedure (36)-(41) remains unchanged, except for

(38) which becomes:

q(si) ∝
√

Σ(si) exp

(
1

2

m(si)
2

Σ(si)

)
p(si), (44)

with p(si) = Ber(pi), ∀i ∈ J1,MK.
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As the BG model (6)-(7) is largely used to address the unstructured SR problem, it is useful to

distinguish the procedure using (44) from the SSoBaP process. To this end, we will refer to this particular

case as “Soft Bayesian Pursuit algorithm” (SoBaP) in the sequel. Note that SoBaP was introduced from

a BG perspective in our conference paper [65].

D. Soft versus hard decision

Contrarily to many deterministic (e.g., [55] for structured sparsity, [10], [16], [17], [19] for unstructured

sparsity) and probabilistic (e.g., [52]–[54] for structured sparsity, [32], [33], [66] for unstructured sparsity)

algorithms in the literature, the procedure defined in (36)-(41) does not make any hard decision on the SR

support or the values of the SR coefficients at each iteration, but evaluates probabilities. It thus allows, to

some extent, to take into account the uncertainties we have on the model and to refine this model at each

iteration before making the final decision. In particular, it is worth comparing the proposed procedure to

the Bayesian Matching Pursuit (BMP) introduced in [32] for unstructured sparsity.

BMP is an iterative procedure looking sequentially for a solution of (17). It proceeds like its standard

homologue MP by modifying one unique couple (xi, si) at each iteration, namely the one leading to the

highest increase of log p(x, s|y). It can then be shown (see [32]) that the (locally) optimal update of the

selected coefficient xi is given by

x̂
(n)
i = ŝ

(n)
i

σ2xi

σ2n + σ2xi
dTi di

r
(n)T
i di, (45)

where r
(n)
i = y −

∑
j 6=i

ŝ
(n−1)
j x̂

(n−1)
j dj , (46)

and n is the iteration number. We omit here deliberately the support update, addressed in BMP from an

“unstructured” point of view.

BMP and SSoBaP share some similarities. In particular, the mean of distribution q(xi|si) computed by

the proposed algorithm (40) has the same form as the coefficient update performed by BMP (45). They

rely however on different variables, namely the residual ri, (46), and its mean 〈ri〉, (41). This fundamental

difference between both algorithms leads to well distinct approaches. In BMP, a hard decision is made

on the SR support at each iteration: the atoms of the dictionary are either used or not (each x̂
(n−1)
j is

multiplied by ŝ(n−1)j which is equal to 0 or 1). On the contrary, in the proposed algorithm, the contributions

of the atoms are simply weighted by q(sj = 1), i.e., the probability distributions of the sj’s. In a similar

way, the coefficients x̂(n−1)j ’s used in (46) are replaced by their means m(sj = 1) in (41), taking into

account the uncertainties we have on the values of the xj’s.

March 15, 2012 DRAFT



17

E. Estimation of the noise variance

The estimation of model parameters can be naturally implemented in SSoBaP by procedure (29)-(30)

described in section IV-A. Considering a set of unknown parameters α, one can include q(α) as a new

factor within the VB-EM equations and possibly add the additional constraint

q(α) = δ(α− α̂ ). (47)

In the sequel, we will however not consider the general problem of model-parameter estimation, which

can be particularly involved in Boltzmann machine. A lot of literature has already been dedicated to this

problem and is out of the scope of this paper. We refer the interested reader to e.g., [52], [54], [67]–[69].

In this section, we exclusively focus on the estimation of the noise variance σ2n which has revealed to

be crucial for the algorithm performance in our empirical experiences. The noise variance can be seen as

a disparity measure between the observation y and its sparse approximation. Even if it is known a priori,

its estimation turns out to be of great interest for the algorithm convergence. Indeed, SSoBaP relies on

a successive refinement of the approximations of the posterior distributions p(xi, si|y)’s, i.e., the sparse

approximation: in the first iterations, the estimations are likely to be coarse, thus the disparity between

y and its sparse approximation might be large. The estimation of σ2n at each iteration allows to take this

evolution into account in the approximation process.

In practice, particularized to model (5)-(6)-(8), we consider σ2n as a new unknown variable in θ:

θ = [x1 s1 . . . xM sM σ2n]T , (48)

and add a factor in the MF structure (49) as

q(x, s, σ2n) = q(σ2n)
∏
i

q(xi, si). (49)

Then, q(σ2n) is constrained to

q(σ2n) = δ(σ2n − σ̂2n), (50)
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leading to maximization (30), which becomes

σ̂2n= argmax
σ2
n

{∑
s

∫ ∏
i

q(xi, si) log p(x, s,y|σ2n) dx

}
, (51)

=
1

N

〈
‖y −

∑
i

sixidi‖2
〉

∏
i q(xi,si)

(52)

=
1

N
( yTy − 2

∑
i

q(si = 1)m(si = 1)yTdi

+
∑
i

∑
j 6=i

q(si = 1)q(sj = 1)m(si = 1)m(sj = 1)dTi dj

+
∑
i

q(si = 1)(Σ(si = 1) +m(si = 1)2)dTi di). (53)

Update equation (53) is inserted in procedure (36)-(41) after the estimation of the q(xi, si)’s.

F. Relation to past work

In this subsection, we place the SSoBaP algorithm and its particular “unstructured” case, SoBaP, within

the previous contributions of the literature. To be as exhaustive as possible, we identify the contributions

considering Boltzmann machines, but also those using BG models, in a SR context:

1) Boltzmann machine: The proposed SSoBaP can be compared to the three main contributions [52],

[53] and [54], which consider Boltzmann machines in a structured SR point of view. They mainly

distinguish by the estimation problem they consider and the practical procedure they propose to solve it.

In [52], the authors focus on the MAP estimation of the support of the sparse representation (18)

and propose a solution using Gibbs sampling and simulated annealing. The same estimation problem

is considered by Faktor et al. in [54]. Emphasizing the high computational cost of the approach [52],

they suggest a greedy alternative. The greedy approach is also adopted in [53] but to solve the joint

MAP estimation problem (17). In this contribution, the authors derive the so-called LaMP (for “Lattice

Matching Pursuit”), a structured version of CoSaMP.

In next section V, we compare the proposed algorithm to the contributions [54], which presents a

reasonable computational cost.

2) BG model: As mentioned in the introduction, BG model (6)-(7) has already been considered in

some contributions ([28], [29], [32], [33]) and under the marginal formulation (3) in [35], [36]. However

all these contributions differ from the proposed approach by the estimation problem and the practical

procedure introduced to solve it.
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Thus, in [28], [29], [32], [33], the authors focus on the joint MAP estimation problem (17). They

then propose different greedy procedures to solve it, some of them are explicitly related to standard

deterministic algorithms, as BMP, BOMP [32] or SBR [33] and their respective standard homologues

MP, OMP and OLS.

Contribution [50] considers a tree-structured version of BG model (6)-(7) dedicated to a specific

application (namely, the sparse decomposition of an image in wavelet or DCT bases). Besides this

specific application, their approach relies, as ours, on a VB-EM algorithm. However, it differs by the

MAP estimation problem (18) they address and the different MF factorization they choose to solve it.

Finally, Ge et al. suggest in [34] another approximation of p(x, s|y) based on a MCMC inference scheme.

In contributions [35], [36], the authors use the marginal formulation (3). They propose to resort to

the approximate message passing algorithm introduced in [44] and generalized in [70] to compute the

posterior distribution of the sought sparse vector. Both also consider the possibility of estimating the

parameters of the model (e.g., the noise variance, the Bernoulli parameter, the variance of the Gaussian

distribution, etc.) by means of an Expectation-Maximization-like algorithm.

V. EXPERIMENTS

In this section, we study the performance of the proposed algorithm by extensive computer simulations.

We assess the performance in terms of the reconstruction of the SR support and the estimation of the

non-zero coefficients. To that end, we evaluate different figures of merit as a function of the number of

atoms used to generate the data, say K. In particular, we consider empirical measures of the mean square

error (MSE), the probability of missed detections, the probability of false detections. These figures are

evaluated from 500 trials for each simulation points.

We assess the performance of the proposed algorithm in both the unstructured and structured cases

and compare the results to those obtained with state-of-the-art procedures.

A. Unstructured case

The unstructured case does not consider the possible structures existing between the atoms building the

sparse representation. We use the following parameters: N = 128, M = 256, σ2n = 10−3 and generate

the data as follows. Each point of simulation corresponds to a fixed number of non-zero coefficients K

and, given this number, the positions of the non-zero coefficients are drawn uniformly at random for

each observation. The elements of the dictionary are generated for each observation as realizations of
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a zero-mean Gaussian distribution with variance N−1. The value of the non-zero coefficients in x are

generated according to the two different scenarios that we describe below.

We evaluate and compare the performance of 7 different algorithms: MP [16], SP [20], IHT [14],

BP [10], BMP [32], EMBGAMP [36] and SoBaP. For SP, IHT, BP and EMBGAMP, we use the im-

plementations available on author’s webpages (resp. at http://sites.google.com/site/igorcarron2/cscodes/,

http://www.personal.soton.ac.uk/tb1m08/sparsify/sparsify.html, http://www.acm.caltech.edu/l1magic/ (`1-

magic) and http://www2.ece.ohio-state.edu/vilaj/EMBGAMP/EMBGAMP.html). MP is run until the `2-

norm of the residual drops below
√
Nσ2n. The same criterion is used for BP. BMP iterates as long as

log p(y, x̂(n), ŝ(n)) > log p(y, x̂(n−1), ŝ(n−1)) where n is the iteration number (see [32]). SoBaP is run

until ∀i ∈ {1, . . . ,M}, |q(s(n)i )− q(s(n−1)i )| < 10−2. Finally, we set pi = K
M , ∀i.

1) Gaussian model: In this scenario, the amplitudes of the non-zero coefficients are drawn from a

Gaussian distribution, according to (6). We set σ2xi
= 1 ∀i.

Fig. 1(a) shows the MSE as a function of the number of non-zero coefficients, K. For K ≤ 40,

SoBaP presents, together with EMBGAMP, the best performance. Beyond this bound, it is dominated by

EMBGAMP but keeps a good behaviour with regard to other algorithms.

Fig. 1(b) and (c) represent the algorithm performance in terms of the reconstruction of the SR support.

We can observe that SoBaP succeeds in keeping both reasonable missed detection and false detection

rates on a large range of sparsity levels. This is not the case for the other algorithms. If some of them

present better performance for one rate, this is at the expense of the other one. BP and EMBGAMP

constitute two extreme examples. They are both based on a “spender” strategy: they prefer missing no

atom (their missed detection is equal to zero, that is why they do not appear in Fig. 1(b)) even if they

are not sure they are good ones.

It is difficult to compare the running times of the considered algorithms since they do not have the

same stopping criteria. In Fig. 5, we see that SoBaP presents a computational cost higher than MP or

BMP, while sharing a similar complexity order per update step (see section IV-B). This can be explained

by the fact that SoBaP updates all indices at each iteration, as we previously mentioned. Beyond these

observations, SoBaP remains competitive with the other algorithms, in particular for high sparsities (i.e.,

small numbers of non-zero coefficients). Note finally that EMBGAMP constitutes here the most costly

procedure, with a high constant running time.

2) “0-1” model: In this second scenario, the amplitude of the non-zero coefficients in x are forced

to be equal to 1.
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Fig. 2(a) shows the MSE as a function of the number of non-zero coefficients, K. For this particular

setup, we experimentally observed that SoBaP presents better results when we set σ2xi
= 0.1 ∀i in the

algorithm. Thus, SoBaP outperforms all algorithms (or present similar performance, for high sparsities)

except EMBGAMP which clearly dominates.

The performance achieved in terms of reconstruction of the SR support (see Fig. 2(b) and (c)) is similar

to the one observed in the previous scenario. SoBaP constitutes the best compromise between missed

and false detection rates, while BP and EMBGAMP follow the same strategy as before: they select all

atoms, including “bad” ones (i.e., not used to generate the data).

B. Structured case

In the structured case, the links between atoms are taken into account in the sparse decomposition.

For the experiments, we considered two different structures: a Markov chain, for which we showed the

equivalence with a particular Boltzmann machine in (11)-(12), and a general, non-dedicated Boltzmann

machine.

1) Markov chain: We first consider the simple scenario where the positions of the non-zero coefficients

in x follow a Markov-Chain model. We use the following parameters: N = 128, M = 256, σ2n = 10−3.

The observations are generated as follows. The elements of the dictionary are drawn, for each observation,

from a zero-mean Gaussian distribution with variance N−1. For each point of simulation, we fix the

number of non-zero coefficients and select their positions uniformly at random. Either the Gaussian or

the “0-1” model is considered for the amplitudes of the non-zero coefficients in x.

We consider the case of a symetric Markov chain i.e., p0i+1 = p1i+1 ∀i. The value of the p0i+1’s are

drawn as follows

p0i+1 ∼ U [0, 0.5] if si = si+1, (54)

p0i+1 ∼ U [0.5, 1] otherwise. (55)

Boltzmann parameters b and W are then constructed according to (11)-(12). The performance of SSoBaP

is represented in Fig. 3 for both the Gaussian (dashed curves) and “0-1” (solid curves) models. SSoBaP is

compared to the greedy procedure proposed by Faktor et al. in [54], called BM MAP OMP. The latter also

relies on a Boltzmann machine. The same parameters are thus used in both algorithms. The unstructured

variant of SSoBaP, SoBaP, is considered too, in order to assess the relevance of accounting sparse

structures with the BM parameters. BM MAP OMP iterates until the `2-norm of the residual drops below

March 15, 2012 DRAFT



22

10−3 or the iteration number exceeds N/2. SoBaP and SSoBaP are run until |q(s(n)i )−q(s(n−1)i )| < 10−2

∀i ∈ {1, . . . ,M}.

We see in Fig. 3 that SSoBaP nicely takes benefit from the additional information on the SR support

and thus improves the performance of SoBaP with respect to all figures of merit. In the Gaussian case, the

probability of missed detection is roughly equal to 5.10−2 (versus 10−1 for SoBaP) over a large range

of sparsity levels with a probability of false detection of about 10−3. In the “0-1” model, no missed

detections have been detected up to K = 58 and the probability of false detection is of the order of

10−3 in this range. These good properties in terms of support recovery are confirmed in Fig 3(a) by

the MSE performance. Let us note, that for this particular scenario, BM MAP OMP exhibits the worst

performance. In particular, its probability of false detection rapidly increases as the number of non-zero

coefficients becomes larger.

Finally, Fig. 6 illustrates the running time of the three procedures. We note that the computational

burden induced by SoBaP strongly depends on the considered scenario. On the other hand, the running

times of SSoBaP and BM MAP OMP remain similar for both the Gaussian and “0-1” models. As far

as this simulation setup is concerned, SSoBaP is significantly faster than BM MAP OMP for small to

moderate values of K.

2) “General” Boltzmann machine: We consider the following parameters: N = 32, M = 64, σ2n =

10−3 and generate the data as follows. The elements of the dictionary are drawn, for each observation,

from a zero-mean Gaussian with variance N−1. For each point of simulation, we fix the number of

non-zero coefficients and their positions in the SR support. These positions are thus drawn uniformly at

random once for all observations. This leads to a particular support s that we use for all trials. So, we

average the performance of the algorithms on data structured in the same way. Regarding the amplitudes

of the non-zero coefficients in x, we consider the same scenarios as for the unstructured case, i.e., the

Gaussian and “0-1” models.

The parameters of the Boltzmann machine, b and W, are drawn from the a posteriori distribution

p(b,W|s) by means of the “Single-variable Exchange” algorithm introduced in [67], using wij ∼

U [−1, 1] ∀i, j and bi ∼ U [−20, 20] ∀i as a priori distributions. We initialize all elements in b and W to

0. For each point of simulation, the “Single-variable Exchange” algorithm is run with a burn-out iteration

number of 1000; we then allocate the 500 following parameter realizations to the 500 observations of

the considered point.

SSoBaP is compared to BM MAP OMP and SoBaP. BM MAP OMP iterates until the `2-norm of
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the residual drops below 10−3 or the iteration number exceeds N/2. SoBaP and SSoBaP are run until

|q(s(n)i )− q(s(n−1)i )| < 10−2 ∀i ∈ {1, . . . ,M}.

Fig. 4(a), (b) and (c) sums up the performance achieved by the three algorithms under the two

considered scenarios.

Focusing on the Gaussian model (dashed curves), we observe that SSoBaP dominates SoBaP and

BM MAP OMP in terms of MSE for a wide range of sparsity levels. Moreover, it presents stable missed

and false detection rates (around 10−2). We then can see that it outperforms SoBaP and BM MAP OMP

in terms of missed detection rate for all considered sparsities while achieving the lowest false detection

rate for small sparsities (K > 10).

SSoBaP keeps its general good behaviour with the “0-1” model (solid curves). This good behaviour

is even reinforced by zero missed detection for K < 13. Note that this does not contradict the similarity

observed between the MSE curves: missed and false detection rates impact on the MSE but their influence

is difficult to measure, as a high MSE can be due to high missed and false detection rates but also to a

bad coefficients’ estimation.

Fig. 7 shows the running times of the considered algorithms in both the Gaussian and “0-1” scenarios.

As far as these setups are concerned, SSoBaP has always a smaller running time than BM MAP OMP.

The behaviour of SoBaP differs according to the considered scenario. For the Gaussian model (dashed

curves), SoBaP has the smallest running time among the three algorithms. For the “0-1” model (solid

curves), SoBaP is outperformed by SSoBaP.

VI. CONCLUSION

In this paper, we address the structured SR problem from a Bayesian point of view. Structures are taken

into account by means of a Boltzmann machine which allows for the description of a large set of structures.

We then focus on the resolution of marginalized MAP problems. The proposed approach is based on a

mean-field approximation and the use of the “variational Bayes Expectation-Maximization” algorithm, and

results in the so-called “Structured Soft Bayesian Pursuit” (SSoBaP) algorithm. We assess the performance

of SSoBaP in the unstructured and structured cases (the unstructured version of SSoBaP is then called

SoBaP). In both cases, we evaluate the ability of the algorithm to reconstruct the SR support and estimate

the non-zero coefficients. Experimental results show that the corresponding algorithms perform well in

comparison to other state-of-the-art algorithms, at a reasonable computational cost.

Future work will consider the use of the proposed algorithm in practical applications, in particular

in audio processing where structured sparsity can be favourably exploited for effcient representations of
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audio signals.
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Figure 1. MSE (a), probability of missed (b) and false (c) detection
versus K. The support of the sparse vector is drawn uniformaly at
random. The non-zero coefficients in x follow the “Gaussian model”
and σ2

n = 10−3.
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Figure 2. MSE (a), probability of missed (b) and false (c) detection
versus K. The support of the sparse vector is drawn uniformaly at
random. The non-zero coefficients in x follow the “0-1 model” and
σ2
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Figure 3. MSE (a), probability of missed (b) and false (c) detection
versus K. The support of the sparse vector follows a Markov chain
model. The non-zero coefficients in x follow the “0-1” (solid) or
“Gaussian” (dashed) model and σ2

n = 10−3.
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“0-1” (solid) or “Gaussian” (dashed) model and σ2
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Figure 5. Average running time versus K. The support of the sparse
vector is drawn uniformaly at random. The non-zero coefficients in x
follow the “Gaussian model” and σ2
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Figure 6. Average running time versus K. The support of the sparse
vector follows the Markov chain model. The non-zero coefficients in
x follow the “0-1” (solid) or “Gaussian” (dashed) model and σ2

n =
10−3.
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Figure 7. Average running time versus K. The support of the sparse
vector follows the general model of a Boltzmann machine. The support
of the sparse vector follows the general model of a Boltzmann machine.
The non-zero coefficients in x follow the “0-1” (solid) or “Gaussian”
(dashed) model and σ2

n = 10−3.
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