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2 School of Computing Science, University of Glasgow, Glasgow, G12 8RZ, UK

Abstract. This tutorial provides an introduction to probabilistic model
checking, a technique for automatically verifying quantitative properties
of probabilistic systems. We focus on Markov decision processes (MDPs),
which model both stochastic and nondeterministic behaviour. We de-
scribe methods to analyse a wide range of their properties, including
specifications in the temporal logics PCTL and LTL, probabilistic safety
properties and cost- or reward-based measures. We also discuss multi-
objective probabilistic model checking, used to analyse trade-offs between
several different quantitative properties. Applications of the techniques
in this tutorial include performance and dependability analysis of net-
worked systems, communication protocols and randomised distributed
algorithms. Since such systems often comprise several components oper-
ating in parallel, we also cover techniques for compositional modelling
and verification of multi-component probabilistic systems. Finally, we
describe three large case studies which illustrate practical applications
of the various methods discussed in the tutorial.

1 Introduction

Many computerised systems exhibit probabilistic behaviour. Messages transmit-
ted across wireless networks, for example, may be susceptible to losses and delays,
or system components may be prone to failure. In both cases, probability is a
valuable tool for the modelling and analysis of such systems. Another source of
stochastic behaviour is the use of randomisation, for example to break symme-
try or prevent flooding in communication networks. This is an integral part of
wireless communication protocols such as Bluetooth or Zigbee. Randomisation
is also a useful tool in security protocols, for example to guarantee anonymity,
and in the construction of dynamic power management schemes.

Formal verification is a systematic approach that applies mathematical rea-
soning to obtain guarantees about the correctness of a system. One successful
method in this domain is model checking. This is based on the construction and
analysis of a system model, usually in the form of a finite state automaton, in
which states represent the possible configurations of the system and transitions
between states capture the ways that the system can evolve over time. Desired
properties such as “no two threads obtain a lock simultaneously” or “the system
always eventually delivers an acknowledgement to a request” are then expressed
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in temporal logic and the model is analysed in an automatic fashion to determine
whether or not the model satisfies the properties.

There is increasing interest in the development of quantitative verification
techniques, which take into account probabilistic and timed aspects of a system.
Probabilistic model checking, for example, is a generalisation of model checking
that builds and analyses probabilistic models such as Markov chains and Markov
decision processes. A wide range of quantitative properties of these systems can
be expressed in probabilistic extensions of temporal logic and systematically
analysed against the constructed model. These properties can capture many
different aspects of system behaviour, from reliability, e.g. “the probability of an
airbag failing to deploy on demand”, to performance, e.g. “the expected time for
a network protocol to successfully send a message packet”.

This tutorial gives an introduction to probabilistic model checking for Markov
decision processes, a commonly used formalism for modelling systems that ex-
hibit a combination of probabilistic and nondeterministic behaviour. It covers the
underlying theory, discusses probabilistic model checking algorithms and their
implementation, and gives an illustration of the application of these techniques
to some large case studies. The tutorial is intended to complement [67], which fo-
cuses on probabilistic model checking for discrete- and continuous-time Markov
chains, rather than Markov decision processes. There is also an accompanying
website [91], providing models for the PRISM probabilistic model checker [56]
that correspond to the various running examples used throughout and to the
case studies in Section 10.

There are many other good references relating to the material covered in
this tutorial and we provide pointers throughout. In particular, Chapter 10 of
[11] covers some of the MDP model checking techniques presented here, but in
greater depth, with additional focus on the underlying theory and proofs. We
also recommend the theses by Segala [80], de Alfaro [1] and Baier [7], which
provide a wealth of in-depth material on a variety of topics relating to MDPs,
along with detailed pointers to other relevant literature. Finally, although not
focusing on verification, [76] is an excellent general reference on MDPs.

Outline. The tutorial is structured as follows. We begin, in Section 2, with
background material on probability theory and discrete-time Markov chains.
In Section 3, we introduce the model of Markov decision processes. Section 4
describes the computation of a key property of MDPs, probabilistic reachability,
and Section 5 covers reward-based properties. Section 6 concerns how to formally
specify properties of MDPs using the probabilistic temporal logic PCTL, and
shows how the techniques introduced in the previous sections can be used to
perform model checking. Section 7 describes how to verify MDPs against safety
properties and the logic LTL using automata-based techniques. Two advanced
topics, namely multi-objective probabilistic model checking and compositional
probabilistic verification, are the focus of Sections 8 and 9. In Section 10, we
list some of the software tools available for model checking MDPs and describe
three illustrative case studies. Section 11 concludes by discussing active research
areas and suggesting further reading.
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2 Background Material

2.1 Probability Distributions & Measures

We begin by briefly summarising some definitions and notations relating to prob-
ability distributions and measures. We assume that the reader has some famil-
iarity with basic probability theory. Good introductory texts include [19,42].

Definition 1 (Probability distribution). A (discrete) probability distribu-
tion over a countable set S is a function µ : S → [0, 1] satisfying

∑
s∈S µ(s)=1.

We use [s0 7→x0, . . . , sn 7→xn] to denote the distribution that chooses si with
probability xi for all 06i6n and Dist(S) for the set of distributions over S.
The point distribution on s ∈ S, denoted [s7→1], is the distribution that assigns
probability 1 to s. Given two distributions µ1 ∈ Dist(S1) and µ2 ∈ Dist(S2),
the product distribution µ1×µ2 ∈ Dist(S1×S2) is defined by µ1×µ2((s1, s2)) =
µ1(s1)·µ2(s2).

Definition 2 (Probability space). A probability space over a sample space
Ω is a triple (Ω,F ,Pr), where F ⊆ 2Ω is a σ-algebra over Ω, i.e.

– ∅, Ω ∈ F ;
– if A ∈ F , then Ω \A ∈ F ;
– if Ai ∈ F for all i ∈ N, then ∪i∈NAi ∈ F

and Pr : F → [0, 1] is a probability measure over (Ω,F), i.e.

– Pr(∅) = 0 and Pr(Ω) = 1;
– Pr(∪i∈NAi) =

∑
i∈N Pr(Ai) for all countable pairwise disjoint sequences

A1, A2, . . . of F .

Sets contained in the σ-algebra F are said to be measurable. A (non-negative)
random variable over a probability space (Ω,F ,Pr) is a measurable function
X : Ω → R>0, i.e. a function such that X−1([0, r]) ∈ F for all r ∈ R>0. The
expected value of X with respect to Pr is given by the following integral:

E[X]
def
=
∫
ω∈Ω X(ω) dPr .

2.2 Discrete-time Markov Chains

Next, we introduce the model of discrete-time Markov chains (DTMCs). We
provide just a brief overview of DTMCs, as required for the remainder of this
tutorial. For more in-depth coverage of the topic, we recommend the textbooks
by Stewart [83] and Kulkarni [65]. For a tutorial on probabilistic model checking
for Markov chains, see for example [67].

Definition 3 (Discrete-time Markov chain). A discrete-time Markov chain
(DTMC) is a tuple D = (S, s,P, L) where S is a (countable) set of states, s ∈ S
is an initial state, P : S×S → [0, 1] is a transition probability matrix such that∑
s′∈S P(s, s′) = 1 for all s ∈ S, and L : S → 2AP is a labelling function

mapping each state to a set of atomic propositions taken from a set AP.



4 Forejt, Kwiatkowska, Norman, Parker

s0

{init}
s1 s2

{succ}
1

0.7 0.3

0.5 0.5

P =

 0 1 0
0.7 0 0.3
0.5 0 0.5


Fig. 1. An example DTMC and its transition probability matrix P

One way to view a DTMC D=(S, s,P, L) is as a state-transition system in
which transitions are augmented with probabilities indicating their likelihood.
From each state s ∈ S, the probability of a transition to s′ occurring is P(s, s′).

A path represents one possible execution of D. Formally, a (finite or infinite)
path of D is a sequence of states s0s1s2 . . . such that P(si, si+1)>0 for all i>0.
We use FPathD,s and IPathD,s, respectively, to denote the set of all finite and
infinite paths starting from state s of D.

In order to reason formally about the behaviour of D, we need to determine
the probability that certain paths are taken. We proceed by constructing, for
each state s ∈ S, a probability space over the set of infinite paths IPathD,s.
This is outlined below and for further details see [64]. The basis of the con-
struction is the probability of individual finite paths induced by the transition
probability matrix P. More precisely, the probability of the path ρ=s0 . . . sn is

given by P(ρ)
def
=
∏n−1
i=0 P(si, si+1). We begin by defining, for each finite path

ρ ∈ FPathD,s, the basic cylinder Cρ that consists of all infinite paths start-
ing with ρ. Using properties of cylinders, we can then construct the probability
space (IPathD,s,FD,s,PrD,s) where FD,s is the smallest σ-algebra generated by
the basic cylinders {Cρ | ρ ∈ FPathD,s} and PrD,s is the unique measure such
that PrD,s(Cρ) = P(ρ) for all ρ ∈ FPathD,s.

Example 1. Consider the 3-state DTMC D=(S, s,P, L) of Figure 1. Here,
S={s0, s1, s2}, s=s0, the transition probability matrix P is shown in Figure 1,
L(s0)={init}, L(s1)=∅ and L(s2)={succ}. We have, for example:

– PrD,s0({π starts s0s1s2s0}) = 1·0.3·0.5 = 0.15;
– PrD,s0({(s0s1s2)ω}) = limn→∞ PrD,s0({π starts (s0s1s2)n})

= limn→∞ 1·0.3·(0.5·1·0.3)n−1 = 0;
– PrD,s0({π contains s2}) =

∑∞
n=1 PrD,s0({π starts (s0s1)ns2})

=
∑∞
n=1 1·(0.7·1)n−1·0.3 = 1. �

3 Markov Decision Processes

This tutorial focuses on the model of Markov decision processes (MDPs), which
are a widely used formalism for modelling systems that exhibit both probabilistic
and nondeterministic behaviour. From the point of view of applying quantita-
tive verification, nondeterminism is an essential tool to capture several different
aspects of system behaviour:

– unknown environment : if the system interacts with other components whose
behaviour is unknown, this can be modelled with nondeterminism;
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– concurrency : in a distributed system comprising multiple components oper-
ating in parallel, nondeterminism is used to represent the different possible
interleavings of the executions of the components;

– underspecification: if certain parts of a system are either unknown or too
complex to be modelled efficiently, these can be abstracted away using non-
determinism.

Alternatively, we can use nondeterminism to capture the possible ways that a
controller can influence the behaviour of the system. The multi-objective tech-
niques that we describe in Section 8 can be seen as a way of performing controller
synthesis. In a similar vein, MDPs are also widely used in domains such as plan-
ning and robotics. Formally, we define an MDP as follows.

Definition 4 (Markov decision process). A Markov decision process (MDP)
is a tupleM=(S, s, αM, δM, L) where S is a finite set of states, s ∈ S is an initial
state, αM is a finite alphabet, δM : S×αM → Dist(S) is a (partial) probabilistic
transition function and L : S → 2AP is a labelling function mapping each state
to a set of atomic propositions taken from a set AP.

Transitions between states in an MDPM occur in two steps. First, a choice
between one or more actions from the alphabet αM is made. The set of available

actions in a state s is given by A(s)
def
= {a ∈ αM | δM(s, a) is defined}. To

prevent deadlocks, we assume that A(s) is non-empty for all s ∈ S. The selection
of an action a ∈ A(s) is nondeterministic. Secondly, a successor state s′ is chosen
randomly, according to the probability distribution δM(s, a), i.e. the probability
that a transition to s′ occurs equals δM(s, a)(s′).

An infinite path through an MDP is a sequence π = s0
a0−→s1

a1−→· · · (occa-
sionally written as s0a0s1a1 . . .) where si ∈ S, ai ∈ A(si) and δM(si, ai)(si+1)>0

for all i ∈ N. A finite path ρ = s0
a0−→s1

a1−→· · · an−1−−−→sn is a prefix of an infinite
path ending in a state. We denote by FPathM,s and IPathM,s, respectively, the
set of all finite and infinite paths starting from state s of M. We use FPathM
and IPathM for the sets of all such paths in the MDP. Where the context is

clear, we will drop the subscriptM. For a finite path ρ = s0
a0−→s1

a1−→· · · an−1−−−→sn,
|ρ| = n denotes its length and last(ρ) = sn its last state. For a (finite or infi-

nite) path π = s0
a0−→s1

a1−→· · · , its (i+1)th state si is denoted π(i) and its trace,
tr(π), is the sequence of actions a0a1 . . .When, in later parts of this tutorial,
we formalise ways to define properties of MDPs, we will use both action-based
properties, based on path traces, and state-based properties, using the atomic
propositions assigned to each state by the labelling function L.

A reward structure on an MDP is useful for representing quantitative in-
formation about the system the MDP represents, for example, the power con-
sumption, number of packets sent, size of a queue or the number of lost requests.
Formally, we define rewards on both the states and actions of an MDP as follows.

Definition 5 (Reward structure). A reward structure for an MDP M =
(S, s, αM, δM, L) is a tuple r=(rstate , raction) comprising a state reward function
rstate : S → R>0 and an action reward function raction : S×αM → R>0.
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s0

{init}, 1
s1

2

s2

{succ}, 0

s3

{fail}, 0

go, 1 1

safe, 1

0.7 0.3

risk , 4
0.5

0.5

finish, 0

1

stop, 0

1reset , 51

Fig. 2. A running example: an MDP, annotated with a reward structure

We consistently use the terminology rewards but, often, these will be used to
model costs. The action rewards in a reward structure are also referred to else-
where as transition rewards, impulse rewards or state-action rewards.

We next introduce the notion of end components which, informally, are parts
of the MDP in which it possible to remain forever once entered.

Definition 6 (End component). Let M = (S, s, αM, δM, L) be an MDP. An
end component (EC) of M is a pair (S′, δ′) comprising a subset S′⊆S of states
and partial probabilistic transition function δ′ : S′×αM → Dist(S) satisfying the
following conditions:

– (S′, δ′) defines a sub-MDP of M, i.e. for all s′ ∈ S′ and a ∈ αM , if δ′(s′, a)
is defined, then δ′(s′, a)=δ(s′, a) and δ′(s′, a)(s′′)>0 only for states s′′ ∈ S′;

– the underlying graph of (S′, δ′) is strongly connected.

An EC (S′, δ′) is maximal if there is no distinct EC (S′′, δ′′) such that for any
s ∈ S and a ∈ αM, if δ′(s, a) is defined, then so is δ′′(s, a).

Algorithms to detect end components can be found in [1,11].

Example 2. Consider the MDP M=(S, s, αM, δM, L) from Figure 2. Here,
S={s0, s1, s2, s3}, s=s0 and αM={go, risk , safe,finish, stop, reset}. Considering
the probabilistic transition function, for example, from state s1 we have:

δM(s1, risk) = [ s2 7→0.5, s3 7→0.5 ]
δM(s1, safe) = [ s0 7→0.7, s2 7→0.3 ]

and δ(s1, a) is undefined if a ∈ {go,finish, stop, reset}, i.e. A(s1)={risk , safe}.
The labelling of e.g. states s1 and s2 is given by L(s1)=∅ and L(s2)={succ}.

The MDP models a system that aims to execute a task. After some routine
initialisation (captured by the action go), there are two possibilities: it can either
perform the task using a safe procedure, in which case the probability of finishing
the task successfully is 0.3, but with probability 0.7 the system restarts; or, it
can perform the task by a risky procedure, in which case the probability of
finishing the task is higher (0.5), but there is a 50% chance of complete failure,
after which the system can only be restarted using the action reset .

State and action reward functions rstate and raction are also depicted in the
figure where the rewards are the underlined numbers next to states or action
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labels, e.g. rstate(s1)=2 and raction(s1, risk)=4. An example of a finite path is

ρ = s0
go−→s1

risk−−→s3 and an example of an infinite path is:

π = s0
go−→s1

safe−−→s0
go−→s1

safe−−→s0
go−→· · ·

The MDP contains two end components, namely ({s2}, {(s2, stop) 7→[s2 7→1]})
and ({s3}, {(s3, stop)7→[s3 7→1]}). Both are maximal. �

Adversaries. To reason formally about MDPs, in the way described for DTMCs
in Section 2.2, we need a probability space over infinite paths. However, a prob-
ability space can only be constructed once all the nondeterminism present has
been resolved. Each possible resolution of nondeterminism is represented by an
adversary, which is responsible for choosing an action in each state of the MDP,
based on the history of its execution so far. Adversaries are, depending on the
context, often referred to by a variety of other names, including strategies, sched-
ulers and policies.

Definition 7 (Adversary). An adversary of an MDP M = (S, s, αM, δM, L)
is a function σ : FPathM→Dist(αM) such that σ(ρ)(a)>0 only if a ∈ A(last(ρ)).

In general, the choice of an action can be made randomly and depend on the full
history of the MDP, but is limited to the actions available in the current state.
The set of all adversaries ofM is AdvM. There are several important classes of
adversaries that we will now summarise. An adversary σ is deterministic if σ(ρ)
is a point distribution for all ρ ∈ FPathM, and randomised otherwise.

Definition 8 (Memoryless adversary). An adversary σ is memoryless if
σ(ρ) depends only on last(ρ), that is, for any ρ, ρ′ ∈ FPathM such that last(ρ) =
last(ρ′), we have σ(ρ) = σ(ρ′).

Definition 9 (Finite-memory adversary). An adversary σ is finite-memory
if there exists a tuple (Q, q, σu, σs) comprising:

– a finite set of modes Q;
– an initial mode q ∈ Q;
– a mode update function σu : Q×αM×S → Q;
– an action selection function σs : Q×S → Dist(αM)

such that σ(ρ)=σs(σ̂u(ρ), last(ρ)) for all ρ ∈ FPathM, where σ̂u : FPathM → Q
is the function determined by σ̂u(s)=q and σ̂u(ρas)=σu(σ̂u(ρ), a, s) for all ρ ∈
FPathM, a ∈ αM, and s ∈ S.

Notice that a memoryless adversary is a finite-memory adversary with one mode.
Under a particular adversary σ, the behaviour of an MDPM is fully proba-

bilistic and can be captured by a (countably infinite-state) discrete-time Markov
chain, denoted Mσ, each state of which is a finite path of M.

Definition 10 (Induced DTMC). For an MDP M = (S, s, αM, δM, L) and
adversary σ ∈ AdvM, the induced DTMC is Mσ = (T, s,P, L′) where:
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– T = FPathM;
– for any ρ, ρ′ ∈ FPathM:

P(ρ, ρ′) =

{
σ(ρ)(a) · δM(last(ρ), a)(s) if ρ′ = ρas, a ∈ A(last(ρ)) and s ∈ S
0 otherwise;

– L′(ρ) = L(last(ρ)) for all ρ ∈ FPathM.

The induced DTMC Mσ has an infinite number of states. However, in the case
of finite-memory adversaries (and hence also the subclass of memoryless adver-
saries), we can also construct a finite-state quotient DTMC. More precisely, if
the finite-memory adversary is defined by the tuple (Q, q, σu, σs), then we stipu-
late two paths ρ and ρ′ to be equivalent whenever they get mapped to the same
mode, i.e. σ̂u(ρ)=σ̂u(ρ′), and the last action and state of ρ and ρ′ are the same.
It follows that we can classify equivalence classes of paths by tuples of the form
(q, a, s), where q is the mode that paths of the equivalence class get mapped to
and a and s are the last action and state of these paths. Formally, the finite-state
quotient can be defined as follows (since the path consisting of just the initial
state does not have a “last” action, we introduce a new symbol ⊥).

Definition 11 (Quotient DTMC). The quotient DTMC for an MDP M =
(S, s, αM, δM, L) and finite-memory adversary σ defined by the tuple (Q, q, σu, σs)
is the finite-state DTMC Mq

σ = (T, s′,P, L′) where:

– T = (Q×αM×S) ∪ {(q,⊥, s)};
– s′ = (q,⊥, s);
– P((q, a, s), (q′, a′, s′)) = σs(q, s)(a

′) · δM(s, a′)(s′) whenever q′ = σu(q, a′, s′)
and equals 0 otherwise;

– L′((q, a, s)) = L(s).

Probability Spaces. For a given (general) adversary σ, we associate the infinite
paths in M and Mσ by defining the following bijection f :

f(s0
a0−→ s1

a1−→ s2
a2−→ · · · ) def

= (s0) (s0a0s1) (s0a0s1a1s2) . . .

for all infinite paths s0
a0−→ s1

a1−→ s2
a2−→ · · · ∈ IPathM. Now, for any state s of

M, using this function and the probability measure PrMσ,s given in Section 2.2
for the DTMC Mσ, we can define a probability measure PrσM,s over IPathM,s

capturing the behaviour ofM from state s under adversary σ. Furthermore, for
a random variable X : IPathM,s → R>0, we can compute the expected value of
X from state s in M under adversary σ, which we denote by EσM,s(X).

In practice, we are mainly interested in minimising or maximising either
the probability of a certain set of paths, or the expected value of some random
variable. Therefore, for any measurable set of paths Ω ⊆ IPathM,s and random
variable X : IPathM,s → R>0, we define:

Prmin
M,s(Ω)

def
= infσ∈AdvM PrσM,s(Ω)

Prmax
M,s(Ω)

def
= supσ∈AdvM PrσM,s(Ω)

Emin
M,s(X)

def
= infσ∈AdvM EσM,s(X)

Emax
M,s(X)

def
= supσ∈AdvM EσM,s(X)
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s0 ρ

ρ safe s0

ρ safe s2

ρ risk s2

ρ risk s3

ρ′

ρ′ safe s2

ρ′safe s0 ρ′ safe s0 go s1

ρ′ safe s0 go s1 safe s2

ρ′ safe s0 go s1 safe s0

ρ risk s3 reset s0

ρ′′

ρ safe s0

ρ′′ safe s2

ρ′′ safe s0 go s1

ρ′′ safe s0 go s1 safe s0

ρ′′ safe s0 go s1 safe s2

1

0.6·0.7=0.42

0.6·0.3=0.18

0.4·0.5=0.2

0.4·0.5=0.2

1
0.7

0.3

1
0.7

0.3

1 1

0.7

0.3

1 0.7

0.3

Fig. 3. Fragment of the induced DTMC Mσ (where ρ = s0 go s1, ρ′ = ρ safe s0 go s1
and ρ′′ = ρ risk s3 reset s0 go s1)

When using an MDP to model and verify quantitative properties of a system,
this equates to evaluating the best- or worst-case behaviour that can arise; for
example, we may be interested in “the minimum probability of a message being
delivered” or “the maximum expected time for a task to be completed”.

Although not every subset of IPathM is measurable, all the sets we will
consider in this tutorial are measurable, so we can use the above notation freely
without stressing the need of the measurability every time.

Example 3. Consider again the example MDP from Figure 2. Let σ be the
adversary such that, for any finite path ρ:

σ(ρ) =


[go 7→1] if last(ρ)=s0

[risk 7→0.4, safe 7→0.6] if ρ = s0
go−→s1

[safe 7→1] if last(ρ)=s1 and ρ 6= s0
go−→s1

[finish 7→1] if last(ρ)=s2
[reset 7→1] if last(ρ)=s3 .

Part of the induced DTMC Mσ is depicted in Figure 3. The adversary σ is
neither memoryless, nor deterministic, but is finite-memory. More precisely, σ is
defined by the tuple (Q, q, σu, σs) where Q = {q0, q1}, q = q0 and, for any q ∈ Q,
a ∈ αM and s ∈ S:

σu(q, a, s) =


q1 if q=q0 and a ∈ {risk , safe}
q0 if q=q0 and a 6∈ {risk , safe}
q1 otherwise

and:

σs(q, s) =


[go 7→1] if s=s0
[risk 7→0.4, safe 7→0.6] if q=q0 and s=s1
[safe 7→1] if q=q1 and s=s1
[finish 7→1] if s=s2
[reset 7→1] if s=s3 .
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(q0,⊥, s0) (q0, go, s1)

(q1, safe, s0)

(q1, safe, s2)

(q1, risk , s2)

(q1, risk , s3) (q1, reset , s0)

(q1, go, s1)

(q1,finish, s2)
1

0.42
0.18

0.2
0.2

1

0.7

1

1

1

1

0.3

1

Fig. 4. The quotient DTMC Mq
σ

The quotient DTMC Mq
σ is depicted in Figure 4.

Returning to the finite path ρ = s0
go−→s1

risk−−→s3 from Example 2, we have
PrσM,s0({π | ρ is a prefix of π}) = (1·1)·(0.4·0.5) = 0.2. �

Related Models. We conclude this section by briefly surveying models that are
closely related to MDPs and clarifying certain differences in terminology used
elsewhere. Our definition of MDPs in this tutorial essentially coincides with the
classical definitions (see e.g. [14,57,76]), although there are notational differ-
ences. Also commonly used in probabilistic verification is the model of (simple)
probabilistic automata (PAs), due to Segala [80,81]. These permit multiple dis-
tributions labelled with the same action to be enabled from a state (i.e. δM is a
relation δM ⊆ S×αM×Dist(S)), thus strictly generalising MDPs. This model is
particularly well suited to compositional modelling and analysis of probabilistic
systems, a topic that we will discuss further in Section 9. The names are some-
times used interchangeably, for example, the PRISM model checker [56] supports
both PAs and MDPs, but refers to them simply as MDPs.

Confusingly, there is an alternative model called probabilistic automata, due
to Rabin [78], which is also well known. From a syntactic point of view, these
are essentially the same as MDPs, but are typically used in a language-theoretic
setting, rather than for modelling and verification. An exception is [72], which
uses Rabin’s probabilistic automata to build a game-theoretic framework for ver-
ifying probabilistic programs. Another approach is to use “alternating” models,
which distinguish between states that offer a probabilistic choice and those that
offer a nondeterministic choice. Examples include the model of Hansson [53] and
the concurrent Markov chains of [34,84]. We do not attempt a complete survey
of MDP-like models here. See [48] for a classification scheme of such models, [82]
for a thorough comparison and [80,1,7] for further references and discussion.

4 Probabilistic Reachability

In the remainder of this tutorial, we will introduce a variety of properties of
MDPs and describe the corresponding methods to perform probabilistic model
checking. We begin with the simple, yet fundamental, property of probabilistic
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reachability. This refers to the minimum or maximum probability, when starting
from a given state s, of reaching a set of target states T ⊆ S. To formalise this,
let reachs(T ) be the set of all paths that start from state s and contain a state
from T . More precisely, we have:

reachs(T )
def
= {π ∈ IPathM,s | π(i) ∈ T for some i ∈ N}

and, when s is clear from the context, we will write reach(T ) instead of reachs(T ).
The measurability of reachs(T ) follows from the fact that reachs(T ) = ∪ρ∈I{π ∈
IPathM,s | π has prefix ρ}, where I is the (countable) set of all finite paths from
s ending in T , and each element of this union is measurable. We then aim to
compute one or both of the following probability bounds:

Prmin
M,s(reachs(T ))

def
= infσ∈AdvM PrσM,s(reachs(T ))

Prmax
M,s(reachs(T ))

def
= supσ∈AdvM PrσM,s(reachs(T )) .

In the remainder of this section, we will first consider the special case of qualita-
tive reachability, that is, finding those states for which the probability is either
0 or 1. Next, we consider the general quantitative case and discuss several dif-
ferent approaches that can be used to either compute or approximate minimum
and maximum reachability probabilities. Finally, we describe how to generate
adversaries which achieve the reachability probability of interest. Further de-
tails about many of the methods described in this section can be found in [76].
One important fact that we use is that there always exist deterministic and
memoryless adversaries that achieve the minimum and maximum probabilities
of reaching a target T .

4.1 Qualitative Reachability

In this section, we will present methods for finding the sets of states for which the
minimum or maximum reachability probability is either 0 or 1. More precisely,
we will be concerned with constructing the following sets of states:

S0
min

def
= {s ∈ S | Prmin

s (reachs(T ))=0}
S1

min
def
= {s ∈ S | Prmin

s (reachs(T ))=1}
S0

max
def
= {s ∈ S | Prmax

s (reachs(T ))=0}
S1

max
def
= {s ∈ S | Prmax

s (reachs(T ))=1} .

The probability 0 cases are often required as input to the algorithms for quan-
titative reachability, while using both can reduce round-off errors and yield a
speed-up in verification time. The gains are attributed to the fact that, to per-
form qualitative analysis, it is sufficient to know whether transitions are possible,
not their precise probabilities. Hence, the analysis can be performed using graph-
based, rather than numerical, computation.

Algorithms 1–4 give a formal description of how to compute the above sets;
examples of executing these algorithms are presented in Section 4.2. For further
details, see [18,1].
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Input: MDP M = (S, s, αM, δM, L), target set T ⊆ S
Output: the set S0

min = {s ∈ S | Prmin
s (reach(T ))=0}

1 R := T ;
2 do
3 R′ := R;
4 R := R′ ∪

{
s ∈ S | ∀a ∈ A(s). ( ∃s′ ∈ R′. δM(s, a)(s′)>0 )

}
;

5 while R 6= R′;
6 return S \R;

Algorithm 1: Computation of S0
min

Input: MDP M = (S, s, αM, δM, L), set S0
min

Output: the set S1
min = {s ∈ S | Prmin

s (reach(T ))=1}
1 R := S \ S0

min;
2 do
3 R′ := R;
4 R := R′ \

{
s ∈ R′ | ∃a ∈ A(s).

(
∃s′ ∈ S. ( δM(s, a)(s′)>0 ∧ s′ 6∈ R′ )

) }
;

5 while R 6= R′;
6 return R;

Algorithm 2: Computation of S1
min

4.2 Quantitative Reachability

Before we introduce the actual algorithms for computing minimum and maxi-
mum reachability probabilities, we present the Bellman equations that describe
these probabilities. It should be apparent that, if xs = Prmin

s (reach(T )) for all
s ∈ S, then the following equations are satisfied:

xs = 1 if s ∈ S1
min

xs = 0 if s ∈ S0
min

xs = mina∈A(s)

∑
s′∈S δM(s, a)(s′) · xs′ otherwise.

When solving these equations, we in fact find the probability Prmin
s (reach(T ))

for all states s of the MDP, rather than just a specific state of interest. From
the results presented in [17,16] (since the problem of finding minimum reacha-
bility probabilities is a special case of the stochastic shortest path problem), the
equations above have a unique solution. Furthermore, it is actually sufficient to
just compute S0

min and replace S1
min with T in the above. Below, we will discuss

various methods to solve these equations.
Similarly, if xs = Prmax

s (reach(T )), then the following equations are satisfied:

xs = 1 if s ∈ S1
max

xs = 0 if s ∈ S0
max

xs = maxa∈A(s)

∑
s′∈S δM(s, a)(s′) · xs′ otherwise.

In this case, from the results of [17,1], it follows that the maximum reachabil-
ity probabilities are the least solution to these equations. Again, like for the
minimum case, it suffices to just compute S0

max and replace S1
max with T .
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Input: MDP M = (S, s, αM, δM, L), target set T ⊆ S
Output: the set S0

max = {s ∈ S | Prmax
s (reach(T ))=0}

1 R := T ;
2 do
3 R′ := R;
4 R := R′ ∪

{
s ∈ S | ∃a ∈ A(s). ( ∃s′ ∈ R′. δM(s, a)(s′)>0 )

}
;

5 while R 6= R′;
6 return S \R;

Algorithm 3: Computation of S0
max

Input: MDP M = (S, s, αM, δM, L), target set T ⊆ S
Output: S1

max = {s ∈ S | Prmax
s (reach(T ))=1}

1 R := S;
2 do
3 R′ := R;
4 R := T ;
5 do
6 R′′ := R;
7 R := R′′ ∪

{
s ∈ S | ∃a ∈ A(s).

8
(
∀s′ ∈ S. ( δM(s, a)(s′)>0→ s′ ∈ R′ )

)
∧
(
∃s′ ∈ R′′. δM(s, a)(s′)>0

)}
;

9 while R 6= R′′;

10 while R 6= R′;
11 return R;

Algorithm 4: Computation of S1
max

Linear Programming. One approach to computing the minimum and max-
imum reachability probabilities is to construct and solve a linear programming
(LP) problem. In the case of minimum probabilities Prmin

s (reach(T )), it has been
demonstrated [17,35,1] that the following linear program:

maximise
∑
s∈S xs subject to the constraints:

xs = 1 for all s ∈ S1
min

xs = 0 for all s ∈ S0
min

xs 6
∑
s′∈S δM(s, a)(s′) · xs′ for all s 6∈ S1

min ∪ S0
min and a ∈ A(s)

has a unique solution satisfying xs = Prmin
s (reach(T )).

Example 4. Consider again the example from Figure 2 and let us compute
Prmin

s (reach({s2})) for all s ∈ S. We first need to execute Algorithm 1, starting
with R = {s2}, and changing R to {s1, s2} and to {s0, s1, s2} in two consecutive
iterations of the do-while loop. This is a fixed point, so the returned set S0

min is
S\{s0, s1, s2} = {s3}. Next, we execute Algorithm 2, starting withR={s0, s1, s2}
and then consecutively change R to {s0, s2} and {s2}, which is the fixed point,
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so S1
min = {s2}. Using these sets, we obtain the linear program:

maximise xs0+xs1+xs2+xs3 subject to:
xs2 = 1
xs3 = 0
xs0 6 xs1
xs1 6 0.5·xs2 + 0.5·xs3
xs1 6 0.7·xs0 + 0.3·xs2

which has the unique solution xs0=0.5, xs1=0.5, xs2=1 and xs3=0. Hence, the
vector of values for Prmin

s (reach({s2})) is (0.5, 0.5, 1, 0). �

In the case of maximum probabilities, the situation is similar [35,1], and we have
the following the linear program:

minimise
∑
s∈S xs subject to the constraints:

xs = 1 for all s ∈ S1
max

xs = 0 for all s ∈ S0
max

xs >
∑
s′∈S δ(s, a)(s′) · xs′ for all s 6∈ S1

max ∪ S0
max and a ∈ A(s)

which yields a unique solution satisfying xs = Prmax
s (reach(T )).

Example 5. We will illustrate the computation of maximum reachability prob-
abilities using the MDP from Figure 2 and the target set {s3}. We first run Al-
gorithm 3, initialising the set R to {s3}. After the first iteration of the do-while
loop, we get R={s1, s3}, and after the second we get R={s0, s1, s3}, which is the
fixed point, so the returned set is S0

max={s2}. Then, we execute Algorithm 4.
In the outer do-while loop (lines 2–10), we start with R′=S and R={s3}. The
first execution of the inner loop (lines 5–9) yields R={s0, s1, s3} and the second
yields R={s3}. The latter is the fixed point, so we return S1

max={s3}. Setting
up the linear program, we get:

minimise xs0+xs1+xs2+xs3 subject to:
xs3 = 1
xs2 = 0
xs0 > xs1
xs1 > 0.5·xs2 + 0.5·xs3
xs1 > 0.7·xs0 + 0.3·xs2

which has the unique solution xs0=0.5, xs1=0.5, xs2=0 and xs3=1, giving the
vector of values (0.5, 0.5, 0, 1) for Prmax

s (reach({s3})). �

The benefit of the linear programming approach is that it can be used to compute
exact answers. The drawback, however, is that its scalability to large models is
limited. Despite a wide range of LP solution methods being available, in practice
models used in probabilistic verification become too large to solve in this way.
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Input: MDPM = (S, s, αM, δM, L), sets S0
min, S

1
min and convergence criterion ε

Output: (approximation of) Prmin
s (reach(T )) for all s ∈ S

1 foreach s ∈ S do xs :=

{
1 if s ∈ S1

min

0 otherwise
;

2 do
3 foreach s ∈ S\(S0

min ∪ S1
min) do

4 x′s := mina∈A(s)

∑
s′∈S δM(s, a)(s′) · xs′ ;

5 end
6 δ := maxs∈S (x′s − xs);
7 foreach s ∈ S\(S0

min ∪ S1
min) do xs := x′s;

8 while δ > ε;
9 return (x′s)s∈S

Algorithm 5: Value iteration for Prmin
s (reach(T ))

Value Iteration. An alternative method is value iteration, which offers better
scalability than linear programming, but at the expense of accuracy. Instead of
computing a precise solution to the set of linear equations for Prmin

s (reach(T )),
it computes the probability of reaching T within n steps. For large enough n,
this yields a good enough approximation in practice.

Formally, we introduce variables xns for s ∈ S and n ∈ N and equations:

xns =


1 if s ∈ S1

min

0 if s ∈ S0
min

0 if s 6∈ (S1
min ∪ S0

min) and n=0
mina∈A(s)

∑
s′∈S δM(s, a)(s′) · xn−1

s′ otherwise.

It can be shown [76,1,7] that limn→∞ xns = Prmin
s (reach(T )). We can thus ap-

proximate Prmin
s (reach(T )) by computing xns for sufficiently large n. Further-

more, we can compute the maximum probabilities Prmax
s (reach(T )) in near-

identical fashion, by replacing “min” with “max” in the above.
Typically, a suitable value of n is not decided in advance, but rather deter-

mined on-the-fly, based on the convergence of the values xns . A simple but ef-
fective scheme is to terminate the computation when maxs∈S(xns − xn−1

s ) drops
below a specified threshold ε. In cases where the probability values are very
small, the maximum relative difference, i.e. maxs∈S((xns − xn−1

s )/xn−1
s ) may be

a more reliable criterion. It is important to stress, however, that these tests do
not guarantee that the resulting values are within ε of the true answer. In the-
ory, it is possible to make certain guarantees on the precision obtained, based
on the denominators of the (rational) transition probabilities [27]. However, it is
unclear whether these are practically applicable.

An illustration of how value iteration can be implemented is given in Algo-
rithm 5. In practice, there is no need to store all vectors xn; just two (x and x′

in the algorithm) are required.

Example 6. To illustrate value iteration, we will slightly modify the running
example from Figure 2: let us suppose that the action reset is not available in s3,
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s0

{init}, 1

s1

2

s2

{succ}, 0

s3

{fail}, 0

go, 1 1

safe, 1

0.6 0.3

risk , 4 0.5

0.5

finish, 0

1

stop, 0

1

0.1

Fig. 5. A modified version of the running example from Figure 2

and that the action safe is not completely reliable, but results in a failure with
probability 0.1 and leads to s0 only with probability 0.6. The modified MDP
is depicted in Figure 5. Suppose we want to compute Prmax

s0 (reach({s2})). By

executing Algorithms 3 and 4, we obtain S0
max={s3} and S1

max={s2}, yielding
the following equations for value iteration:

xns2 = 1 for n>0
xns3 = 0 for n>0
x0si = 0 for i ∈ {0, 1}
xns0 = xn−1

s1 for n>0
xns1 = max{0.6·xn−1

s0 + 0.1·xn−1
s3 + 0.3·xn−1

s2 , 0.5·xn−1
s2 + 0.5·xn−1

s3 } for n>0

Below, are the vectors xn = (xns0 , x
n
s1 , x

n
s2 , x

n
s3), shown up to a precision of 5

decimal places, for increasing n, terminating with ε=0.001.

x0 = (0.0, 0.0, 1.0, 0.0) x7 = (0.66, 0.696, 1.0, 0.0)
x1 = (0.0, 0.5, 1.0, 0.0) x8 = (0.696, 0.696, 1.0, 0.0)
x2 = (0.5, 0.5, 1.0, 0.0) x9 = (0.696, 0.7176, 1.0, 0.0)
x3 = (0.5, 0.6, 1.0, 0.0) x10 = (0.7176, 0.7176, 1.0, 0.0)
x4 = (0.6, 0.6, 1.0, 0.0) · · ·
x5 = (0.6, 0.66, 1.0, 0.0) x22 = (0.74849, 0.74849, 1.0, 0.0)
x6 = (0.66, 0.66, 1.0, 0.0) x23 = (0.74849, 0.74909, 1.0, 0.0)

The exact values for Prmax
s (reach({s2})) are (0.75, 0.75, 1, 0), which differ from

x23 by up to 0.00151 (for state s0). �

Gauss-Seidel Value Iteration. Several variants of value iteration exist that
improve its efficiency. One such variant is Gauss-Seidel value iteration. Intu-
itively, this method exhibits faster convergence by using the most up-to-date
probability values available for each state within each iteration of the computa-
tion. This has the added benefit that only a single vector of probabilities needs
to be stored, since new values are written directly to the vector. Algorithm 6
shows the algorithm for the case of minimum reachability probabilities. Notice
that it uses only a single vector x.

Policy Iteration. An alternative class of algorithms for computing reachability
probabilities is policy iteration (recall that “policy” is alternative terminology
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Input: MDPM = (S, s, αM, δM, L), sets S0
min, S

1
min and convergence criterion ε

Output: (approximation of) Prmin
s (reach(T )) for all s ∈ S

1 foreach s ∈ S do xs :=

{
1 if s ∈ S1

min

0 otherwise
;

2 do
3 δ := 0;
4 foreach s ∈ S\(S0

min ∪ S1
min) do

5 xnew := mina∈A(s)

∑
s′∈S δM(s, a)(s′) · xs′ ;

6 δ := max(δ, xnew − xs);
7 xs := xnew ;

8 end

9 while δ > ε;
10 return (xs)s∈S

Algorithm 6: Gauss-Seidel value iteration for Prmin
s (reach(T ))

for “adversary”). Whereas value iteration steps through vectors of values, policy
iteration generates a sequence of adversaries. We start with an arbitrary, deter-
ministic and memoryless adversary, and then repeatedly construct an improved
(deterministic and memoryless) adversary by computing the corresponding prob-
abilities and changing the actions taken so that the probability of reaching T is
decreased or increased (depending on whether minimum or maximum probabil-
ities are being computed). The existence of deterministic and memoryless ad-
versaries exhibiting minimum and maximum reachability probabilities, together
with properties of the reachability problem, implies that this method will return
the correct result (assuming it terminates). Termination is guaranteed by the
fact that there are only finitely many such adversaries.

Algorithm 7 describes policy iteration for computing Prmin
s (reach(T )); the

case for maximum values is similar. Notice that, since the adversary is both
deterministic and memoryless, we can describe it simply as a mapping σ from
states to actions. Computing the probabilities Prσs (reach(T )) for each adversary
σ is relatively straightforward and is done by computing reachability probabil-
ities for the corresponding quotient DTMC Mq

σ. Since Mq
σ is finite-state, this

can be done either by treating it as a (finite-state) MDP and using the other
methods described in this section, or by solving a linear equation system [67].
We remark also that, to ensure termination of the algorithm, the action assigned
to σ(s) when improving the policy should only be changed when there is a strict
improvement in the probability for s.

Example 7. To demonstrate the policy iteration method, let us modify the
MDP from Figure 2 by adding a self-loop on s0 labelled with a new action wait
(i.e. δM(s0,wait) = [s0 7→1]). Note that there are 23=8 different deterministic
and memoryless adversaries in the new MDP. Let us maximise the probability of
reaching {s2}. We start with the adversary σ that picks wait , safe and stop in s0,
s1 and s3, respectively. The vector of probabilities of reaching the state s2 under
σ is (0, 0.3, 1, 0). We then change the decision of σ in s0 to go, and the decision
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Input: MDP M = (S, s, αM, δM, L), target set T ⊆ S
Output: Prmin

s (reach(T )) for all s ∈ S
1 Pick arbitrary adversary σ;
2 do
3 Compute ps := Prσs (reach(T )) for all s ∈ S;
4 foreach s ∈ S do σ(s) := arg mina∈A(s)

∑
s′∈S δM(s, a)(s′) · ps′

5 while σ has changed ;
6 return (ps)s∈S

Algorithm 7: Policy iteration for Prmin
s (reach(T ))

in s1 to risk . Recomputing the values ps, we get (0.5, 0.5, 1, 0) and subsequently
change the decision of σ in s1 back to safe and in s3 to reset . Computing the
values of ps then yields (1, 1, 1, 1), which cannot be further improved, so these
probabilities are returned. �

Method Comparison. To give an idea of the relative performance of the com-
putation methods described in this section, we provide a small set of results,
using models from the PRISM benchmark suite [89]. Table 1 shows results for
8 model checking problems on 6 different models. The models, and associated
parameters, are: consensus (N=4,K=16), firewire dl (delay=36, deadline=800),
csma (N=3,K=4), wlan (BOFF=5,COL=6), zeroconf (N=1000,K=8, reset=f),
zeroconf dl (N=1000,K=2, reset=f, bound=30); see [89] for further details.

We show the model sizes (number of states) and, for each of three methods
(value iteration, Gauss-Seidel, policy iteration), the number of iterations needed
and the total solution time (in seconds), running on a 2.53 GHz machine with
8 GB RAM. For policy iteration, we use Gauss-Seidel to analyse each adversary
and, for all iterative methods, we terminate when the maximum absolute dif-
ference is below ε=10−6. Results are omitted for linear programming since this
approach does not scale to these model sizes. We see that Gauss-Seidel is al-
ways faster than standard value iteration and often gives a significant speed-up,
thanks to its faster convergence. It is likely that further gains could be made by
re-ordering the state space. Policy iteration, in most cases, needs to examine a
relatively small number of adversaries. However, it does not (on this benchmark
set, at least) offer any improvement over Gauss-Seidel value iteration and on
some models can be considerably slower than standard value iteration.

4.3 Adversary Generation

As stated earlier in this section, for MDP M and target set T , there are always
deterministic and memoryless adversaries, say σmin and σmax, exhibiting the
minimum and maximum probabilities of reaching T , respectively. So far, we
have described how to compute the values of these probability bounds. Here we
discuss how to generate adversaries σmin and σmax that achieve these bounds.
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Model Property Size Value iter. Gauss-Seidel Policy iteration

(states) Iter.s Time Iter.s Time Adv.s Iter.s Time

consensus c2 166,016 70,681 368.8 35,403 190.1 6 35,687 196.1

consensus disagree 166,016 90,861 637.6 45,432 336.5 52 83,775 533.3

firewire dl deadline 530,965 621 5.74 614 5.67 1 614 5.69

csma all before 1,460,287 118 3.53 87 2.44 2 161 5.68

csma some before 1,460,287 59 0.25 45 0.14 2 76 0.58

wlan collisions 1,591,710 825 2.34 323 0.97 4 788 2.58

zeroconf correct 1,870,338 345 16.6 259 14.4 4 581 24.8

zeroconf dl deadline 666,378 122 1.09 81 0.76 18 758 6.86

Table 1. Comparison of the methods for computing reachability probabilities

As for policy iteration discussed earlier, since the adversaries are deterministic
and memoryless, we can describe them as a mapping from states to actions.

For the case of minimum probabilities, this is straightforward. Regardless of
the method used for computation of the minimum probabilities Prmin

s (reach(T )),
we define, for each state s ∈ S:

σmin(s)
def
= arg mina∈A(s)

( ∑
s′∈S δM(s, a)(s′) · Prmin

s′ (reach(T ))
)
.

For the case of maximum probabilities, more care is required [1]. There are sev-
eral solutions, depending on the probability computation method used. If policy
iteration was applied, for example, the process is trivial since adversaries are
explicitly constructed and solved during the algorithm’s execution. We will now
demonstrate how to adapt the value iteration algorithm to compute an opti-
mal adversary as it proceeds. The idea is essentially the same as for minimum
probabilities above, but we perform this at every step of the computation and,
crucially, only update the adversary for a state s if the probability is strictly bet-
ter in that state. The adapted algorithm is shown in Algorithm 8. An additional
caveat of this version of the algorithm is that we skip the (optional) computation
of S1

max in order to correctly determine optimal choices for those states. For the
states in S0

max, by definition the reachability probability is 0 for all adversaries,
and hence we can choose arbitrary actions in these states.

5 Reward-based Properties

Reward structures are a powerful mechanism for reasoning about various quanti-
tative properties of models. As mentioned earlier, reward structures can be used
to model system characteristics such as power consumption, the cost or time to
execute a task and the size of a queue. In this tutorial, we discuss expected reward
properties, focussing on two particular classes: instantaneous reward and cumu-
lative reward. Instantaneous reward allows reasoning about the expected reward
associated with the state of an MDP after a particular number of steps. Cumula-
tive reward is useful in situations where we are interested in the sum of rewards
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Input: MDP M, target T , set S0
max and convergence criterion ε

Output: (approximation of) Prmax
s (reach(T )) for all s ∈ S, optimal adversary

1 foreach s ∈ S\(S0
max ∪ T ) do

2 xs :=

{
1 if s ∈ T
0 otherwise

;

3 σmax(s) := ⊥;

4 end
5 do
6 foreach s ∈ S\(S0

max ∪ T ) do
7 x′s := maxa∈A(s)

∑
s′∈S δM(s, a)(s′) · xs′ ;

8 if σmax(s) = ⊥ or x′s > xs then
9 σmax(s) := arg maxa∈A(s)

∑
s′∈S δM(s, a)(s′) · xs′ ’;

10 end
11 δ := maxs∈S (x′s − xs);
12 foreach s ∈ S\(S0

max ∪ T ) do xs := x′s;

13 end

14 while δ > ε;
15 return (x′s)s∈S , σ

max

Algorithm 8: Value iteration/adversary generation for Prmax
s (reach(T ))

accumulated up to a certain point. There are also various other reward-based
properties for MDPs, of which two of the most prominent are:

– Discounted reward, in which reward is accumulated step by step, but the
reward gained in the nth step is multiplied by a factor λn for some λ < 1,
thus giving preference to rewards gained earlier in time;

– Expected long-run average reward, in which the average reward gained per
state or transition is considered.

The reader is refered to [76] for a more comprehensive review of these and other
such properties.

5.1 Instantaneous Rewards

One of the simplest MDP reward properties is instantaneous reward, which is
defined as the expected reward of the state entered after k steps, for a given
reward structure and step k ∈ N. For example, if the MDP models a system
equipped with a queue and the reward structure assigns the current queue size to
each state, then instantaneous reward properties allow us to formalise questions
such as “what is the maximum expected size of the queue after 200 steps?”.

Formally, given an MDPM = (S, s, αM, δM, L), state reward function rstate

forM, state s ∈ S and step k, we define a random variable I =k
rstate

: IPaths → R>0

such that I =k
rstate

(π)
def
= rstate(π(k)) for all infinite paths π ∈ IPaths. The value

of interest is then either Emin
s (I =k

rstate
) or Emax

s (I =k
rstate

), i.e. either the minimum or
maximum expected reward at step k when starting from state s.
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s0

1

s1

2

s2

0

a0, 0 1 a1, 0 1

b0, 0

1

a2, 0

1

Fig. 6. An example MDP for which optimal memoryless adversaries do not exist

It is easy to see that memoryless adversaries do not suffice for minimising or
maximising instantaneous reward. For example, consider the MDP from Figure 6
and the value of Emax

s0 (I =3
rstate

). The optimal behaviour is to take self-loop b0 twice
and then the action a0, which yields expected instantaneous reward of 2, which
no memoryless adversary can achieve. Intuitively, the adversary may need to
“wait” in some states until the time comes to take a step towards states in
which the reward is large (or small if we consider the minimising case).

The values Emin
s (I =k

rstate
) are computed through the following equations, which

exploit the relation between instantaneous reward in the `th and (`−1)th steps:

x`s =

{
rstate(s) if `=0

mina∈A(s)

(∑
s′∈S δM(s, a)(s′)·x`−1

s′

)
otherwise

We set Emin
s (I =k

rstate
) equal to xks . It is also straightforward to extend this to com-

pute an optimal adversary σmin on-the-fly by remembering the action:

a`s = arg mina∈A(s)

(∑
s′∈S δM(s, a)(s′)·x`−1

s′

)
for all 16`6k and s ∈ S, and setting σmin(ρ) = [aρ 7→1] where aρ = a

k−|ρ|
last(ρ) for

all ρ ∈ FPath such that |ρ|6k−1. The choices for paths longer than k−1 can be
arbitrary as these do not influence the expected reward.

The equations for computing Emax
s (I =k

rstate
) and σmax can be obtained by re-

placing “min” with “max” in those above for Emin
s (I =k

rstate
).

Example 8. Let us compute the maximum instantaneous reward after 4 steps in
the MDP from Figure 2. This amounts to finding the solution to the equations:

x0s0 = 1
x0s1 = 2
x0s2 = 0
x0s3 = 0

x`s0 = x`−1
s1

x`s1 = max{0.7·x`−1
s0 + 0.3·x`−1

s2 , 0.5·x`−1
s2 + 0.5·x`−1

s3 }
x`s2 = x`−1

s2

x`s3 = max{x`−1
s3 , x`−1

s0 }

for 16`64. The following are the values xi = (xis0 , x
i
s1 , x

i
s2 , x

i
s3):

x1 = ( 2, 0.7, 0, 1)
x2 = ( 0.7, 1.4, 0, 2)
x3 = ( 1.4, 1, 0, 2)
x4 = ( 1, 1, 0, 2)

So, e.g., Emax
s0 (I =4

rstate
) = 1. The associated optimal adversary σmax satisfies:

– if last(ρ)=s1, then σmax(ρ)=[risk 7→1] when |ρ|61 and [safe 7→1] otherwise;
– if last(ρ)=s3, then σmax(ρ)=[stop 7→1] when |ρ|61 and [reset 7→1] otherwise. �
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5.2 Step-bounded Cumulative Reward

Rather than computing the expected reward gained at the kth step, it may be
useful to compute the expected reward accumulated up to the kth step. Formally,
given an MDP M=(S, s, αM, δM, L), reward structure r=(rstate , raction), state
s and step bound k, we define the random variable C6k

r : IPaths → R>0 where:

C6k
r (π)

def
=
∑k−1
i=0

(
rstate(si) + raction(si, ai)

)
for all infinite paths π = s0

a0−→ s1
a1−→ · · · ∈ IPaths and consider either

Emin
s (C6k

r ) or Emax
s (C6k

r ). For example, if the MDP models a system in which
energy is consumed at each step, and the reward structure assigns energy values
to actions, then step-bounded cumulative reward can be used to reason about
properties such as “the expected energy consumption of the system within the
first 1000 time-units of operation”.

As for the previous case, there may not exist a memoryless optimal adversary.
For example, consider Emin

s0 (C63
r ) for the MDP from Figure 6. The optimal

behaviour is to take the self-loop b0 once and then the actions a0 and a1, which
yields cumulated reward 5. This is not achievable by any memoryless adversary.

The value of Emin
s (C6k

r ) is computed in a similar way to instantaneous re-
wards through the following equations:

x`s =

{
0 if `=0

rstate(s) + mina∈A(s)

(
raction(s, a) +

∑
s′∈S δM(s, a)(s′)·x`−1

s′

)
otherwise

Like for the instantaneous case, an optimal adversary can be constructed on-
the-fly by remembering the action:

a`s = arg mina∈A(s)

(
raction(s, a) +

∑
s′∈S δM(s, a)(s′)·x`−1

s′

)
for all 16`6k and s ∈ S, and setting σ(ρ) = [aρ 7→1] where aρ = a

k−|ρ|
last(ρ) for all

ρ ∈ FPath such that |ρ|6k−1. The choices for paths longer than k−1 can be
arbitrary as these do not influence the expected reward.

When considering maximum rewards, the corresponding equations can be
obtained by replacing “min” with “max” in those above.

Example 9. Let us compute the maximum expected reward accumulated within
4 steps in the MDP from Figure 2. In order to do this, we need to solve the
following equations (cf. Example 8):

x0s0 = 0
x0s1 = 0
x0s2 = 0
x0s3 = 0

x`s0 = 1 + 1 + x`−1
s1

x`s1 = 2 + max{1 + 0.7·x`−1
s0 + 0.3·x`−1

s2 , 4 + 0.5·x`−1
s2 + 0.5·x`−1

s3 }
x`s2 = x`−1

s2

x`s3 = max{x`−1
s3 , 5 + x`−1

s0 }
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for 16`64. The following are the values xi = (xis0 , x
i
s1 , x

i
s2 , x

i
s3):

x1 = (2, 6, 0, 5)
x2 = (8, 8.5, 0, 7)
x3 = (10.5, 9.5, 0, 13)
x4 = (11.5, 12.5, 0, 15.5)

So, e.g., Emax
s0 (C64

r ) = 11.5. The computed optimal adversary σmax is in fact
memoryless and satisfies σmax(s1) = [risk 7→1] and σmax(s3) = [reset 7→1]. �

5.3 Cumulative Reward to Reach a Target

Sometimes it is more useful to consider the cumulative reward gained before
some set of target states is reached, rather than within a time bound. This could
be used, for example, to compute “the expected cost of completing a task” or
“the total expected energy consumption during a system’s lifetime”.

LetM=(S, s, αM, δM, L) be an MDP, r=(rstate , raction) a reward structure,
s ∈ S and T ⊆ S a set of target states. We aim to compute Emin

s (FT
r ) or

Emax
s (FT

r ) where FT
r : IPaths → R>0 is the random variable such that, for any

path π = s0
a0−→ s1

a1−→ · · · ∈ IPaths:

FT
r (π)

def
=

{
∞ if si 6∈ T for all i ∈ N∑kTπ−1
i=0 ( rstate(si) + raction(si, ai) ) otherwise

where kTπ = min{k | sk ∈ T}. As for probabilistic reachability, there are always
deterministic and memoryless adversaries exhibiting the minimum and maxi-
mum expected cumulative reward of reaching a target T .

Let us first consider the case Emin
s (FT

r ). By definition, the value of Emin
s (FT

r )
is infinite if and only if, for all adversaries, when starting in state s, the prob-
ability of reaching T is strictly less than 1. Using the methods presented in
Section 4, we can compute S1

max, i.e. the set of states for which the probabil-
ity of reaching T equals 1 for some adversary. Hence, Emin

s (FT
r ) is infinite if

and only if s 6∈ S1
max, and it remains to compute the values for the states in

s ∈ S1
max. Let CTr : IPaths → R>0 be the random variable such that for any

path π = s0
a0−→ s1

a1−→ · · · ∈ IPaths:

CTr (π)
def
=
∑lTπ−1
i=0 ( rstate(si) + raction(si, ai) )

where lTπ = ∞ if si 6∈ T for all i ∈ N and equals min{k | sk ∈ T} otherwise.
Now, using [1,17], if there exists a proper adversary that achieves the minimum
expected value of CTr , i.e. an adversary σ such that:

Prσs (reach(T )) = 1 and Eσs (CTr ) = Emin
s (CTr ) for all s ∈ S1

max,

then the values Emin
s (FT

r ) are the unique solution to the following equations:

xs =

{
0 if s ∈ T
rstate(s) + mina∈A(s)

(
raction(s, a) +

∑
s′∈S δM(s, a)(s′)·xs′

)
otherwise.
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As for probabilistic reachability in Section 4, techniques such as linear program-
ming, value iteration or policy iteration can be used to compute the value. How-
ever, there still remains the problem of checking for the existence of such a proper
adversary or dealing with the case when no such proper adversary exists. The
solution is to use the techniques presented in [1], and perform a transformation
of the MDP, by essentially removing end components with only zero rewards, to
guarantee that such a proper adversary exists.

For the maximum case, by definition, the value Emax
s (FT

r ) is infinite if and
only if there is an adversary under which T is reached from s with probability
strictly less than 1. Again, using the methods presented in Section 4, we can
compute S1

min, i.e. the set of states for which no such adversary exists. Hence,
S1

min identifies precisely those states for which the maximum expected reward is
finite. For such states s, the values Emax

s (FT
r ) satisfy the follow equations:

xs =

{
0 if s ∈ T
rstate(s) + maxa∈A(s)

(
raction(s, a) +

∑
s′∈S δM(s, a)(s′)·xs′

)
otherwise

and are in this case the least solution [1]. We can again use techniques such as
those described in Section 4 to find this solution.

Example 10. Let us consider the MDP from Figure 5, and compute the mini-
mum expected reward to reach {s2, s3}. Since S1

max=S, we obtain the equations:

xs2 = 0
xs3 = 0
xs0 = 1 + 1 + xs1
xs1 = 2 + min{4 + 0.5·xs2 + 0.5·xs3 , 1 + 0.3·xs2 + 0.1·xs3 + 0.6·xs0}

The unique solution is the vector (8, 6, 0, 0) and, e.g., Emin
s0 (F

{s2,s3}
r ) = 8. �

A careful reader may have noticed that both properties considered earlier in
this section, i.e. instantaneous reward at the kth step and cumulative reward
up to the kth step, can be reduced to the cumulative reward to reach a tar-
get set. More precisely, for an MDP M = (S, s, αM, δM, L) and reward struc-
ture r=(rstate , raction), we can construct an MDPM′ = (S′, s′, δM′ , L

′), reward
structure r′=(r ′state , r

′
action) and target T ′ where in both cases:

– S′ = S×{0, . . . , k+1} and s′ = (s, 0);
– for any s, s′ ∈ S, a ∈ αM and i6k we have δM′((s, i), a)((s′, i+1)) =
δM(s, a)(s′) and δM′((s, k+1), a)((s′, k+1)) = δM(s, a)(s′).

In the instantaneous case, T ′ = S×{k+1} and, for any s ∈ S, 06i6k+1
and a ∈ αM, we set r ′state(s, i) to rstate(s) if i=k and to 0 otherwise, and
r ′action((s, i), a)=0. We then have that Emin

(s,0)(FT ′

r ′ ) (respectively Emax
(s,0)(F

T ′

r ′ )) in

M′ equals Emin
s (I =k

rstate
) (respectively Emax

s (I =k
rstate

)) in M.
For cumulative rewards, T ′ = S×{k}, r ′state(s, i)=rstate(s) for all s ∈ S

and 06i6k+1, and r ′action((s, i), a)=raction(s, a) for all s ∈ S, 16i6k+1, and
a ∈ αM. In this case, we have that Emin

(s,0)(F
T ′

r ′ ) (respectively Emax
(s,0)(F

T ′

r ′ )) in M′

equals Emin
s (C6k

r ) (respectively Emax
s (C6k

r )) in M.
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6 PCTL Model Checking

In this section, we discuss the use of temporal logic to express and verify more
complex properties of systems than just reachability or reward-based properties.
We then show how the techniques introduced in Sections 4 and 5 can be used to
perform model checking of these properties.

6.1 The Logic PCTL

PCTL (Probabilistic Computational Tree Logic) [54,18] is a probabilistic exten-
sion of the temporal logic CTL [33]. PCTL is used to express properties of both
DTMCs [54] and MDPs [18]. Here, we focus on MDPs. In the last part of this
section, we will extend PCTL to reward-based properties and, in Section 7, we
will discuss the alternative temporal logic LTL (linear temporal logic).

Definition 12 (PCTL syntax). The syntax of PCTL is as follows:

φ ::= true
∣∣ c ∣∣ φ ∧ φ ∣∣ ¬φ ∣∣ P./ p[ψ]

ψ ::= Xφ
∣∣ φ U6k φ

∣∣ φ U φ

where c is an atomic proposition, ./ ∈ {6, <,>, >}, p ∈ [0, 1] and k ∈ N.

PCTL formulas are interpreted over an MDP and we assume that the atomic
propositions c are taken from the set AP used to label its states.

In the syntax above, we distinguish between state formulas φ and path for-
mulas ψ, which are evaluated over states and paths, respectively. A property of
a model will always be expressed as a state formula; path formulas only occur
as the parameter of the probabilistic path operator P./ p[ψ]. Intuitively, a state s
satisfies P./ p[ψ] if, under any adversary, the probability of taking a path from s
satisfying path formula ψ is in the interval specified by ./ p.

As path formulas, we allow the X (next), U6k (bounded until) and U (until)
operators, which are standard in temporal logics. Intuitively: Xφ is true if φ is
satisfied in the next state; φ1 U6k φ2 is true if φ2 is satisfied within k time-steps
and φ1 holds up until that point; and φ1 U φ2 is true if φ2 is satisfied at some
point in the future and φ1 holds up until then.

Semantics. To give the semantics of PCTL, we must first specify a class of
adversaries Adv . More precisely, the satisfaction relation is parameterised by
Adv and a PCTL formula is satisfied in a state s if it is satisfied under all
adversaries σ ∈ Adv . In practice, Adv is usually taken to be the set AdvM of all
adversaries. The formal semantics of PCTL is as follows.

Definition 13 (PCTL semantics). Let M = (S, s, αM, δM, L) be an MDP,
Adv a class of adversaries of M and s ∈ S. The satisfaction relation |=Adv of
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PCTL is defined inductively by:

s |=Adv true always
s |=Adv c ⇐⇒ c ∈ L(s)
s |=Adv φ1 ∧ φ2 ⇐⇒ s |=Adv φ1 ∧ s |=Adv φ2

s |=Adv ¬φ ⇐⇒ s 6|=Adv φ
s |=Adv P./ p[ψ] ⇐⇒ PrσM,s({π ∈ IPathM,s | π |= Advψ}) ./ p for all σ ∈ Adv

where, for any π ∈ IPathM:

π |=Adv Xφ ⇐⇒ π(1) |=Adv φ
π |=Adv φ1 U6k φ2 ⇐⇒ ∃i 6 k .

(
π(i) |=Adv φ2 ∧ π(j) |=Adv φ1 ∀j < i

)
π |=Adv φ1 U φ2 ⇐⇒ ∃k > 0 . π |=Adv φ1 U6k φ2 .

As for probabilistic reachability in Section 4, it is straightforward to show that
the set of paths satisfying any PCTL path formula ψ is measurable [84,11].

With slight abuse of notation, we will use PrσM,Adv ,s(ψ) to denote the prob-
ability that a path from s satisfies path formula ψ under adversary σ:

PrσM,Adv ,s(ψ)
def
= PrσM,s({π ∈ IPathM,s | π |=Adv ψ})

and define the minimum and maximum probabilities of satisfying the formula
under the adversaries Adv for a starting state s:

Prmin
M,Adv ,s(ψ)

def
= infσ∈Adv PrσM,Adv ,s(ψ)

Prmax
M,Adv ,s(ψ)

def
= supσ∈Adv PrσM,Adv ,s(ψ).

Where clear from the context, we will omit the subscripts M and/or Adv .

Additional Operators. From the basic PCTL syntax, we can derive several
other useful operators. Among these are the well known logical equivalences:

false ≡ ¬true
φ1 ∨ φ2 ≡ ¬(¬φ1 ∧ ¬φ2)
φ1 → φ2 ≡ ¬φ1 ∨ φ2

We also allow path formulas to contain the F (future) operator (often written
as ♦), which is common in temporal logics. Intuitively, F φ means that φ is
eventually satisfied, and its bounded variant F6k φ means that φ is satisfied
within k steps. These can be expressed in terms of the PCTL until and bounded
until operators as follows:

F φ ≡ true U φ and F6k φ ≡ true U6k φ .

Similarly, we add a G (globally) operator (often written as �), where G φ intu-
itively means that φ is always satisfied. It too has a bounded variant G6k φ,
which means that φ is continuously satisfied for k steps. These operators can be
expressed using the equivalences:

G φ ≡ ¬(F ¬φ) and G6k φ ≡ ¬(F6k ¬φ) .
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Strictly speaking, the G and G6k operators cannot be derived from the basic
syntax of PCTL since we do not allow negation in path formulas. However, it
can be shown that, for example:

P>p[G φ] ≡ P61−p[F ¬φ]

See Section 7.2 (page 35) for an explanation of the above equivalence.

Examples. Some examples of PCTL formulas, taken from case studies, are:

– P<0.05[F (sensor fail1∧sensor fail2)] – “the probability of simultaneous fail-
ures occurring in both sensors is less than 0.05”;

– P>0.8[F6k ackn] – “the probability that the sender has received n acknowl-
edgements within k clock-ticks is at least 0.8”;

– P<0.4[¬failA U failB ] – “the probability that component B fails before com-
ponent A is less than 0.4”;

– ¬oper → P>1[F (P>0.99[G6100 oper ])] – “if the system is not operational, it
almost surely reaches a state from which it has a greater than 0.99 chance
of staying operational for 100 time units”.

Extensions of PCTL. A commonly used extension of PCTL, which derives
from the PRISM model checker [56], is the addition of quantitative versions of
the P operator. Rather than stating that the probability of some path formula
ψ being satisfied is always above or below a threshold, quantitative properties
simply ask: “what is the minimum/maximum probability of ψ holding?”. For
this, we add the operators Pmin=?[ψ] and Pmax=?[ψ] and, adapting the examples
from above, we can express:

– Pmin=?[F6k ackn] - “what is the minimum probability that the sender has
received n acknowledgements within k clock-ticks?”;

– Pmax=?[¬failA U failB ] - “what is the maximum probability that component
B fails before component A?”.

Of course, these operators cannot be nested within PCTL formulas, like in the
fourth example from the earlier list. Thus, in the two examples above, Pmin=?[ψ]
or Pmax=?[ψ] is the outermost operator of the formula. As will be seen in the next
section, the process of model checking a PCTL formula P./ p[ψ] requires compu-
tation of the probabilities Prmin

s (ψ) or Prmax
s (ψ) anyway, so these quantitative

properties are no more expensive to analyse.
In addition, when writing specifications for MDPs in PCTL, it may some-

times be useful to consider the existence of an adversary that satisfies a particular
property, rather than stating that all adversaries satisfy it. For simple formulas,
this can be done via translation to a dual property. For example, verifying that
“there exists an adversary σ for which, from state s, the probability of satisfying
ψ is at least p” is equivalent to model checking the PCTL formula ¬P<p[ψ], which
states “it is not the case that under all adversaries the probability of satisfying
ψ from state s is less than p”. Later, in Section 8, we will discuss the feasibility
of checking the existence of adversaries satisfying more complex formulas.
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P<0.5[X¬P>1[a U (b ∧ c)]]

¬P>1[a U (b ∧ c)]

P>1[a U (b ∧ c)]

a b ∧ c

b c

Fig. 7. The parse tree for a formula P<0.5[X¬P>1[a U (b ∧ c)]]

6.2 PCTL Model Checking

Model checking a PCTL formula φ on an MDP M amounts to checking which
states of M satisfy φ. The basic structure of the algorithm for PCTL model
checking [54,18] is similar to the model checking algorithm for the temporal
logic CTL [33]. First, we construct a parse tree of the formula φ. Each node of
the tree is labelled with a subformula of φ, the root is labelled with φ itself and
the leaves are labelled with either true or atomic propositions (an example parse
tree is depicted in Figure 7). Working upwards towards the root, we recursively
compute the set of states satisfying each subformula, and at the end we have
determined the set of states satisfying φ. For a given class of adversaries Adv , let
SatAdv (φ) denote the set {s ∈ S | s |=Adv φ} of all states satisfying the formula
φ under the class of adversaries Adv . Letting B ∈ {>, >} and C ∈ {6, <}, the
algorithm for PCTL formulas can be summarised as follows:

SatAdv (true) = S

SatAdv (c) = {s | c ∈ L(s)}
SatAdv (¬φ) = S\SatAdv (Φ)

SatAdv (φ1 ∧ φ2) = SatAdv (φ1) ∩ SatAdv (φ2)

SatAdv (PBp[ψ]) = {s ∈ S |Prmin
Adv ,s(ψ) B p}

SatAdv (PCp[ψ]) = {s ∈ S |Prmax
Adv ,s(ψ) C p} .

Obviously, the most difficult part in the above algorithm is the computation of
the probability bounds Prmin

Adv ,s(ψ) and Prmax
Adv ,s(ψ). In what follows, we describe

how to compute these probability bounds for the different possible path formulas
ψ when Adv is the set AdvM of all adversaries of the MDP, and therefore omit
Adv from the subscript. An alternative would be to consider the class of fair
adversaries. We do not discuss the issue of fairness when model checking MDPs
in this tutorial; for details, see e.g. [2,8,12].

The “Next” Operator. If ψ = Xφ, then it follows that:

Prmin
s (Xφ) = mina∈A(s)

∑
s′∈Sat(φ)δM(s, a)(s′)

Prmax
s (Xφ) = maxa∈A(s)

∑
s′∈Sat(φ)δM(s, a)(s′)
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both of which can be computed easily. An optimal memoryless adversary σ can
be constructed by putting σ(s) = [a7→1] where a is an action that minimises (or
maximises)

∑
s′∈Sat(φ) δM(s, a)(s′).

The “Bounded Until” Operator. Consider the case ψ = φ1 U6k φ2 for
minimum probabilities, i.e. computation of Prmin

s (φ1 U6k φ2) for all states s.
These can be computed by solving the following equations:

x`s =


1 if s ∈ Sat(φ2)

0 if s 6∈ (Sat(φ1) ∪ Sat(φ2))

0 if s ∈ (Sat(φ1)\Sat(φ2)) and `=0

mina∈A(s)

∑
s′∈S δM(s, a)(s′) · x`−1

s′ otherwise

and setting Prmin
s (φ1 U6k φ2) = xks . Like for reward-based properties, an optimal

adversary can be constructed on-the-fly by remembering the action:

a`s = arg mina∈A(s)

∑
s′∈S δM(s, a)(s′) · x`−1

s′

for all 06`6k and s ∈ S, and setting σ(ρ) = [aρ 7→1] where aρ = a
k−|ρ|
last(ρ) for all

ρ ∈ FPath such that |ρ|6k−1. For maximum probabilities, we simply replace
“min” with “max” in the equations above.

The “Unbounded Until” Operator. It remains to give a procedure that
computes the minimum and maximum probabilities when ψ = φ1 U φ2. The ap-
proach is based on the probabilistic reachability computation given in Section 4
for the target T=Sat(φ2). However, here, we also need to ensure that φ1 holds
before satisfying φ2. Thus, we restrict attention to paths that remain in the set of
states Sat(φ1) before reaching the target. Formally, this can be done by prepro-
cessing the MDP in the following way. For each state s ∈ S\Sat(φ1) and action
a ∈ A(s) we change δM(s, a) to [s7→1]. It then follows that Prmin

s (φ1 U φ2) (re-
spectively, Prmax

s (φ1 U φ2)) in the original MDP equals Prmin
s (reach(Sat(φ2)))

(respectively, Prmax
s (reach(Sat(φ2)))) in the preprocessed MDP. The solution

methods such as value iteration or policy iteration presented in Section 4 can
therefore be applied, as well as the adversary generation.

Example 11. Consider again the example MDP from Figure 2, together with
the formula P<1[X (P>0.5[¬fail U init ])]. We start with the analysis of the inner-
most subformulas and obtain Sat(fail)={s3} and Sat(init)={s0}. Then, we pro-
ceed with ¬fail and find Sat(¬fail)={s0, s1, s2}. Next, considering the formula
P>0.5[¬fail U init ], we modify the MDP so that in s3 we loop on action reset , and
then compute the minimum probability of reaching {s0}. Computing S0

min and
S1

min yields S0
min={s1, s2, s3} and S1

min={s0}, which gives values for all states,
and hence Sat(P>0.5[¬fail U init ]) = {s0}. Finally, for P<1[X (P>0.5[¬fail U init ])],
we compute Prmax

s (X (P>0.5[¬fail U init ])) for s ∈ {s0, s1, s2, s3}, and obtain the
values (0,max{0.7·1 + 0.3·0, 0.5·0 + 0.5·0}, 0,max{0, 1}) = (0, 0.7, 0, 1), yielding
Sat(P<1[X (P>0.5[¬fail U init ])]) = {s0, s1, s2}. �
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6.3 Extending PCTL with Rewards

We can extend the definition of PCTL to include the reward-related properties
introduced in Section 5. Here, we present the extension of PCTL used in PRISM.
More expressive logics for reward-based properties of MDPs can be found in [1].
The syntax for state formulas of PCTL becomes:

φ ::= true
∣∣ c ∣∣ φ ∧ φ ∣∣ ¬φ ∣∣ P./ p[ψ]

∣∣ Rr
./ x[I=k]

∣∣ Rr
./ x[C6k]

∣∣ Rr
./ x[F φ]

where c is an atomic proposition, ./ ∈ {6, <,>, >}, p ∈ [0, 1], r is a reward
structure, x ∈ R>0 and k ∈ N. The semantics of the previously introduced
operators remains unchanged (see Definition 13), while the semantics of the new
operators is defined as follows:

s |=Adv R
r
./ x[I=k] ⇐⇒ EσM,s(I =k

rstate
) ./ x for all σ ∈ Adv , where r=(rstate , raction)

s |=Adv R
r
./ x[C6k] ⇐⇒ EσM,s(C6k

r ) ./ x for all σ ∈ Adv

s |=Adv R
r
./ x[F φ] ⇐⇒ EσM,s(F SatAdv (φ)

r ) ./ x for all σ ∈ Adv .

We can reuse the basic model checking algorithm from above, but we need to
extend it to deal with the new operators. Letting B ∈ {>, >} and C ∈ {6, <},
we have to compute the following sets:

SatAdv (Rr
Bx[I=k]) = {s ∈ S | infσ∈Adv Eσs (I =k

rstate
) B x}

SatAdv (Rr
Cx[I=k]) = {s ∈ S | supσ∈Adv Eσs (I =k

rstate
) C x}

SatAdv (Rr
Bx[C6k]) = {s ∈ S | infσ∈Adv Eσs (C6k

r ) B x}
SatAdv (Rr

Cx[C6k]) = {s ∈ S | supσ∈Adv Eσs (C6k
r ) C x}

SatAdv (Rr
Bx[F φ]) = {s ∈ S | infσ∈Adv Eσs (F SatAdv (φ)

r ) B x}
SatAdv (Rr

Cx[F φ]) = {s ∈ S | supσ∈Adv Eσs (F SatAdv (φ)
r ) C x} .

Hence, if Adv is the set of all adversaries of M, then we need to compute the
minimum and maximum expected values of the random variables I =k

rstate
, C6k

r and

F
SatAdv (φ)
r , which can be achieved using the algorithms of Section 5. Like for the

P operator, we can also consider quantitative versions Rr
min=?[·] and Rr

max=?[·] of R
which ask: “what is the minimum/maximum expected reward?”.

6.4 Complexity

The model checking algorithms for PCTL on MDPs [35,18] are polynomial in
the size of the model and linear in the size of the formula, where the sizes of
the parameters are defined as follows. The size of an MDP M, denoted |M|,
equals the total number of nondeterministic choices (since we require A(s) to
be non-empty for all states s, it is always the case that this is greater than the
number of states). The size of a formula φ, denoted |φ|, equals the number of
logical connectives and temporal operators in the formula plus the sum of the
sizes of the temporal operators.
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Due to the recursive nature of the model checking algorithm, we perform
model checking for each of the |φ| operators of φ individually. The most expensive
cases concern computation of minimum and maximum reachability probabilities
or expected cumulative reward to reach a target, for which we must solve a linear
optimisation problem of size |M|. Using, for example, the ellipsoid method, this
can be performed in polynomial time.

Generally, to simplify the complexity analysis, we will ignore issues regarding
number representations, e.g. of probabilities in the MDP or constants in a PCTL
formula. If, for example, we took the size of the formula to also include the binary
encoding of the numbers k in the bounded until operators, the complexity of
model checking algorithm would be exponential in the size of the formula.

7 Linear-time Probabilistic Model Checking

The logic PCTL described in the previous section is a branching-time logic.
Notice that, when referring to the probability of an event occurring (using the
P operator), only a single temporal operator (such as U , F or G) can be used.
The only way to combine temporal operators is to use a nested formula, such as
P<0.2[F P>0.9[G a]]. However, the meaning of such formulas can be subtle as each
appearance of the P operator has a separate quantification over adversaries.

In this section, we consider linear-time properties for MDPs, in which the
probability of more complex events can be expressed. We will discuss two dis-
tinct classes: probabilistic safety properties and properties expressed in linear
temporal logic (LTL), which are in fact a special case of ω-regular properties.
In each case, computing the required probabilities can be acheived through the
use of automata: either finite automata, for probabilistic safety properties, or
ω-automata such as Rabin automata, for LTL and ω-regular properties.

Another important point to make is that, in this section, we will consider
linear-time properties expressed in terms of the actions that label the transi-
tions of an MDP, rather than the atomic propositions labelling its states, as was
done for PCTL in the previous section. In fact, either approach can be taken
and the model checking process is very similar. In this presentation, we opt for
action-based properties since these are required for the compositional proba-
bilistic model checking techniques that we discuss in Section 9. See, for example,
[35,11,32] for details of the state-based approach.

7.1 Probabilistic Safety Properties

To define probabilistic safety properties, we first recall the definitions of deter-
ministic finite automata and regular safety properties.

Definition 14 (Deterministic finite automaton). A deterministic finite au-
tomaton (DFA) is a tuple A = (Q, q, αA, δA, F ), comprising a finite set of states
Q, initial state q ∈ Q, finite alphabet αA, transition function δA : Q×αA → Q
and accepting states F ⊆ Q.
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q0

q1 q2

warn shutdown

warn, shutdown warn, shutdown

Fig. 8. DFA Aerr
A for the regular safety property ΦA in Example 12

We say that A is complete (or total) if the transition function δA is total. A DFA
A defines the regular language L(A) ⊆ (αA)∗ where a0 . . . ak ∈ L(A) if and only

if q
a0−→ q1

a1−→ · · · ak−→ qk+1 is a path of A (i.e. δA(q, a0)=q1 and δA(qi, ai)=qi+1

for all 16i6k) and qk+1 ∈ F .

Definition 15 (Regular safety property). A regular safety property ΦP rep-
resents a set of infinite words L(ΦP ) ⊆ (αP )ω over an alphabet αP , which is
characterised by a regular language of “bad prefixes”, i.e. finite words of which
any extension is not in L(ΦP ). We represent ΦP by an error automaton Aerr

P :
a (complete) DFA over αP that stores these bad prefixes. Formally:

L(ΦP )
def
= {w ∈ (αP )ω | no prefix of w is in L(Aerr

P )} .

Regular safety properties can capture properties such as:

– “event A always occurs before event B”;
– “a system failure never occurs”;
– “termination occurs within at most k steps”.

Example 12. Consider the regular safety property ΦA with the meaning “warn
occurs before shutdown” for a model whose alphabet includes warn and shut-
down. Figure 8 shows the corresponding DFA Aerr

A where accepting states are
shaded. The “bad prefixes” are the finite words that do not begin with warn. �

To determine the probability that a safety property ΦP is satisfied, we look at
the set of paths whose traces, when restricted to αP , are in L(ΦP ). Consider an
MDP M and regular safety property ΦP with αP ⊆ αM. For any adversary σ
and state s ofM, we define the probability, under σ, of ΦP being satisfied when
starting from s as:

PrσM,s(ΦP )
def
= PrσM,s({π ∈ IPathM,s | tr(π)�αP ∈ L(ΦP ) ∪ L∗(ΦP )})

where w�α is the projection of word w onto the alphabet α and L∗(ΦP ) =
{w ∈ (αP )∗ | no prefix of w is in L(Aerr

P )}. The inclusion of L∗(ΦP ) is required
because the projection can return finite words. As stated earlier, the set of paths
that satisfy ΦP is always measurable, so the notation is well-defined. As for other
classes of property, we also define:

Prmin
M,s(ΦP )

def
= infσ∈AdvM PrσM,s(ΦP )

Prmax
M,s(ΦP )

def
= supσ∈AdvM PrσM,s(ΦP ) .
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We can now introduce, using the probability bound operator P>p[·], the class of
probabilistic safety properties.

Definition 16 (Probabilistic safety property). A probabilistic safety prop-
erty P>p[ΦP ] comprises a regular safety property ΦP and a (lower) probabil-
ity bound p ∈ (0, 1]. A state s of an MDP M satisfies the property, denoted
s |= P>p[ΦP ], if the probability of satisfying ΦP is at least p for all adversaries:

s |= P>p[ΦP ] ⇐⇒ ∀σ∈AdvM . PrσM,s(ΦP ) > p

⇐⇒ Prmin
M,s(ΦP ) > p .

Probabilistic safety properties can be used to capture a variety of useful prop-
erties of MDPs; for example:

– “event A always occurs before event B with probability at least 0.9”;
– “the probability of a system failure occurring is at most 0.02”;
– “the probability of terminating within k time-units is at least 0.75”.

Notice that, in the second example above, we express the property in terms of
the maximum probability of the safety property not holding, rather than the
(equivalent) minimum probability that it does hold. This equivalence is also
used when model checking a probabilistic safety property P>p[ΦP ]. We reduce
the problem of computing the probability Prmin

M,s(ΦP ) for each state s of an MDP
to the problem of computing maximum reachability probabilities in the product
M⊗Aerr

P of the MDP M and an error automaton Aerr
P for ΦP .

Definition 17 (MDP-DFA product). IfM=(S, s, αM, δM, LM) is an MDP,
ΦP is a regular safety property with αP ⊆ αM and Aerr

P =(Q, q, αP , δP , F ) is an
error automaton for ΦP , then the product MDP, denoted M⊗Aerr

P , is given by
(S×Q, (s, q), αM, δM⊗Aerr

P
, LM⊗Aerr

P
) where, for each (s, q) ∈ S×Q and a ∈ αM:

– δM⊗Aerr
P

((s, q), a) =

 δM(s, a)×[δP (q, a)7→1] if a ∈ A(s) ∩ αP
δM(s, a)×[q 7→1] if a ∈ A(s)\αP
undefined otherwise

– LM⊗Aerr
P

(s, q) =

{
LM(s) ∪ {errP } if q ∈ F
LM(s) otherwise.

Intuitively, the product records both the state of the MDP M and the state of
the DFA Aerr

P , based on the actions seen so far in the history ofM. The labelling
is also modified by marking states corresponding to accepting states of Aerr

P with
the new atomic proposition errP (we will use this later in Section 9). Crucially,
because the automaton is deterministic, each path throughM⊗Aerr

P corresponds
to a unique path in each of M and Aerr

P . Consequently: (i) the probability
of events in M is preserved in M⊗Aerr

P ; and (ii) each path of M⊗Aerr
P that

corresponds to a path of M that violates ΦP contains a state in S×F .

Proposition 1 ([69]). If M=(S, s, αM, δM, LM) is an MDP, s ∈ S, ΦP is a
safety property such that αP ⊆ αM, and Aerr

P is an error automaton for ΦP with
accepting states F , then:

Prmin
M,s(ΦP ) = 1− Prmax

M⊗Aerr
P ,(s,q)(reach(S×F )) .
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s0

s1 s2

s3

detect

0.8

0.2

warn 1

shutdown

1

off

1

(a) M1

s0 q0

s1 q0

s2 q0

s2 q1

s3 q2

{errA}

s3 q1

detect 0.8

0.2

warn 1

shutdown 1
off

1

shutdown 1

off 1

(b) M1⊗Aerr
A

Fig. 9. An MDP M1 and the product M1⊗Aerr
A with the DFA Aerr

A from Figure 8

Thus, checking satisfaction of P>p[ΦP ] on MDPM can be achieved by applying
the techniques of Section 4 to the product MDP M⊗Aerr

P .

Example 13. Consider the MDP M1 in Figure 9(a) and probabilistic safety
property P>0.8[ΦA] where ΦA is the regular safety property “warn occurs be-
fore shutdown” from Example 12, represented by the DFA Aerr

A of Figure 8.
The product M1⊗Aerr

A is shown in Figure 9(b) and, using the techniques of
Section 4, we find that Prmax

M1⊗Aerr
A ,(s0,q0)(reach(S×{q2}))=0.2. Therefore, using

Proposition 1, we have Prmin
M1,s0(ΦA)=1−0.2=0.8, yielding s0 |= P>0.8[ΦA]. �

7.2 LTL and ω-regular Properties

LTL (linear temporal logic) [75] is a widely used temporal logic that is partic-
ularly well suited for expressing long-run properties of systems. As discussed
above, in this presentation, we use LTL to define properties of MDPs in terms
of their action labels. For the remainder of this section, we assume an MDP M
with the alphabet of action labels αM.

Definition 18 (LTL syntax). The syntax of LTL is defined by the grammar:

ψ ::= true | a | ψ ∧ ψ | ¬ψ | Xψ | ψ U ψ

where a ∈ αM.

As for PCTL (see Section 6), we can derive additional operators ∨, →, F and G.
The satisfaction of an LTL formula ψ is given in terms of infinite words over

the alphabet αM. To give the semantics, we require some additional notation
regarding words. For any infinite word w = a0a1a2 . . ., let w[i] denote the (i+1)th
element ai of w and let w[i . . . ] denote the suffix aiai+1 . . . of w.

Definition 19 (LTL semantics). Let w be an infinite word over the alphabet
αM. The satisfaction relation |= for LTL is defined inductively by:

w |= true always
w |= a ⇐⇒ w[0] = a
w |=ψ1 ∧ ψ2 ⇐⇒ w |=ψ1 ∧ w |=ψ2

w |=¬ψ ⇐⇒ w 6|=ψ
w |= Xψ ⇐⇒ w[1 . . .] |=ψ
w |=ψ1 U ψ2 ⇐⇒ ∃i ∈ N .

(
w[i . . .] |=ψ2 ∧ (∀j<i . w[j . . .] |=ψ1 )

)
.
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Using this definition, the satisfaction of an LTL formula ψ by an infinite path π
of the MDP M can be defined in terms of the trace of the path as follows:

π |=ψ ⇐⇒ tr(π) |=ψ.

Example 14. Let us consider the following paths from the MDP in Figure 2:

π1 = s0
( go−→ s1

risk−−→ s3
reset−−−→ s0

)ω
π2 = s0

go−→ s1
risk−−→ s3

reset−−−→ s0
go−→ s1

safe−−→ s2
( finish−−−→ s2

)ω
The formula F (reset ∧ (X F reset)), which intuitively means that reset occurs
at least twice in a path, is true in π1, but not true in π2. On the other hand,
the formula F G finish, which says that, from some point on, we will only take
the action finish, is true in π2, but not in π1. Other examples are the formula
X X (¬risk U finish), which is satisfied in π2, but not in π1, and the formula
G (go → X risk), which is satisfied in π1 but not in π2. �

It is now straightforward to define the probability of satisfying an LTL formula
ψ when starting in a state s under an adversary σ of the MDP M:

PrσM,s(ψ)
def
= PrσM,s({π ∈ IPathM,s | π |=ψ}) .

The set of paths satisfying an LTL formula ψ is always measurable [84,11]. As
usual, we define the minimum and maximum probability of satisfaction over all
adversaries of the MDP:

Prmin
M,s(ψ)

def
= infσ∈AdvM PrσM,s(ψ)

Prmax
M,s(ψ)

def
= supσ∈AdvM PrσM,s(ψ).

Definition 20 (Probabilistic LTL specification). A probabilistic LTL spec-
ification is a formula P./ p[ψ] where ./ ∈ {6, <,>, >}, p ∈ [0, 1] and ψ is an LTL
formula. We say that the probabilistic LTL specification is satisfied in a state s
of an MDP M if and only if PrσM,s(ψ) ./ p for all adversaries σ ∈ AdvM.

In order to model check an MDPM and probabilistic LTL specification P./ p[ψ],
we need to compute Prmin

M,s(ψ) if ./ ∈ {>, >} or Prmax
M,s(ψ) if ./ ∈ {6, <}. Because

every path either satisfies ψ or ¬ψ, the problem of computing the minimum
probability of satisfying ψ is easily reducible to the computation of the maximum
probability of satisfying ¬ψ. More precisely, by definition:

Prmin
M,s(ψ) = infσ∈AdvM PrσM,s({π |π |=ψ})

= infσ∈AdvM

(
1− PrσM,s({π |π 6|= ψ})

)
since PrσM,s is a probability measure

= infσ∈AdvM

(
1− PrσM,s({π |π|=¬ψ})

)
by definition of |=

= 1− supσ∈AdvM PrσM,s({π |π |= ¬ψ}) rearranging

= 1− Prmax
M,s(¬ψ) by definition.
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q0 q1

go

αM\{go}
αM\{go} go

Fig. 10. A DRA for F G go with Acc = {({q0}, {q1})} (see Example 15)

Like for probabilistic safety properties in the previous section, LTL model check-
ing is based on the use of automata. However, since the satisfaction of LTL for-
mulas is defined over infinite words, we use ω-automata, rather than finite au-
tomata. In particular, as proposed in [1], we use deterministic Rabin automata.
An alternative, which we do not discuss here, is to use partially determinised
Büchi automata [34,35].

Definition 21 (Deterministic Rabin automaton). A deterministic Rabin
automaton (DRA) is a tuple A = (Q, q, αA, δA, Acc) of finitely many states Q,
initial state q ∈ Q, finite alphabet αA, transition function δA : Q×αA→Q and
acceptance condition Acc={(Li,Ki)}ki=1 where k ∈ N and Li,Ki ⊆ Q for 16i6k.

For a DRA A = (Q, q, αA, δA, Acc), since the transition function is deterministic
and total, for any infinite word w = a0a1a2 . . . over αA there is a corresponding
unique path q

a0−→ q1
a1−→ q2

a2−→ · · · of A (where the path of A is defined as
for DFAs). Using this fact, we say that A accepts an infinite word w if the
corresponding path contains finitely many states from Li and infinitely many
from Ki for some 16i6k. The language L(A) of the DRA A is given by the set
of infinite words that the automaton accepts.

Now, for any LTL formula ψ, we can construct a DRA, say Aψ, over αM
that accepts precisely the words satisfying ψ, i.e. for any infinite word w:

w |=ψ ⇐⇒ w ∈ L(Aψ)

The construction of the DRA Aψ from the formula ψ is beyond the scope of this
tutorial; for details see e.g. [85,36,11].

In fact, the set of properties that can be captured by a DRA is a strict super-
set of those expressible as LTL formulas, known as ω-regular properties. The same
class of properties can also be captured with nondeterministic Büchi automata.
However, the model checking process for MDPs requires deterministic automata
and deterministic Büchi automata are not sufficiently expressive (e.g. the LTL
formula F G a cannot be represented by a deterministic Büchi automaton).

Example 15. Consider again the running example of Figure 2, together with the
DRA A = (Q, q0, αM, δM,Acc) given in Figure 10, i.e. Q = {q0, q1}, δA(q, go) =
q1 and δA(q, a) = q0 for all q ∈ Q and a ∈ αM\{go}, and Acc is a singleton set
containing ({q0}, {q1}). The property specified by the automaton is “eventually
we will only take the action go”, which is equivalent to the LTL formula F G go.
This holds with probability 0 under all adversaries, since, for any adversary,
almost all paths eventually reach and stay in either s2 or s3. �
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7.3 Model Checking LTL and ω-regular Properties

We now describe the process of computing the maximum probabilities, in an
MDP M = (S, s, αM, δM, L), for an ω-regular property given in the form of
a DRA A. As mentioned earlier, this subsumes the problem of computing the
probabilities for an LTL formula. This is done by constructing the product ofM
and A, and then identifying accepting end components. To ease presentation, for
the remainder of the section we omit the labelling function from MDPs.

Definition 22 (MDP-DRA product). The productM⊗A of an MDPM =
(S, s, αM, δM) and DRA A = (Q, q, αM, δA, {(Li,Ki)}ki=1) is given by the MDP
(S×Q, (s, q), αM, δM⊗A) where, for any (s, q) ∈ S×Q and a ∈ αM:

– δM⊗A((s, q), a) =

{
δM(s, a)×[δA(q, a)7→1] if a ∈ A(s)
undefined otherwise.

For an MDPM and DRA A with acceptance condition {(Li,Ki)}ki=1, an accept-
ing path of M⊗A is an infinite path such that, when projecting its states onto
Q, there are finitely many states from Li and infinitely many from Ki for some
16i6k. Furthermore, an accepting EC (recall the definition of end components
from Definition 6) of M⊗A is an EC (S′, δ′) for which there exists an 16i6k
such that the set of states S′, when projected onto Q, contains some state from
Ki, but no states from Li. A key property of the productM⊗A is that, for every
state s and adversary σ in M, there is an adversary σ′ in M⊗A such that:

PrσM,s({π ∈ IPathM,s | tr(π) ∈ L(A)})

= Prσ
′

M⊗A,(s,q)({π′ ∈ IPathM⊗A,(s,q) |π′ is an accepting path})

and vice versa. Using this property, together with properties of end components
[1], we can further show that the following proposition holds.

Proposition 2. For any MDP M = (S, s, αM, δM), state s ∈ S and DRA
A = (Q, q, αM, δA, {(Li,Ki)}ki=1), we have:

Prmax
M,s({π ∈ IPathM,s | tr(π) ∈ L(A)}) = Prmax

M⊗A,(s,q)(reach(T ))

where (s′, q′) ∈ T if and only if (s′, q′) appears in some accepting EC of M⊗A.

We have therefore reduced the problem of model checking LTL and ω-regular
properties to the detection of end components in a product MDP and the compu-
tation of maximum reachability probabilities. The latter is covered in Section 4,
while [1,11] describes computation of end components. Furthermore, [11] shows
how to optimise model checking by considering only maximal ECs.

For a given MDP M and DRA A = (Q, q, αM, δA, {(Li,Ki)}ki=1), suppose
that we have obtained (for example through the techniques of Section 4), a
memoryless adversary σmax that maximises the probability of reaching a state
in an accepting EC of the product. We can then construct a finite-memory
adversary for M that maximises the probability of satisfying the corresponding
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q0 q1 q2

αM \ {risk}

risk

finish

αM \ {finish}
αM \ {finish}

finish

Fig. 11. A DRA for (F G finish)∧ (F risk) with Acc = {({q1}, {q2})} (see Example 16)
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Fig. 12. The product MDP M⊗A for Example 16

ω-regular property. This adversary is specified by the tuple (Q, q, σu, σs) (see
Definition 9) where σu(q, a, s)=δA(q, a) and σs(q, s)=σ

max((s, q)) for all q ∈ Q,
s ∈ S and a ∈ αM .

Example 16. Let us return to the running example of Figure 2 and compute
the maximum probability that ψ = (F G finish)∧ (F risk) is satisfied. Intuitively,
this means maximising the probability of eventually reaching and staying in the
“finished” state, while at the same time taking a risky decision at least once. A
DRA A that accepts precisely the words satisfying ψ is depicted in Figure 11.

To compute the maximum probability, we first construct the productM⊗A.
Restricting the MDP to states that are reachable from (s0, q0) yields the MDP
in Figure 12. It has three end components, which are denoted in the figure
as follows: the (single) accepting end component is represented by a dashed
box, the remaining two by dotted boxes. From Proposition 2, Prmax

M,s0(ψ) equals
Prmax
M⊗A,(s0,q0)(reach({(s2, q2)})), which we now proceed to compute using the

methods from Section 4. First, using Algorithm 3 and Algorithm 4, we find the
sets S0

max={(s2, q0)} and S1
max=S\S0

max. This gives us the probabilities for all
states and, since (s0, q0) ∈ S1

max, we have Prmax
M,s0(ψ)=1.

An example optimal adversary σ′ in M⊗A is the one that satisfies σ′(ρ) =
[reset 7→1] for all ρ ending in (s3, q1), and σ′(ρ) = [risk 7→1] for all ρ ending in
(s1, q) for any q. This in fact transfers directly to a memoryless optimal adversary
σ in M satisfying σ(s3) = [reset 7→1] and σ(s1) = [risk 7→1]. �
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Complexity. We now discuss the complexity of the algorithm above. Starting
with LTL formula ψ and MDP M, we first construct a DRA Aψ. In the worst
case, the size |Aψ| (number of states) of the smallest DRA Aψ can be doubly
exponential in |ψ|, and the time complexity of the computation is doubly expo-
nential as well. In practice, though, both ψ and Aψ are much smaller than M.

After computing Aψ, we construct the product M⊗Aψ, which can be done
in time polynomial in |M| and |Aψ|. Then, we identify the end components and
compute reachability probabilities, both in time polynomial in the size of the
product. Overall, we get that the algorithm runs in time polynomial in |M| and
doubly exponential in |ψ|.

8 Multi-objective Probabilistic Model Checking

In this section, we consider multi-objective verification techniques for MDPs [40].
These permit the analysis of trade-offs between several linear-time objectives, for
example “the probability of reaching a good state is at least 0.98 and, with prob-
ability at most 0.3, it will be reached in more than 10 steps”. These techniques
will also be used, in Section 9, to perform compositional verification of MDPs.
We begin with the problem of multiple probabilistic reachability objectives, and
then describe how to generalise this to multiple ω-regular objectives.

Definition 23 (Multi-objective reachability query). For an MDPM, tar-
get sets T1, . . . , Tn ⊆ S, relational operators B1, . . . ,Bn∈ {>,>} and bounds
p1 . . . , pn ∈ [0, 1], a multi-objective reachability query asks whether there exists
an adversary σ ∈ AdvM such that PrσM,s(reach(Ti)) Bi pi for all 16i6n.

Observe two key differences between this type of query and the verification
problems we have considered so far in this tutorial: firstly, the quantification
over adversaries is existential, not universal; and secondly, we are concerned
only with the probability from the initial state s of M.

For technical reasons, we assume that all states in the target sets Ti are ab-
sorbing, i.e. the only available transitions are self-loops. This restriction is lifted
in the generalised version of the problem that we discuss subsequently. Letting
T = ∪ni=1Ti, we also compute the states from which no s′ ∈ T is reachable. These
states can be identified by computing the set S0

max from Section 4. Supposing
that s 6∈ S0

max∪T (as otherwise the solution is trivial), it can be shown [40] that
there exists an adversary σ such that PrσM,s(reach(Ti)) Bi pi for all 16i6n if
and only if the set of inequalities L(M) in Figure 13 has a solution.

Furthermore, it turns out that a solution to the inequalities L(M) yields a
memoryless randomised adversary σ under which PrσM,s(reach(Ti)) Bi pi for
all 16i6n. The adversary σ is defined by σ(s)(a) = y(s,a)/(

∑
a′∈A(s) y(s,a′))

whenever the denominator is non-zero, and arbitrarily for all other states s (such
states are not reachable from s under σ). The intuition behind the solution to
L(M) is that, the variables y(s,a) represent the expected number of times, under
adversary σ, that a is taken in s, when starting in s. This is ensured by the
equations on the first and last lines of L(M), which intuitively state that the
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in(s) +
∑
s′∈U

∑
a∈A(s′)

δ(s′, a)(s)·y(s′,a) =
∑

a∈A(s)

y(s,a) for all s ∈ U∑
s∈Ti

∑
s′∈U

∑
a∈A(s′)

δ(s′, a)(s)·y(s′,a) Bi pi for all 16i6n

y(s,a) > 0 for all s ∈ U and a ∈ A(s)

where U = S\(T ∪ S0
max) and in(s) = 1 if s = s and equals 0 otherwise.

Fig. 13. The linear inequalities L(M) for multi-objective reachability

number of times we enter a state must be equal to the number of times we
leave it. The equations on the second line capture the conditions imposed on the
probabilities of reaching each target set Ti. Since the target states are absorbing
and their outgoing self-loops are omitted from L(M), the expected number of
times to enter a target state equals the probability of reaching it.

Multi-objective LTL Queries. We now generalise these multi-objective tech-
niques to the case of ω-regular properties. For simplicity, our presentation will
be in terms of LTL formulas.

Definition 24 (Multi-objective LTL query). A multi-objective LTL query
is a formula generated by the following grammar:

θ ::= P./p[ψ] | ¬θ | θ ∧ θ

where ψ is an LTL formula, ./ ∈ {<,6,>, >}, and p ∈ [0, 1].

As before, we allow the use of connectives θ1 ∨ θ2 and θ1 → θ2 as abbreviations
for ¬(¬θ1∧¬θ2) and ¬θ1∨θ2, respectively. The semantics of multi-objective LTL
queries is defined with respect to both a state s and a specific adversary σ. As
above, the verification problem is existential : we need to decide, given an MDP
M and multi-objective LTL query θ, whether θ is satisfied in the initial state s
for some adversary σ of M. Formally, the semantics is defined as follows.

Definition 25 (Multi-objective LTL semantics). Let M=(S, s, αM, δM)
be an MDP, s ∈ S a state and σ an adversary of M. The satisfaction of a
multi-objective LTL query θ is defined inductively by:

σ, s |= P./p[ψ] ⇐⇒ PrσM,s(ψ) ./ p
σ, s |= ¬θ ⇐⇒ σ, s 6|= θ
σ, s |= θ1 ∧ θ2 ⇐⇒ σ, s |= θ1 and σ, s |= θ2

The result of the query θ is true inM if and only if σ, s |= θ for some σ ∈ AdvM.

Note the following difference in the semantics from PCTL (see Section 6) in
the way it quantifies over adversaries. In the PCTL semantics, we quantify over
adversaries every time we evaluate a formula P./ p[ψ], while in the case of multi-
objective queries we evaluate the whole formula under one fixed adversary.
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As the first step towards the solution of multi-objective problems, we em-
ploy well-established results of propositional logic and transform a given multi-
objective query θ to an equivalent query θ′ in disjunctive normal form, i.e. θ′ is
a disjunction of conjunctions of literals of the form P./p[ψ] or ¬P./p[ψ]. We can
further remove negations by replacing P./p[ψ] with P.̄/p[ψ] where .̄/ is chosen
appropriately, e.g. 6̄=>. Finally, we can ensure that no comparison operators 6
or < occur in the formula, by replacing P<p[ψ] with P>1−p[¬ψ], and P6p[ψ] with
P>1−p[¬ψ]. We obtain a formula which is a disjunction of clauses of the form:

PB1p1 [ψ1] ∧ . . . ∧ PBnpn [ψn]

where each Bi is > or >. We can then analyse each clause separately, concluding
that the formula is true if and only if at least one clause is true. For this reason,
for the remainder of this section, we can assume that the multi-objective query
θ is a conjunction of propositions PBipi [ψi] for Bi ∈ {>, >}.

The next step of the solution is similar to standard (single-objective) LTL
model checking (see Section 7): we convert each LTL formula ψi to a DRA
Ai such that w |=ψi ⇐⇒ w ∈ L(Ai) and then construct the product MDP
M′ = (· · · ((M⊗A1)⊗A2) · · · )⊗An. Next, for each subset X ⊆ {1, . . . , n} we
identify the end components of M′ that are accepting for all A ∈ {Ai | i ∈ X}.
As in Section 7, an end component is accepting for A if its acceptance condition
contains some (Lj ,Kj) such that the states of the EC, when projected onto the
states of A, contain some state from Kj , but no states from Lj .

It can then be shown that the multi-objective LTL query θ is satisfied for some
adversary ofM if and only if there exists an adversary ofM′ which ensures that,
from initial state (s, q1, . . . , qn) ofM′, the probability of eventually reaching and
staying in end components that are accepting for Ai satisfies Bi pi for 16i6n. To
determine whether such an adversary exists, we reduce the problem to a multi-
objective reachability problem, which can then be solved via the inequalities
presented earlier in Figure 13. The reduction involves the construction, based on
M′ = (S′, s′, αM, δ

′
M), of another MDP M′′ = (S′′, s′′, α′′M, δ

′′
M) where:

– S′′ = S′ ∪ {sX | X⊆{1, . . . , n}} and s′′=s′;
– α′′M = αM ∪ {aX | X ⊆ {1, . . . , n}};
– δ′′M is created from the probabilistic transition function of M′ by adding

transitions δ′′M(s, aX) = [sX 7→1] for every s and X ⊆ {1, . . . , n} such that s
is in an end component that is accepting for all A ∈ {Ai | i ∈ X}.

The following statement captures the correspondence between M′ and M′′.

Proposition 3. For any 16i6n, there is an adversary ofM′ under which, from
s′, the probability of reaching and staying in end components that are accepting
for Ai satisfies Bi pi, if and only if there is an adversary of M′′ under which,
from s′′, set Ti={sX | X ⊆ {1, . . . , n} ∧ i ∈ X} is reached with probability Bi pi.

Thus, we have a method to check a multi-objective LTL query on an MDP M,
via multi-objective reachability on M′′. We conclude by describing how, when
a satisfying adversary of M is shown to exist, it can be constructed from the
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adversary σ′′ ofM′′ obtained via multi-objective reachability. First, we construct
the adversary σ′ of M′ which follows the decisions of σ′′ except that, instead
of taking actions aX , it “switches” its mode and starts mimicking an adversary
that stays in end components that are accepting for all A ∈ {Ai | i ∈ X} and
visits all its states infinitely often. The adversary σ can then be constructed from
σ′ using the techniques presented in Section 7.

Example 17. Consider the MDP M of Figure 14(a) and the multi-objective
query P>0.6[F b1] ∧ P>0.3[G b2]. The formula is already a conjunction of propo-
sitions and contains only the comparison operator >, so we proceed with con-
struction of the equivalent DRAs A1 and A2 for the formulas F b1 and G b2,
respectively. The automata are depicted in Figures 14(b)–(c) and the accepting
tuples are Acc1 = {(∅, {q1})} and Acc2 = {(∅, {q2})}.

We next construct the product MDP M′=M⊗A1⊗A2 = (S′, s′, αM, δ
′
M),

where S′=S×{q0, q1}×{q2, q3}, s′=(t0, q0, q2), and the structure of the part of
M′ reachable from s′ is exactly the same as the structure of M, except that
t0, t1 and t2 are replaced with (t0, q0, q2), (t1, q1, q3) and (t2, q0, q2), respec-
tively. The MDP has 2 end components C1 = ({(t1, q1, q3)}, δ1) and C2 =
({(t0, q0, q2)(t2, q0, q2)}, δ2) where δ1 and δ2 are uniquely determined by the set
of states contained in the end component. We next construct the MDP M′′
according to the definition introduced earlier on page 41. The part ofM′′ reach-
able from (t0, q0, q2) is depicted in Figure 15. Our target sets for multi-objective
reachability in M′′ are T1 = {s{1}} and T2 = {s{2}}. We then get the following
set of inequalities L(M′′):
1 + y((t2,q0,q2),b2) + 0.5·y((t0,q0,q2),b2) = y((t0,q0,q2),b1) + y((t0,q0,q2),b2) + y((t0,q0,q2),a{2})

y((t0,q0,q2),b1) + y((t1,q1,q3),b1) = y((t1,q1,q3),b1) + y((t1,q1,q3),a{1})
0.5·y((t0,q0,q2),b2) = y((t2,q0,q2),b2) + y((t2,q0,q2),a{2})
y((t1,q1,q3),a{1}) > 0.6

y((t0,q0,q2),a{2}) + y((t2,q0,q2),a{2}) > 0.3

These equations do have (infinitely many) solutions and we can pick an arbitrary
one, e.g. the solution with non-zero values:

y((t0,q0,q2),b1) = 0.6
y((t0,q0,q2),b2) = 0.8

y((t1,q1,q3),a{1}) = 0.6

y((t2,q0,q2),a{2}) = 0.4 .

This gives adversary σ′′ which, in (t0, q0, q2), picks b1 or b2 with probabil-
ity 0.6/(0.6+0.8)= 3

7 or 0.8/(0.6+0.8)= 4
7 , respectively, and in (t1, q1, q3) and

(t2, q0, q2) chooses a{1} and a{2} deterministically. The induced adversary σ′

ofM′ is both randomised and history dependent: if only (t0, q0, q2) is in the his-
tory, it selects [b1 7→ 3

7 , b2 7→
4
7 ]; for all other paths ending in (t0, q0, q2), it selects

[b2 7→1]. The adversary σ′ maps naturally to an adversary σ of M that satisfies
the query P>0.6[F b1] ∧ P>0.3[G b2]. �

Quantitative Approaches. The techniques presented in this section can also
be generalised in several other ways. Firstly, like for the other verification prob-
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t1 t0 t2
b11

b2
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b21
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(a) MDP M

q0 q1

αM \ {b1}

b1

αM

(b) DRA A1 for F b1

q2 q3

b2

αM\{b2}

αM

(c) DRA A2 for G b2

Fig. 14. The MDP and deterministic Rabin automata for Example 17

t1 q1 q3 t0 q0 q2 t2 q0 q2s{1} s{2}
b11

b2

0.5

0.5

b21

b1 1

a{1}1 a{2} 1

a{2} 1

Fig. 15. The MDP M′′, built from M′ =M⊗A1⊗A2, for Example 17

lems in this chapter, we can consider quantitative approaches to multi-objective
model checking [69,45]. We can define numerical queries, which may be more
useful than existential ones in practice. These optimise one objective, subject to
constraints on several others. Formally we have the following definition.

Definition 26 (Numerical multi-objective query). For a PA M with ini-
tial state s, multi-objective LTL query θ and LTL formula ψ, a (maximising)
numerical multi-objective query is to find the following value:

Prmax
M,s(ψ | θ)

def
= sup{PrσM,s(ψ) | σ ∈ AdvM ∧ σ, s |= θ} .

If the property θ is not satisfied by any adversary of M, the query returns ⊥. A
minimising numerical multi-objective query is defined similarly.

Numerical queries can solved at essentially the same cost as existential ones.
This is done by adding an objective function to the set of linear inequalities and
solving a linear program instead. Multi-objective queries can be further extended
by integrating reward-based properties similar to those in Section 5; see [45].

Complexity. Consider a multi-objective LTL query θ for an MDP M. Con-
verting the query to disjunctive normal form can be done in time exponential
in the number of connectives of θ, yielding at most exponentially many clauses,
each containing at most polynomially many literals. The formula in disjunctive
normal form, with negations and operators < and 6 removed, contains at most
k different LTL formulas, where k is polynomial in the size of θ. We convert each
LTL formula to a DRA in time doubly exponential in its size.

For a single clause containing n LTL formulas, we then build the product
M′ of M and the constructed DRAs. This product is polynomial in the size of
M, n and the size of the DRAs. Identifying accepting end components and then
constructing the MDP M′′ both require time polynomial in the size of M′ and
exponential in n. The set of equations is constructed in time polynomial inM′′,
and solved in polynomial time using the techniques for linear programming. The
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whole procedure thus runs in the time doubly exponential in the size of θ, and
polynomial in the size of M.

Controller Synthesis. The problems discussed in this chapter concern the
generation of MDP adversaries that satisfy certain formally-specified properties.
This is often referred to as controller synthesis, and can be generalised in several
ways. We can, for example, return to the temporal logic PCTL defined in Sec-
tion 6 and consider an alternative semantics for the logic. Let us define validity
of a PCTL formula under a fixed adversary σ by stipulating Adv={σ} in the
semantics presented in Definition 13. The problem is to determine whether there
exists a σ under which the given formula is true.

This problem has also been studied [9,21,20], and—perhaps surprisingly—
it is fundamentally different from the problem in which Adv is the set of all
adversaries. In particular, answering the question whether there is a satisfying
adversary is undecidable. It becomes decidable when we restrict to qualitative
case (i.e. when the probability bounds in the formula are taken from the set
{0, 1}), but even then a satisfying adversary may require infinite memory.

9 Compositional Probabilistic Model Checking

In this section, we discuss compositional approaches to probabilistic model check-
ing of MDPs, in particular illustrating an assume-guarantee framework [69].

9.1 Probabilistic Automata and Parallel Composition

System designs often comprise multiple components operating in parallel. When
these components exhibit stochastic behaviour, MDPs are a natural formalism
to model the system since nondeterminism can be used to capture concurrency
between the components. In fact, for the purposes of compositional modelling
and analysis, it is preferable to use probabilistic automata (PAs) [80,81], which
are a (slight) generalisation of MDPs. The essential difference is that a state of
a PA can have more than one outgoing transition with the same action label.

Definition 27 (Probabilistic automaton). A probabilistic automaton (PA)
is a tuple M=(S, s, αM, δM, L), where S is a finite set of states, s ∈ S is an
initial state, αM is a finite alphabet, δM ⊆ S×(αM∪{τ})×Dist(S) is a finite
probabilistic transition relation and L : S → 2AP is a labelling function mapping
each state to a set of atomic propositions taken from a set AP.

Notice that δM is now a relation, unlike in Definition 4 (see page 5) where it is
a function. Observe also that we allow transitions to be labelled with a special
τ action, representing “silent” transitions that are internal to some component.
We introduce additional notation and use s

a−→ µ to denote that (s, a, µ) ∈ δM.
Basic notions such as paths, traces and adversaries of MDPs (see Section 3)

need slight modifications for PAs, but this is straightforward. In the case of
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traces, for example, we omit τ actions, following the intuition that these actions
are “silent”. A technical detail required by the compositional approach of [69]
is the use of partial adversaries, which can opt to (with some probability) take
none of the available choices and remain in the current state. However, model
checking of probabilistic safety properties, on which the compositional techniques
described here are based, is unaffected by this distinction (intuitively, this is
because remaining in a state can only decrease the probability of satisfying a
safety property). The definition of a PA-DFA product and the process for model
checking probabilistic safety properties are also essentially the same as the MDP
case; see [69] for details.

We now introduce a few additional concepts required for compositional mod-
elling and analysis of PAs.

Definition 28 (Parallel composition of PAs). IfMi = (Si, si, αMi
, δMi

, Li)
are PAs for i=1, 2, then their parallel composition, denotedM1‖M2, is given by
the PA (S1×S2, (s1, s2), αM1∪αM2 , δM1‖M2

, L) where δM1‖M2
is defined such

that (s1, s2)
a−→ µ1×µ2 if and only if one of the following holds:

– s1
a−→ µ1, s2

a−→ µ2 and a ∈ αM1
∩ αM2

– s1
a−→ µ1, µ2 = [s2 7→1] and a ∈ αM1\αM2

– µ1 = [s1 7→1], s2
a−→ µ2 and a ∈ αM2

\αM1

and L(s1, s2) = L1(s1) ∪ L2(s2).

This form of parallel composition [80,81], which allows multi-way synchronisa-
tion over the same action by several components, is in a similar style to the
scheme used in the process algebra CSP [79] and is also used in PRISM [56].
By default, we assume that M1 and M2 synchronise over all common actions.
However, this can easily be generalised to incorporate more flexible definitions
of synchronisation, as well as operators to hide and rename action labels.

Definition 29 (Alphabet extension of PA). For a PAM=(S, s, αM, δM, L)
and set of actions α, we extend M’s alphabet to α, denoted M[α], as follows:
M[α]=(S, s, αM∪α, δM[α], L) where δM[α]=δM∪{(s, a, [s7→1]) | s∈S∧a∈α\αM}.

Example 18. Figure 16 shows two PAs used to model a system comprising a
machine (M2) and a controller (M1) that is responsible for powering it down.
WhenM1 detects a problem, it should send two messages: warn and then shut-
down to M2. However, with probability 0.2, it fails to transmit warn. If M2

does not receive the warn message before the shutdown message, there is a 10%
chance it will fail to shut down correctly. Figure 16(c) also shows the DFA Aerr

G

for a safety property ΦG “action fail never occurs”. On the parallel composition
M1‖M2, we can compute Prmin

M1‖M2,(s0,t0)(ΦG) = 1− 0.2·0.1 = 0.98. Thus, the
initial state of M1‖M2 satisfies the probabilistic safety property P>0.98[ΦG]. �
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Fig. 16. Two PAs M1,M2 and a DFA Aerr
G for a safety property ΦG

9.2 Assume-Guarantee Verification

We now describe the approach for compositional verification of probabilistic
automata presented in [69]. This is based on the popular assume-guarantee
paradigm, in which components of a system are verified separately, under as-
sumptions about their environment. After verifying that the other system com-
ponents satisfy these assumptions, proof rules are used to establish properties
about the combined system. We will first define the basic underlying ideas and
then illustrate one of the assume-guarantee proof rules from [69].

The approach uses probabilistic assume-guarantee triples. These take the form
〈ΦA〉>pAM〈ΦG〉>pG , where P>pA [ΦA] and P>pG [ΦG] are probabilistic safety
properties and M is a PA. Informally, the triple means: “whenever M is part
of a system satisfying ΦA with probability at least pA, the system satisfies ΦG
with probability at least pG”. Formally, we have the following definition.

Definition 30 (Probabilistic assume-guarantee triple). If P>pA [ΦA] and
P>pG [ΦG] are probabilistic safety properties, M is a PA and αG ⊆ αA ∪ αM,
then 〈ΦA〉>pAM〈ΦG〉>pG is a probabilistic assume-guarantee triple, meaning:

∀σ∈AdvM[αA] .
(

PrσM[αA],s(ΦA)>pA → PrσM[αA],s(ΦG)>pG
)
.

The use of M[αA], i.e. M extended to the alphabet of ΦA, in the above is
needed to allow the assumption to refer to actions not used in M. We use
〈true〉M〈ΦG〉>pG to indicate the case where there is no assumption. This is
therefore equivalent to s |= P>pG [ΦG] and can be verified using the techniques
described in Section 7.1. Checking that a triple 〈ΦA〉>pAM〈ΦG〉>pG holds in
the general case, however, requires the use of multi-objective (LTL) probabilistic
model checking, as discussed in Section 8.

Proposition 4 ([69]). If M is a PA, P>pA [ΦA] and P>pG [ΦG] are probabilistic
safety properties and M′ =M[αA]⊗Aerr

A ⊗Aerr
G with initial state s′, then:

〈ΦA〉>pAM〈ΦG〉>pG
⇐⇒ ¬∃σ′∈AdvM′ .

(
Prσ

′

M′,s′(G ¬errA)>pA ∧ Prσ
′

M′,s′(F errG)>1−pG
)
.

Based on the definitions given above, [69] presents the following asymmetric
assume-guarantee proof rule for a two component system M1‖M2.
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Fig. 17. The product PA M2⊗Aerr
A ⊗Aerr

G for the PA M2 and error automata Aerr
A

and Aerr
G from Figures 8 and 16 (see Example 19)

Proposition 5 ([69]). If M1,M2 are PAs and P>pA [ΦA], P>pG [ΦG] probabilis-
tic safety properties such that αA ⊆ αM1 and αG ⊆ αM2∪αA, then the following
proof rule holds:

〈true〉M1 〈ΦA〉>pA
〈ΦA〉>pAM2 〈ΦG〉>pG
〈true〉M1 ‖M2 〈ΦG〉>pG

(ASym)

This rule is asymmetric in the sense that it only uses one assumption (P>pA [ΦA])
about one of the components (M1). Given such an assumption, we can now
model check the probabilistic safety property P>pG [ΦG] on M1‖M2 in a com-
positional fashion. More precisely, verification reduces to two sub-problems, one
for each premise of the rule: (i) checking a probabilistic safety property on M1;
(ii) performing multi-objective model checking on M2[αA]⊗Aerr

A ⊗Aerr
G . If Aerr

A

is much smaller than M1, significant gains in performance and/or scalability
can be made.

Example 19. We illustrate the rule (ASym) on the PAsM1,M2 and property
P>0.98[ΦG] from Example 18 (see Figure 16). We also reuse the probabilistic
safety property P>0.8[ΦA] from Example 13, where ΦA means “warn occurs be-
fore shutdown” and its error automaton is the DFA Aerr

A in Figure 8. Our goal
is to verify that P>0.98[ΦG] holds in M1‖M2 using the rule (ASym) and with
assumption P>0.8[ΦA]. To check the first premise of (ASym), we need to verify
s0 |= P>0.8[ΦA] in M1, which has already been shown to be true in Example 13.

Next, we check the second premise, i.e. 〈ΦA〉>0.8M2 〈ΦG〉>0.98, using Propo-
sition 4 above. The productM2⊗Aerr

A ⊗Aerr
G is shown in Figure 17 (in this case,

M2[αA] =M2). Recall that we label product states corresponding to accepting
states of Aerr

A and Aerr
G with atomic propositions errA and errG. We also shade

these grey in Figure 17 for clarity. We need to establish that there is no adversary
under which the probability of remaining within states not satisfying errA is at
least 0.8 and the probability of reaching an errG state is above 1−0.98 = 0.02.
Through a manual inspection, we see that no such adversary exists. This check
can be automated using the multi-objective probabilistic model checking tech-
niques from Section 8. In conclusion, combining the two results, we can state
that (s0, t0) |= P>0.98[ΦG] does hold in M1‖M1, as required.
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Consider, however, the adversary σ of M2⊗Aerr
A ⊗Aerr

G which, in the initial
state, chooses warn with probability 0.8 and shutdown with probability 0.2. This
satisfies G ¬errA with probability 0.8 and F errG with probability 0.02. Hence,
〈ΦA〉>0.8M2 〈ΦG〉>pG does not hold for any value of pG > 1−0.02 = 0.98. �

For details of additional probabilistic assume-guarantee proof rules, as well as
quantitative approaches to the problem, see [69]; for further extensions, including
the use of ω-regular and reward-based properties, see [45].

10 Tools & Case Studies

There are several software tools available for probabilistic verification of Markov
decision processes (or probabilistic automata). One of the most widely used of
these is PRISM [56], which incorporates the majority of the techniques described
in this tutorial. It also supports discrete- and continuous-time Markov chains,
and probabilistic timed automata.

Two other tools for probabilistic model checking of MDPs are LiQuor [30],
which has an expressive modelling language extending Promela with probabil-
ities, and ProbDiVinE [13], which focuses on parallel and distributed imple-
mentations of LTL model checking for MDPs. RAPTURE [60] and PASS [50]
both provide verification of MDPs using abstraction and refinement. There are
also various other probabilistic model checkers for discrete- and continuous-time
Markov chains, notably MRMC [61]. For a more extensive list, see [92].

In the following sections, we present three large probabilistic model checking
case studies, based on the use of Markov decision processes. A selection of further
examples can be found at [90].

10.1 Case Study: Israeli and Jalfon’s Self-stabilisation Protocol

A self-stabilising protocol for a network of processes is a protocol which trans-
forms a system from an unstable state to a stable state in a finite number of
steps and without any outside intervention. Here, we consider Israeli and Jal-
fon’s randomised self-stabilising protocol [59].

The protocol of Israeli and Jalfon is designed for a network which is an
oriented ring of identical processes P1, . . . , PN with bidirectional communication.
It operates asynchronously with an arbitrary scheduler, and each process Pi has
a boolean variable qi which represents the fact that it has a token. A process is
said to be active if it has a token and only active processes can be scheduled.
When a process is scheduled, it makes a (uniform) random choice as to whether
to move its token to its left or right and when tokens collide they are merged into
a single one. The stable configurations are those where there is exactly one active
process, i.e. exactly one token. Once a stable configuration has been reached, the
token should be passed around the ring forever in a fair manner.

We first verify that the protocol does indeed stabilise, by verifying that a
stable state is reached with minimum probability 1 for all possible initial config-
urations. This property can be expressed in PCTL as the formula P>1[F stable]
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(a) Minimum probability of stabilisation
by step K

(b) Maximum expected number of tokens
at step K

(c) Minimum expected time to stabilise
(initially k tokens)

(d) Maximum expected time to stabilise
(initially k tokens)

Fig. 18. Israeli-Jalfon’s self-stabilisation protocol: results

where stable is the atomic proposition representing the fact that there is only
one token present in the state. We also check that the token is passed around
the ring in a fair manner. Since we have already shown that, with minimum
probability 1 there is eventually only one token, it is sufficient to check that
each process obtains the token infinitely often. For process Pi, we use the proba-
bilistic LTL specification P>1[G F activei], where the atomic proposition activei
indicates that Pi is active, i.e. has a token.

Next, we investigate the protocol’s performance with the properties:

– the minimum probability of stabilising within K steps when starting from
any initial configuration, (Pmin=?[F6K stable]);

– the maximum expected number of tokens after K steps when starting from
any initial configuration, (Rtokens

max=? [I=K ], where the reward structure tokens
assigns a reward to each state corresponding to the number of tokens present
in the state and there are no action rewards);

– the minimum and maximum expected time to reach a stable state given that
the initial number of tokens is k (Rsteps

min=?[F stable] and R
steps
max=?[F stable], where
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the reward structure steps assigns a reward of 1 to each action and there are
no state rewards).

Figure 18 presents a summary of the results as the number of processes (N) varies
from 3 to 12. We see that the performance of the protocol decreases as the number
of processes increases. Considering the individual properties, we observe that the
probability to stabilise by step K (Figure 18(a)) and the expected number of
tokens at step K (Figure 18(b)) both converge towards 1 as K increases. This
is to be expected as we have already verified that the minimum probability of
stabilisation is 1. Considering the expected time to stabilise (Figures 18(c)-(d)),
the results show the expected time to stabilise increasing as the initial number of
tokens (k) increases. Further investigation for the other properties shows similar
trends as the initial number of tokens is increased.

10.2 Case Study: Dynamic Power Management

Dynamic Power Management (DPM) is a technique for saving energy in devices
that can be turned on and off under operating system control. Such methods are
particularly important in mobile, hand-held and embedded devices, for which
minimisation of energy consumption is a key issue. DPM-enabled devices typi-
cally have several power states with different energy consumption rates. A DPM
policy is used to decide when commands to transition between these states should
be issued, based on the current state of the system.

The components of a DPM system are: a Service Provider (SP) representing
the device under power management control; a Service Requester (SR) which
sends requests to the SP; a Service Request Queue (SRQ), which stores the
requests that have yet to be served; and the Power Manager (PM), which sends
commands to the SP, based on observations of the system and a DPM policy.

The particular system we consider here is the IBM TravelStar VP [58], a
commercially available hard disk drive. Our model is based on the one in [15]. The
hard disk, i.e. the SP, can operate in five different states as shown in Table 2(a),
which also provides the power dissipation in each of these states. It is only in
state active that the device can perform data reads and writes. In state idle the
disk is spinning but some of the electronic components of the disk drive have
been switched off. The state idlelp (“idle low power”) is similar except that it
has a lower power dissipation. The states stby and sleep correspond to the disk
being spun down. Transition times between states are in Figure 2(b).

We use the following reward structures during our analysis:

– power is used to investigate the energy consumption of the system and is
defined using the power dissipation of the SP given in Figure 2(a);

– queue is used for analysing the size of the service request queue and is con-
structed by setting the reward in each state to the size of the SRQ;

– lost represents the loss of requests by assigning a reward of 1 to actions
representing the arrival of a request when the queue is full.
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(a) Average power dissipation

State Power dissipation (W)

active 2.5

idle 1.5

idlelp 0.8

stby 0.3

sleep 0.1

(b) Expected transition times

active idle idlelp stby sleep

active - 1ms 5ms 2.2sec 6sec

idle 1ms - 5ms 2.2sec 6sec

idlelp 5ms - - 2.2sec 6sec

stby 2.2sec - - - 6sec

sleep 6sec - - - -

Table 2. Dynamic power management: properties of the states of the hard drive

For further details of the PRISM model see [74,91].

In Figure 19 we present model checking results for computation of the min-
imum and maximum values for the following properties, when the maximum
queue size is 2 and there is no constraint on the battery life of the system:

– the probability of L lost requests by step 1, 000 (e.g. Pmin=?[F61000 lostL]);

– the expected energy consumed during the first K steps (e.g. Rpower
min=? [C6K ]);

– the expected queue size at step K (e.g. Rqueue
min=?[I=K ]);

– the expected number of lost requests after K steps (e.g. Rlost
min=?[C6K ]).

The results demonstrate that, depending on the power manager’s choices, there
can be a large difference both in the energy consumption (Figure 19(b)) and
in the performance (or quality of service) of the device (Figures 19(a), (c) and
(d)). Analysing the best- and worst-case choices, i.e. generating the adversaries
that yield the optimal values, we find the best-case performance and worst-case
energy consumption is obtained by keeping the SP in the active state. On the
other hand, the worst-case performance and best-case energy consumption is
obtained by keeping the SP in sleep whenever possible and only switching to
active when necessary (to prevent the power manager which minimises energy
consumption by ignoring all requests and keeping the SP in sleep, we require the
SP to be switched to active when the SRQ becomes full).

To further investigate the power-versus-performance trade-off of the system,
we now apply the techniques of Section 8 and [45] (using the PRISM extension
implemented in [69,45]) to perform controller synthesis on the disk-drive. To
allow us to consider long-run average properties in the analysis we follow [15]
and constrain the battery life of the system. Applying these techniques, we can
minimise the expected energy consumption under restrictions on, for example,
the probability that a request waits more than K steps, the probability that N
requests are lost, the average request-queue size or the expected number of lost
requests. To illustrate this approach, Figure 20(a) plots the minimum expected
energy consumption under restrictions on the probability that 10 requests are
lost, while Figure 20(b) plots the minimum expected energy consumption un-
der restrictions on both the average queue size and expected number of lost
requests. In both cases the maximum size of the SRQ is set to 2. These results
demonstrate the familiar power-versus-performance trade-off: policies can offer
improved performance, but at the expense of using more energy.
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(a) Prob. L lost requests by step 1,000 (b) Expected energy consumed by step K

(c) Expected queue size at step K (d) Expected lost requests by step K

Fig. 19. Dynamic power management: model checking results

For an example of the controllers generated through this approach, consider
constraints of 0.9 and 100 on the average queue size and expected number of lost
requests. The optimal expected energy consumption is 1,874.6 and is achieved
by the following PM:

– if the SP is in active, the SR is in idle and the queue is empty, move SP to idle;
– if the SP is in sleep, the SR is in idle and the queue is full, then:
• with probability 0.972958 keep SP in sleep
• with probability 0.027042 move SP to active;

– otherwise, keep the SP in its current state.

On the other hand, if the constraints on the average queue size and the expected
lost requests are 0.8 and 80 respectively, then the optimal expected energy con-
sumption is 2,134.5 and is achieved by the following PM:

– immediately move the SP from sleep to active;
– if the SP is in idle, the SR is in req and the queue is empty, move SP to active;
– if the SP is in active, the SR is in idle and the queue is non-empty, then
• with probability 0.995523 move SP to idle
• with probability 0.004477 keep SP in active;

– otherwise, keep the SP in its current state.
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(a) Constraint on maximum probabil-
ity of 10 lost requests
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(b) Constraints on maximum average queue
size and expected lost requests

Fig. 20. Dynamic power management: controller synthesis

10.3 Case Study: Aspnes & Herlihy’s Consensus Algorithm

A distributed consensus protocol is an algorithm for ensuring that a collection
of distributed processes, which start in some initial value supplied by their envi-
ronment, eventually terminate agreeing on the same value. In this case study, we
consider the randomised distributed consensus algorithm of Aspnes & Herlihy
[5] and use it to demonstrate the applicability of the compositional verification
approach for safety properties introduced in Section 9.

The algorithm of Apnes & Herlihy allows N processes in a distributed net-
work to reach a consensus and employs, in each round, a shared coin protocol
parameterised by K. The safety property we will consider is that “agreement
is reached by round R”, where the corresponding set of bad prefixes are those
that end with the action of any process entering round R+1. We will in fact use
the quantitative version of the composition techniques presented in [69], which
allows us to compute a lower bound on the minimum probability of satisfying
the safety property, by computing an upper bound on the maximum probability
of performing a bad prefix (see Proposition 1).

The probabilistic automata model of the algorithm is based on the one pre-
sented in [71]. It comprises the parallel composition of: N PAs, each representing
one process, and R PAs, one for the shared coin protocol of each round. The
compositional verification consists of the following steps:

– first, using the techniques of Section 7, we calculate the minimum probability
that the coin protocols of rounds 1, . . . , R−2 each satisfy a safety property
(the property is that the coin protocol returns the same coin value for all
processes, and therefore the bad prefixes are those where the coin protocol
returns different values to different processes);

– second, we combine these results through R−2 applications of of the Async
rule of [69] to return a probabilistic safety property satisfied by the (asyn-
chronous) composition of the shared coin protocols for the first R−2 rounds;

– finally, this probabilistic safety property is used as the assumption for an
application of the Asym rule (see Theorem 5), yielding the final property of
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Parameters Non-compositional Compositional

N K R Model size Time (s) Result† LP size Time (s) Result†

2 2 3 5,158 1.6 0.108333 1,064 0.9 0.108333
2 20 3 40,294 108.1 0.012500 1,064 7.4 0.012500
2 2 4 20,886 3.6 0.011736 2,372 1.2 0.011736
2 20 4 166,614 343.1 0.000156 2,372 7.8 0.000156
2 2 5 83,798 7.7 0.001271 4,988 2.2 0.001271
2 20 5 671,894 1,347 0.000002 4,988 8.8 0.000002

3 2 3 1,418,545 18,971 0.229092 40,542 29.6 0.229092
3 12 3 16,674,145* >24h - 40,542 49.7 0.041643
3 20 3 39,827,233* >24h - 40,542 125.3 0.024960
3 2 4 150,487,585 78,955 0.052483 141,168 376.1 0.052483
3 12 4 1,053,762,385* mem-out - 141,168 396.3 0.001734
3 20 4 2,028,200,209* mem-out - 141,168 471.9 0.000623

* These models can be constructed, but not model checked, in PRISM.
† Results are maximum probabilities of error so actual values are these subtracted from 1.

Table 3. Randomised consensus algorithm: performance of compositional verification

interest on the combined system: the minimum probability that agreement
is reached by round R.

Table 3 shows performance results (taken from [69]) for compositional verifica-
tion on this case study. It gives the total time required to perform verification,
both compositionally (as above) and non-compositionally (using PRISM). To
give an indication of the improvements in scalability, the table shows the size of
the PA (number of states) for the full system and the number of variables in the
LP problems used for multi-objective model checking in the compositional case
(see Section 8). As can be seen, for this case study, the compositional approach
is faster and permits analysis of models that are infeasible with conventional
(non-compositional) techniques. See [69] for further details.

11 Conclusions and Further Reading

This tutorial has given a general introduction to probabilistic model checking,
focusing on the model of Markov decision processes. We have covered the basic
underlying theory for this model, discussed techniques for model checking a wide
array of quantitative properties and presented some illustrative case studies.

We conclude by briefly outlining a few of the active research topics in this
area and give some pointers to further reading. In the context of automated
verification of probabilistic systems, several key challenges are being addressed.
One is extending the range of models to which probabilistic model checking
can be applied. Another is improving the scalability of the techniques to handle
larger and more complex models. There are also many other ways in which the
functionality and applicability of probabilistic verification are being improved.

Models. Recent advances have been made regarding model checking for the
following extensions of MDPs: probabilistic timed automata (see e.g. [70] for a
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survey); probabilistic hybrid systems (see e.g. [88,46]); continuous-time MDPs
and continuous-time games (see e.g. [10,23,73,77]); interactive Markov chains
(see e.g. [87]); and recursive MDPs and games (see e.g. [41,22]).

Scalability. A variety of approaches are being considered to improve scalabil-
ity. One example is the development of abstraction and refinement frameworks
[37,55,26,63], some of which have been applied in practice to verification of prob-
abilistic timed automata [68], probabilistic software [62] and PRISM models [50].
Other promising directions include: partial order reduction [49,31], symmetry re-
duction [66,39], algorithms for simulation and bisimulation relations [25,86] and
compositional probabilistic verification techniques [69,43,38].

Other directions. Many other interesting topics are being studied on MDPs
and related models. These include: probabilistic counterexample generation [4,3],
verification under fairness [8] and under restricted classes of adversaries [47,29],
parametric model checking [51], synthesis of parameters [52] and models [28],
and run-time probabilistic model checking [24,44].
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