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Abstract. Given a set of binary vectors drawn from a finite multiple
Bernoulli mixture model, an important problem is to determine which
vectors are outliers and which features are relevant. The goal of this
paper is to propose a model for binary vectors clustering that accommo-
dates outliers and allows simultaneously the incorporation of a feature
selection methodology into the clustering process. We derive an EM al-
gorithm to fit the proposed model. Through simulation studies and a set
of experiments involving handwritten digit recognition and visual scenes
categorization, we demonstrate the usefulness and effectiveness of our
method.

1 Introduction

The problem of clustering, broadly stated, is to group a set of objects into ho-
mogenous categories. This problem has attracted much attention from different
disciplines as an important step in many applications [1]. Finite mixture models
have been widely used in pattern recognition and elsewhere as a convenient for-
mal approach to clustering and as a first choice off the shelf for the practitioner.
The main driving force behind this interest in finite mixture models is their
flexibility and strong theoretical foundation. The majority of mixture-based ap-
proaches have been based on the Gaussian distribution. Recent researches have
shown, however, that this choice is not appropriate in general especially when
we deal with discrete data and in particular binary vectors. The modeling of
binary data is interesting at the experimental level and also at a deeper the-
oretical level. Indeed, this kind of data is naturally and widely generated by
various pattern recognition and data mining applications. For instance, several
image processing and pattern recognition applications involve the conversion of
grey level or color images into binary images using filtering techniques. A given
document (or image) can be represented by a binary vector where each binary
entry describes the absence or presence of a given keyword (or visual word) in
the document (or image) [2]. An important problem is then the development of
statistical approaches to model and cluster such binary data.
Several previous researches have addressed the problem of binary vectors clas-
sification and clustering. For example, a likelihood ratio classification method
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based on Markov chain and Markov mesh assumption has been proposed in [3].
A kernel-based method for multivariate binary vectors discrimination has been
proposed in [4]. A fuzzy sets-based clustering approach has been proposed in
[5] and applied for medical diagnosis. An evaluation of five discriminations ap-
proaches for binary data has been proposed in [6]. A multiple cause model for the
unsupervised learning of binary data has been proposed in [7]. Recently, we have
tackled the problem of unsupervised binary feature selection by proposing a sta-
tistical framework based on finite multivariate Bernoulli mixture models which
has been applied successfully to several data mining and multimedia processing
tasks [8, 2]. In this paper, we go a step further by tackling simultaneously , with
clustering and feature selection, the challenging problem of outlier detection.
We are mainly motivated by the fact that learning algorithms should provide
accurate, efficient and robust approaches for prediction and classification which
can be compromised by the presence of outliers as shown in several research
works (see, for instance, [1, 9]). To the best of our knowledge the well-known
binary data clustering algorithms offer no solution to the combination of feature
selection and outlier rejection in the case of binary data.
The rest of this paper is organized as follows. First, we present our model and an
approach to learn it in the next section. This is followed by some experimental
results in Section 3 where we give results on a benchmark problem in pattern
recognition namely the classification of handwritten digits and in a second prob-
lem which concerns visual scenes categorization. Finally, we end the article with
some conclusions as well as future issues for research.

2 A Model for Simultaneous Clustering, Feature
Selection and Outliers Rejection

In this section we first describe our statistical framework for simultaneous clus-
tering, feature selection and outliers rejection using finite multivariate Bernoulli
mixture models. An approach to learn the proposed statistical model is then
introduced and a complete EM-based learning algorithm is proposed.

2.1 The Model

Let X = {X1, . . . , XN} ∈ {0, 1}D be a set of D-dimensional binary vectors. In
a typical model-based cluster analysis, the goal is to find a value M < N such
that the vectors are well modeled by a multivariate Bernoulli mixture with M
components:

p(Xn|ΘM ) =
M∑

j=1

pjp(Xn|πj) =
M∑

j=1

pj

D∏

d=1

πXnd

jd (1− πjd)1−Xnd (1)

where ΘM = {{πj},P } is the set of parameters defining the mixture model,
πj = (πj1, . . . , πjD) and P = (p1, . . . , pM ) is the mixing parameters vector,
0 ≤ pj ≤ 1,

∑M
j=1 pj = 1. It is noteworthy that the previous model assumes
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actually that all the binary features have the same importance. It is well-known,
however, that in general only a small part of features may allow the differenti-
ation of the different present clusters. This is especially true when the dimen-
sionality increases and in this case the so-called curse of dimensionality becomes
problematic in part because of the sparseness of data in higher dimensions. In this
context many of the features may be irrelevant and will just introduce noise and
then compromise the uncovering of the clustering structure. A major advance in
feature selection was made in [10] where the problem was defined within finite
Gaussian mixtures. In [8, 2], we adopted the approach in [10] to tackle the prob-
lem of unsupervised feature selection in the case of binary vectors by proposing
the following model

p(Xn|Θ) =
M∑

j=1

pj

D∏

d=1

[
ρdπ

Xnd

jd (1−πjd)1−Xnd +(1−ρd)λXnd

d (1−λd)1−Xnd

]
(2)

where Θ = {ΘM , {ρd},Λ}, Λ = (λ1, . . . , λD) are the parameters of a multivariate
Bernoulli distribution considered as a common background model to explain
irrelevant features, and ρd = p(φd = 1) is the probability that feature d is
relevant such that φd is a missing value equal to 1 is feature d is irrelevant and
equal to 0, otherwise. Feature selection is important not only because it allows
the determination of relevant modeling features but also because it provides
understandable, scalable and more accurate models that prevent data under- or
over-fitting. Unfortunately, the modeling capabilities in general and the feature
selection process in particular can be negatively affected by the presence of
outliers. Indeed, a common problem in machine learning and data mining is to
determine which vectors are outliers when the data statistical model is known.
Removing these outliers will normally enhance generalization performance and
interpretability of the results. Moreover, it is well-known that the success of
many applications usually depends on the detection of potential outliers which
can be viewed as unusual data that are not consistent with most observations.
Classic works on outlier rejection have considered being an outlier as a binary
property (i.e. either the vector in the data set is an outlier or not). In this paper,
however, we argue that it is more appropriate to affect to each vector a degree
(i.e. a probability) of being an outlier or not as it has been shown also in some
previous works [9]. In particular, we define a cluster independent outlier vector
to be one that can not be represent by any of the mixture’s components and then
associated with a uniform distribution having a weight equal to pM+1 indicating
the degree of outlier-ness. This can be formalized as follow

p(Xn|Θ) =
M∑

j=1

pj

D∏

d=1

[
ρdπ

Xnd

jd (1−πjd)1−Xnd+(1−ρd)λXnd

d (1−λd)1−Xnd

]
+pM+1U(Xn)

(3)
where pM+1 = 1−∑M

j=1 pj is the probability that Xn was not generated by the
central mixture model and U(Xn) is a uniform distribution common for all data
to model isolated vectors which are not in any of the M clusters and which show
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significantly less differentiation among clusters. Notice that when pM+1 = 0 the
outlier component is removed and the previous equation is reduced to Eq. 2.

2.2 Model Learning

The EM algorithm, that we use for our model learning, has been shown to
be a reliable framework to achieve accurate estimation of mixture models. Two
main approaches may be considered within the EM framework namely maximum
likelihood (ML) estimation and maximum a posteriori (MAP) estimation. Here,
we use MAP estimation since it has been shown to provide accurate estimates
in the case of binary vectors [8, 2]:

Θ̂ = arg max
Θ
{log p(X|Θ) + log p(Θ)} (4)

where log p(X|Θ) = log
∏N

i=1 p(Xn|Θ) is our model’s loglikelihood function and
p(Θ) is the prior distribution and is taken as the product of the priors of the
different model’s parameters. Following [8, 2], we use a Dirichlet prior with pa-
rameters (η1, . . . , ηM+1) for the mixing parameters {pj} and Beta priors for
the multivariate Bernoulli distribution parameters {πjd}. Having these priors in
hand, the maximization in Eq. 4 gives us the following

pj =
∑N

n=1 p(j|Xn) + (ηj − 1)
N + M(ηj − 1)

j = 1, . . . , M + 1 (5)

where

p(j|Xn) =





pj

∏D
d=1

(
ρdpjd(Xnd)+(1−ρd)p(Xnd)

)

∑M
j=1

(
pj

∏D
d=1

(
ρdpjd(Xnd)+(1−ρd)p(Xnd)

))
+pM+1U(Xn)

if j = 1, . . . , M

pM+1U(Xn)

∑M
j=1

(
pj

∏D
d=1

(
ρdpjd(Xnd)+(1−ρd)p(Xnd)

))
+pM+1U(Xn)

if j = M + 1
(6)

where pjd(Xnd) = πXnd

jd (1−πjd)1−Xnd and p(Xnd) = λXnd

d (1−λd)1−Xnd . p(j|Xn)
is the posterior probability that a vector Xn will be considered as an inlier and
then assigned to a cluster j, j = 1, . . . , M or as an outlier and then affected
to cluster M + 1. Details about the estimation of the other model parameters
namely πjd, λd, and ρd can be found in [8, 2]. The determination of the optimal
number of clusters is based on the Bayesian information criterion (BIC) [11].
Finally, our complete algorithm can be summarized as follows
Algorithm
For each candidate value of M :

1. Set ρd ← 0.5, d = 1, . . . , D, j = 1, . . . , M and initialization of the rest of
parameters 3.

3 The initialization is based on the K-Means algorithm by considering that M + 1
clusters are present in the data.
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2. Iterate the two following steps until convergence:
(a) E-Step: Update p(j|Xn) using Eq. 6.
(b) M-Step: Update the pj using Eq. 5, and πjd, λd and ρd as done in [8].

3. Calculate the associated BIC.
4. Select the optimal model that yields the highest BIC.

3 Experimental Results

In this section, we validate our approach via two applications. The first one
concerns handwritten digit recognition and the second one tackles visual scenes
categorization.

3.1 Handwritten Digit Recognition

Fig. 1. Example of normalized bitmaps.

In this first application which concerns the challenging problem of handwrit-
ten digit recognition (see, for instance, [12, 13]), we use a well-known handwritten
digit recognition database namely USPS 4. The UCI database contains 5620 ob-
jects. The repartition of the different classes is given in table 1. The original
images are processed to extract normalized bitmaps of handwritten digits. Each
normalized bitmap includes a 32× 32 matrix (each image is represented then by
1024-dimensional binary vector) in which each element indicates one pixel with
value of white or black. Figure 1 shows an example of the normalized bitmaps.
For our experiments we added also 50 additional binary images (see Fig. 2),
which are taken from the MPEG-7 shape silhouette database [14] and do not
contain real digits, to the UCI data set. These additional images are considered
as the outliers.
Evaluation results by considering different scenarios namely recognition without
feature selection and outliers rejection (Rec), recognition with feature selection
and without outlier rejection (RecFs), recognition without feature selection and
with outliers rejection (RecOr), and recognition with feature selection and out-
lier rejection (RecFsOr) are summarized in table 2. It is noteworthy that we were
able to find the exact number of clusters only when we have rejected the outliers.
According to the results in table 2 it is clear that feature selection improves the
recognition performance especially when combined with outliers rejection.
4 ftp://ftp.mpik-tueb.mpg.de/pub/bs/data/
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Table 1. Repartition of the different classes.

class 0 1 2 3 4 5 6 7 8 9

Number of objects 554 571 557 572 568 558 558 566 554 562

Fig. 2. Examples of the 50 images taken from the MPEG-7 shape silhouette database
and added as outliers.

Table 2. Error rates for the UCI data set by considering different scenarios.

Rec RecFs RecOr RecFsOr

14.37% 10.21% 9.30% 5.10%

3.2 Visual Scenes Categorization

In this second application, we consider the problem of visual scenes categoriza-
tion by considering the challenging PASCAL 2005 corpus which has 1578 labeled
images from multiple sources grouped into 4 categories (motorbikes, bicycles,
people and cars) as shown in Fig. 3 [15]. In particular, we use the approach
that we have previously proposed in [2] which consists on representing visual
scenes as binary vectors and which can be summarized as follows. First interest
points are detected on images using the difference-of-Gaussians point detector
[16]. Then, we use PCA-SIFT descriptor [17] which allows the description of each
interest point as a 36-dimensional vector. From the considered database, images
were taken, randomly, to construct the visual vocabulary. Moreover, extracted
SIFT vectors were clustered using the K-Means algorithm providing 5000 visual-
words. Each image was then represented by a 5000-dimensional binary vector
describing the presence or the absence of a set of visual words, provided from the
constructed visual vocabulary. We add 60 outlier images from different sources
to the PASCAL data set. In order to investigate the performance of our learning

(a) (b) (c) (d)

Fig. 3. Example of images from the PASCAL 2005 corpus. (a) motorbikes (b) bicycles
(c) people (d) cars.
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approach, we ran the clustering experiment 20 times. Over these 20 runs, the
clustering algorithm successfully selected the exact number of clusters, which is
equal to 4, 11 times and 5 times with and without feature weighting, respectively,
when outliers were taken into account. Without outliers rejection, we were un-
able to find the exact number of clusters. Table 3 summarizes the results and it is
clear again that the consideration of both feature selection and outliers rejection
improves the results.

Table 3. Error rates for the visual scenes categorization problem by considering dif-
ferent scenarios.

Cat CatFs CatOr CatFsOr

34.02% 32.43% 29.10% 27.80%

4 Conclusion

In this paper we have presented a well motivated approach for simultaneous
binary vectors clustering and feature selection in the presence of outliers. Our
model can be viewed as a way to robustify the unsupervised feature selection
approach previously proposed in [8, 2], to learn the right meaning from the right
observations (i.e inliers). Experimental results that address issues arising from
two applications namely handwritten digit recognition and visual scenes cate-
gorization have been presented. The main goal in this paper was actually the
rejection of the outliers. Some works, however, have shown that these outliers
may provide useful information and an expected knowledge, such as in electronic
commerce and credit card fraud, as argued in [18] (i.e. “One person’s noise is
another person’s signal” [18]). Thus a possible future application of our work
could be of the extraction of useful knowledge from the detected outliers for
applications like intrusion detection [19].
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