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On entropy weak solutions of Hughes’ model
for pedestrian motion

Nader El-Khatib, Paola Goatin and Massimiliano D. Rosini

Abstract. We consider a generalized version of Hughes’ macroscopic
model for crowd motion in the one-dimensional case. It consists in a
scalar conservation law accounting for the conservation of the number
of pedestrians, coupled with an eikonal equation giving the direction of
the flux depending on pedestrian density. As a result of this non-trivial
coupling, we have to deal with a conservation law with space-time dis-
continuous flux, whose discontinuity depends non-locally on the density
itself. We propose a definition of entropy weak solution, which allows
us to recover a maximum principle. Moreover, we study the structure
of the solutions to Riemann-type problems and we construct them ex-
plicitly for small times, depending on the choice of the running cost in
the eikonal equation. In particular, aiming at the optimization of the
evacuation time, we propose a strategy that is optimal in the case of
high densities. All results are illustrated by numerical simulations.

Mathematics Subject Classification (2010). Primary 35L65; Secondary
35F21, 90B20.

Keywords. Pedestrian flow, conservation laws, eikonal equation, weak
entropy solutions, numerical approximations.

1. Introduction

We consider a generalization of the pedestrian flow model introduced by
Hughes [10]. In the one-dimensional case, we consider the coupled equations

ρt −
(

ρv(ρ)
φx
|φx|

)

x

= 0, (1.1a)

|φx| = c(ρ), (1.1b)
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in the spatial domain Ω = ]−1, 1[, together with homogeneous Dirichlet
boundary conditions

ρ(t,−1) = ρ(t, 1) = 0, (1.2a)

φ(t,−1) = φ(t, 1) = 0. (1.2b)

Here x ∈ Ω is the space variable, t ≥ 0 is the time, ρ = ρ(t, x) ∈ [0, 1] is
the (normalized) crowd density, c = c(ρ) is the running cost, v(ρ) = (1 − ρ)
is the mean velocity and we set f(ρ) = ρv(ρ) = ρ(1 − ρ). We assume that
c : [0, 1] → [1,+∞[ is a smooth function such that c(0) = 1 and c′(ρ) ≥ 0.
Recall that the literature usually proposes the choice

c(ρ) =
1

v(ρ)
(1.3)

as in [9, 10, 11].
Macroscopic models for pedestrian flow in one space dimension can be

used to describe the evolution of a crowd moving along a corridor or a bridge.
The first attempt to address this issue is represented by the paper of Colombo
and Rosini [6], where the authors introduce non-classical shocks to account
for the transition from normal to panic situations, see also [4, 5, 7, 15].

From the mathematical point of view, problem (1.1) presents a non
trivial coupling between a scalar conservation law and an eikonal equation,
that poses several challenging questions concerning existence, uniqueness,
numerical approximation and construction of the solutions. In [9], the au-
thors proved existence and uniqueness of solutions for a regularized version
of equation (1.1b) with cost function (1.3), which in turn gives a smooth
flux function for the conservation law (1.1a), and allows the use of classical
techniques to prove existence and uniqueness by viscosity approximation and
Kružkov entropy conditions [13, Equation (2.1)].

Here we are interested in weak solutions of the (non-regularized) hyper-
bolic problem (1.1). Observe that (1.1a) can be rewritten as

ρt − (f(ρ) sgn(φx))x = 0, (1.4)

and the unique viscosity solution to the Dirichlet problem (1.1b), (1.2b) is
given by the value function of the corresponding control problem with dis-
continuous running cost c(ρ), i.e.

φ(t, x) =















∫ x

−1

c (ρ(t, y)) dy if x ≤ ξ(t),

∫ 1

x

c (ρ(t, y)) dy if x ≥ ξ(t),

(1.5)

where ξ(t) is implicitly defined by the identity
∫ ξ(t)

−1

c (ρ(t, y)) dy =

∫ 1

ξ(t)

c (ρ(t, y)) dy. (1.6)

(We refer the reader to [16] for a proof of existence of a unique viscosity
solution for Hamilton-Jacobi equations with discontinuous coefficients under
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appropriate compatibility conditions, here satisfied for example if ρ(t, ·) is a
function of bounded variation, see Section 6 for further details.) Therefore,
equation (1.1a) can be written as a scalar conservation law with discontinuous
space-time dependent flux:

ρt + F (t, x, ρ)x = 0, (1.7)

where F (t, x, ρ) = sgn (x− ξ(t)) f(ρ). Observe that the position of the dis-
continuity is not a priori fixed, as assumed in previous results on conservation
laws with discontinuous fluxes (see for example [12] and references therein),
but depends non-locally on ρ itself. Nevertheless, we propose an entropy
condition that allows us to recover some key properties of the solutions. In
particular, we prove a maximum principle depending on the L∞-norm of the
initial datum that refines the one given in [9] for the regularized problem.
Moreover, we analyze the structure of the solutions for simple, Riemann-like,
initial data and general running cost c(ρ).

The model (1.1), (1.2) can be applied to describe a crowd exiting a
corridor or a bridge at both ends, where the cost function c(ρ) can be inter-
preted as the strategy used by or imposed to the pedestrians to reach the
exits, and therefore can be selected depending on the specific situation. Since
c(ρ) increases with ρ, people will be led to avoid high density regions due to
the corresponding augmentation of travel time. Aiming at the optimization
of evacuation times, we investigate its dependence on the choice of the cost
function c(ρ), and we propose a strategy that is optimal in the case of high
densities. All results are illustrated by numerical simulations.

Recently, a related approach has been introduced independently in [1].
Nonetheless, in this paper the authors restrict the study to the choice (1.3),
give a different definition of entropy solution, and concentrate on the study
of the structure of the solutions to Riemann-type problems. Therefore, even
if some results superpose, the strategies and aims are different.

The paper is organized as follows. In Section 2, we define the entropy
condition and we derive the related properties of entropic solutions, among
which the maximum principle. In Section 3, we detail the structure of the
solution for Riemann-type initial data. Section 4 deals with the optimization
of the evacuation time depending on the choice of the cost function. Numer-
ical simulations illustrating the previous results are presented in Section 5.
Finally, Section 6 collects some results concerning the eikonal equation (1.1b).

2. Entropy conditions

We consider the system

ρt + F (t, x, ρ)x = 0,
|φx| = c(ρ),

x ∈ Ω , t > 0, (2.1a)

with initial condition

ρ(0, x) = ρ0(x) ∈ [0, 1], (2.1b)
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and (weak) boundary conditions (1.2). We start by defining a weak solution
of (2.1) as a function ρ ∈ L

∞(R+ × Ω) such that for every ψ ∈ C
∞
c (R× Ω)

the following equality holds:
∫ +∞

0

∫ 1

−1

(ρψt + F (t, x, ρ)ψx) dx dt+

∫ 1

−1

ρ0(x)ψ(0, x) dx = 0. (2.2)

If moreover we assume that ρ ∈ C
0
(

R
+; BV(Ω) ∩ L

1(Ω)
)

, ρ is a weak solu-
tion of (2.1) if and only if it satisfies in the weak sense

ρt − (f(ρ))x = 0, x ∈ ]− 1, ξ(t)[ , t > 0,
ρt + (f(ρ))x = 0, x ∈ ]ξ(t), 1[ , t > 0,
ρ(0, x) = ρ0(x), x ∈ ]− 1, 1[,

(2.3)

where ξ(t) ∈ C
0(R+) (see Lemma 6.1 in Section 6) is implicitly defined

by (1.6), and the Rankine-Hugoniot condition

f
(

ρ+
)

+ f
(

ρ−
)

= ξ′(t)
(

ρ+ − ρ−
)

(2.4)

holds, where we have denoted by ρ+ = ρ+(t) = ρ (t, ξ(t)+) and ρ− = ρ−(t) =
ρ (t, ξ(t)−) the right and left traces of ρ at x = ξ(t) (in the rest of the paper
we will drop the time variable whenever clear from the context).

We remark here that if ρ(t, ·) is continuous at x = ξ(t), then (2.4) gives
f (ρ (t, ξ(t))) = 0 and therefore ρ (t, ξ(t)) ∈ {0, 1}. Moreover, if ρ (t, ξ(t)) = 1,
we have sgn(x− ξ(t))f ′(ρ) < 0 and, by generalized backward characteristics
(see [8]), we infer that ‖ρ0‖L∞(Ω) = 1.

Starting from entropy conditions for conservation laws with discontinu-
ous flux functions, see [12, Definition 5.1] and [14], we give the following

Definition 2.1. (Entropy Condition). A weak solution ρ of the initial-boundary
value problem (2.1), (1.2) is an entropy weak solution if the following Kružkov-
type entropy inequality holds for all k ∈ R and all test functions ψ ∈
C

∞
c
(R× Ω), ψ ≥ 0:

0 ≤
∫ +∞

0

∫ 1

−1

(|ρ− k|ψt +Φ(t, x, ρ, k)ψx) dx dt+

∫ 1

−1

|ρ0(x)− k|ψ(0, x) dx

+ sgn(k)

∫ +∞

0

(f (ρ(t, 1−))− f(k))ψ(t, 1) dt

+ sgn(k)

∫ +∞

0

(f (ρ(t,−1+))− f(k))ψ(t,−1) dt

+ 2

∫ +∞

0

f(k)ψ (t, ξ(t)) dt. (2.5)

Above, we have used the notation

Φ(t, x, ρ, k) = sgn(ρ− k) (F (t, x, ρ) − F (t, x, k))

and the entropy boundary condition introduced by Bardos et al. in [3]. In
particular, the strong traces of the solution at the boundary points exist due
to genuine non-linearity of the flux (see Vasseur [18]) and must satisfy

f (ρ(t,±1∓)) ≥ f(k), for all k ∈ [0, ρ(t,±1∓)].



Entropy weak solutions of Hughes’ model 5

This in particular implies ρ(t,±1∓) ≤ 1/2.

Corollary 2.2. Let ρ ∈ C
0
(

R
+;BV(Ω) ∩ L

1(Ω)
)

be an entropy weak solution
in the sense of Definition 2.1, then the following entropy jump condition must
hold for all k ∈ R and a.e. t ∈ R

+:

sgn
(

ρ+(t)− k
) (

f
(

ρ+(t)
)

− f(k)
)

− ξ′(t)
∣

∣ρ+(t)− k
∣

∣

+sgn
(

ρ−(t)− k
) (

f
(

ρ−(t)
)

− f(k)
)

+ ξ′(t)
∣

∣ρ−(t)− k
∣

∣

≤ 2f(k). (2.6)

Remark 2.3. Taking k ≤ ρ−, ρ+ in (2.6) we obtain

f
(

ρ+
)

+ f
(

ρ−
)

≤ 4f(k) + ξ′(t)
(

ρ+ − ρ−
)

; (2.7a)

while taking k ≥ ρ−, ρ+, (2.6) gives

f
(

ρ+
)

+ f
(

ρ−
)

≥ ξ′(t)
(

ρ+ − ρ−
)

. (2.7b)

In particular, we recover (2.4) by taking k = 0 in (2.7). Finally, for k between
ρ− and ρ+ we get

sgn
(

ρ+ − ρ−
) [

f
(

ρ+
)

− f
(

ρ−
)

+ ξ′(t)
(

2k − ρ+ − ρ−
)]

≤ 2f(k). (2.8)

Proposition 2.4. Let ρ ∈ C
0
(

R
+;BV(Ω) ∩ L

1(Ω)
)

be an entropy weak so-

lution in the sense of Definition 2.1 and assume ρ+(t) 6= ρ−(t). Then the
characteristic speeds at x = ξ(t) must enter the switch curve x = ξ(t) on the
side of higher density, i.e.

f ′
(

ρ+(t)
)

≤ ξ′(t), if ρ−(t) < ρ+(t),

−f ′
(

ρ−(t)
)

≥ ξ′(t), if ρ−(t) > ρ+(t).

Proof. By multiplying (2.8) by |ρ+ − ρ−| and using (2.4) we obtain that

f(ρ+)
(

k − ρ−
)

− f(ρ−)
(

ρ+ − k
)

≤ f(k)
∣

∣ρ+ − ρ−
∣

∣. (2.9)

For ρ− ≤ k ≤ ρ+ we get from (2.9) that

f (ρ+)− f(k)

ρ+ − k
≤ f(k) + f (ρ−)

k − ρ−
.

Then, letting k ր ρ+ and using (2.4) we get ξ′(t) ≥ f ′ (ρ+(t)), hence char-
acteristic lines are entering the sign change line x = ξ(t) on the right hand
side.

For ρ+ ≤ k ≤ ρ− we get from (2.9) that

f(ρ−)− f(k)

ρ− − k
≤ f(k) + f(ρ+)

k − ρ+
.

Then, letting k ր ρ− and using (2.4) we get ξ′(t) ≤ −f ′ (ρ−(t)), hence
characteristic lines are entering the sign change line x = ξ(t) on the left hand
side. �
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Incidentally, we observe that the definition of entropy weak solution im-
plies that the traces at x = ξ(t+) must satisfy the bounds 0 ≤ ρ(t+, ξ(t+)±) ≤
sup{ρ(t, y) : y ∈ ]−1, 1[}. Combining this with the classical maximum princi-
ple satisfied by the conservation laws (2.3) in the sectors R+ × ]−1, ξ(t)[ and
R

+ × ]ξ(t), 1[ respectively, we deduce the following Corollary.

Corollary 2.5 (Maximum principle). Let ρ ∈ C
0
(

R
+;BV(Ω) ∩ L

1(Ω)
)

be an
entropy weak solution of (2.1), (1.2), then

0 ≤ ρ(t, x) ≤ ‖ρ0‖L∞(Ω).

Remark that by the above maximum principle, we can avoid blow up of
cost functions like (1.3) by taking initial data ρ0(x) ∈ [0, 1− δ], for δ > 0.

In the next sections we will restrict the study to the case of Riemann-
like initial data. Existence and uniqueness of solutions for general initial data
go beyond the scope of the present article and will be the object of future
study.

3. The Riemann problem on an interval

For later use, we denote by t1 = t1(ρl, ρR) > 0 the first interaction time
between two waves, or a wave with the boundary or a wave with x = ξ(t),
and we introduce the notation σ(ρ′, ρ′′) = (f(ρ′)− f(ρ′′)) / (ρ′ − ρ′′) for the
propagation speed of a shock between ρ = ρ′ and ρ = ρ′′ in the interval
]ξ(t), 1[.

We consider the sample initial-boundary value problem (2.1), (1.2) with
initial data of the form

ρ0(x) =

{

ρL if x < 0,
ρR if x > 0.

(3.1)

First of all, we observe that by (1.6) we can easily compute the starting point
ξ0 = ξ(0) of the curve ξ(t):

ξ0 =















1

2

(

1− c(ρL)

c(ρR)

)

≥ 0 if ρL < ρR,

1

2

(

c(ρR)

c(ρL)
− 1

)

≤ 0 if ρL > ρR.

(3.2)

In the rest of the section we will restrict the study to t ∈ [0, t1[. The construc-
tion of solutions for times t ≥ t1 amounts to consider all the possible wave
interactions, resulting in long computations, which are not necessary for our
intents.

Lemma 3.1. The function [t 7→ ξ(t)] is linear in ]0, t1[.

Proof. In order to prove that ξ = ξ(t) is linear, it is enough to prove that
the terms appearing in (1.6) are linear with respect to t. For t ∈ ]0, t1[, the
solution of the Riemann problem (1.2), (2.1), (3.1) performs only classical
waves in x 6= ξ(t), namely shocks and rarefactions. Therefore, the terms
appearing in (1.6) are of the following types:
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1. Term related to a shock between values ρ = ρl and ρ = ρr
∫ ±σ(ρl,ρr)t+x0

±σ(ρl,ρr)t+x0−δ

c(ρl) dx+

∫ ±σ(ρl,ρr)t+x0+δ

±σ(ρl,ρr)t+x0

c(ρr) dx = (c(ρl) + c(ρr)) δ,

being δ ∈ R
+ small enough.

2. Term related to a rarefaction in the domain Ω between values ρ = ρl
and ρ = ρr
∫ ±f ′(ρr)t+x0

±f ′(ρl)t+x0

c

(

(±f ′)
−1
(

x− x0
t

))

dx = ∓2t

∫ ρr

ρl

c(ρ) dρ.

3. Term related to a rarefaction along x = −1 between the values ρ = 1/2
and ρ = ρr > 1/2

∫ −f ′(ρr)t−1

−1

c

(

(−f ′)
−1
(

x+ 1

t

))

dx = 2t

∫ ρr

1/2

c(ρ) dρ.

4. Term related to a rarefaction along x = 1 between the values ρ = ρl >
1/2 and ρ = 1/2

∫ 1

f ′(ρl)t+1

c

(

(f ′)
−1
(

x− 1

t

))

dx = −2t

∫ 1/2

ρl

c(ρ) dρ.

This proof is concluded. �

The solution can be continuous or discontinuous along x = ξ(t), t ∈
]0, t1[. These two possible cases will be considered separately in the following
two subsections. We recall that, if the solution is continuous at x = ξ(t), then
ρ−(t) = ρ+(t) ∈ {0, 1}. In this case, we apply equation (1.6) to explicitly com-
pute [t 7→ ξ(t)], t ∈ ]0, t1[. On the other hand, if the solution is discontinuous
at x = ξ(t), then an intermediate state ρ = ρM appears and is involved in the
expression of the speed of propagation of x = ξ(t) deduced from the Rankine-
Hugoniot condition (2.4). In this case, we use equation (1.6) to compute the
intermediate value ρ = ρM . As a result we get the following theorem:

Theorem 3.2. For any initial data (ρL, ρR) ∈ [0, 1]2 and t ∈ ]0, t1[, the Rie-
mann problem (1.2), (2.1), (3.1) admits a solution that is continuous along
x = ξ(t), t ∈ ]0, t1[, if and only if one of the following conditions hold (see
figures 1 and 2):

1. ρL, ρR > 1/2.
2. ρL, ρR ≤ 1/2 and

ρR − 1 <

∫ 1/2

ρR

(c(ρ)− c(ρR)) dρ−
∫ 1/2

ρL

(c(ρ)− c(ρL)) dρ < 1− ρL. (3.3)

3. ρR ≤ 1/2 < ρL and
∫ 1/2

ρR

(c(ρ)− c(ρR)) dρ < 1− ρL. (3.4)
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1

1

ρR

ρL

1

1

ρR

ρL

Figure 1. In both diagrams, the shaded areas represent
the initial data for which the solution to the Riemann prob-
lem (1.2), (2.1), (3.1) is continuous along x = ξ(t), t ∈ ]0, t1[.
The left one corresponds to the cost function c(ρ) = 1+100ρ
and the right one to c(ρ) = 1 + 4ρ.

1

1

ρR

ρL

1

1

ρR

ρL

Figure 2. In both diagrams, the shaded areas represent
the initial data for which the solution to the Riemann prob-
lem (1.2), (2.1), (3.1) is continuous along x = ξ(t), t ∈ ]0, t1[.
The left one corresponds to the cost function c(ρ) = 1/v(ρ)
and the right one to c(ρ) = co(ρ) given by (4.6).

4. ρL ≤ 1/2 < ρR and
∫ 1/2

ρL

(c(ρ)− c(ρL)) dρ < 1− ρR. (3.5)
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In all the other cases, the solution is discontinuous along x = ξ(t), t ∈ ]0, t1[.

The details of the proof are given in the following subsections 3.1 and 3.2.
Due to the spatial symmetry of the problem, we will restrict our analysis to
the case 1 ≥ ρL > ρR ≥ 0. In this case, we have ξ0 < 0 and the rarefaction
wave exiting x = 0 takes the following expression:

ρ(t, x) =



















ρL if x < (1− 2ρL)t,

1

2

(

1− x

t

)

if (1− 2ρL)t ≤ x ≤ (1 − 2ρR)t,

ρR if x > (1− 2ρR)t.

3.1. Solutions continuous along x = ξ(t)

We study first the case ρL = 1 (and c(1) bounded).

• ρR ≤ 1/2 : In this case, see Figure 3, left, a rarefaction enters the left
boundary x = −1 and the equation (1.6) writes

2t

∫ 1

1/2

c(ρ) dρ+ c(1) (ξ(t) + f ′(1)t+ 1)

= c(1) (f ′(1)t− ξ(t)) − 2t

∫ ρR

1

c(ρ) dρ+ c(ρR) (1− f ′(ρR)t) ,

which gives

2t

∫ ρR

1/2

c(ρ) dρ+ c(1) (2ξ(t) + 1)− c(ρR) (1− f ′(ρR)t) = 0

i.e.

ξ(t) = ξ0 +
t

c(1)

(

∫ 1/2

ρR

c(ρ) dρ− c(ρR)

(

1

2
− ρR

)

)

.

x10−1 ξ0

t

1

ξ

1
ρR

x10−1 ξ0

t
ξ

1 1
ρR

Figure 3. Solutions to the Riemann problem (1.2), (2.1),
(3.1) corresponding to ρL = 1 and 1/2 ≥ ρR, left, and ρR >
1/2, right, for t ∈ ]0, t1[. The shaded areas correspond to
rarefactions and the line to x = ξ(t).

• ρR > 1/2 : In this last case, see Figure 3, right, rarefaction waves
appear at both the boundaries x = ±1 and the equation (1.6) writes

2t

∫ 1

1/2

c(ρ) dρ+ c(1) (ξ(t) + f ′(1)t+ 1)

= c(1) (f ′(1)t− ξ(t))− 2t

∫ ρR

1

c(ρ) dρ+ c(ρR)− 2t

∫ 1/2

ρR

c(ρ) dρ,
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which gives

(2ξ(t) + 1) c(1) = c(ρR)

i.e.

ξ(t) = ξ0.

Assume now that ρL < 1 and that the solution is continuous along
x = ξ(t), t ∈ ]0, t1[, namely that ρ− ≡ 0 ≡ ρ+.

• 1/2 ≥ ρL > ρR : In this case, characteristics are exiting the domain
on both sides of ξ0, and we expect to have two shocks leaving ξ0, one moving
with negative speed σ− = ρL − 1, and another moving with positive speed
σ+ = 1 − ρL (see Figure 4, left). In order to have existence of an entropy
admissible solution continuous along x = ξ(t), the following condition has to
be satisfied

ξ0 + σ−t < ξ(t) < ξ0 + σ+t, t ∈ ]0, t1[ . (3.6)

The rarefaction wave exiting x = 0 is moving with positive speed. Then,
for t < t1, the position of the sign change of φx is given implicitly by the
following equality

c(ρL)(σ−t+ ξ0 + 1) + c(0) (ξ(t)− σ−t− ξ0) = c(0) (σ+t+ ξ0 − ξ(t))

+c(ρL) (f
′(ρL)t− σ+t− ξ0)− 2t

∫ ρR

ρL

c(ρ) dρ+ c(ρR) (1− f ′(ρR)t)

i.e.

ξ(t) = ξ0 +
c(ρR)

2
(1− f ′(ρR)t) +

c(ρL)

2
(f ′(ρL)t− 2ξ0 − 1) + t

∫ ρL

ρR

c(ρ) dρ

= ξ0 + t

[

c(ρR)

(

ρR − 1

2

)

+ c(ρL)

(

1

2
− ρL

)

+

∫ ρL

ρR

c(ρ) dρ

]

. (3.7)

Hence condition (3.6) gives
∫ 1/2

ρR

(c(ρ)− c(ρR)) dρ−
∫ 1/2

ρL

(c(ρ)− c(ρL)) dρ < 1− ρL. (3.8)

Note that in the present case (1/2 ≥ ρL > ρR) the left hand side of the above
inequality is non negative.

x10−1 ξ0

t
σ−

R
σ+

ρL ρL ρR

x10−1 ξ0

t
σ−

RR σ+
ρL ρL ρR

Figure 4. The solution to the Riemann problem (1.2),
(2.1), (3.1) in the case 1/2 ≥ ρL > ρR, left, and ρL > 1/2 ≥
ρR, right. The lines represent the shocks, the shaded areas
the rarefactions and the dotted lines x = ξ(t).
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• ρL > 1/2 ≥ ρR : In this case, boundary conditions at x = −1 imply
that a rarefaction wave forms between ρ(t,−1+) = 1/2 and ρL, i.e.

ρ(t, x) =







x+ 1

2t
+

1

2
if − 1 < x ≤ (2ρL − 1)t− 1,

ρL if x > (2ρL − 1)t− 1.

Moreover, the rarefaction wave exiting x = 0 is transonic (see Figure 4, right).
Hence, for t ∈ ]0, t1[, the equation defining ξ(t) should read:

2t

∫ ρL

1/2

c(ρ) dρ+ c(ρL) (σ−t+ ξ0 + f ′(ρL)t+ 1) + c(0) (ξ(t)− σ−t− ξ0)

= c(0) (σ+t+ ξ0 − ξ(t)) + c(ρL) (f
′(ρL)t− σ+t− ξ0)

− 2t

∫ ρR

ρL

c(ρ) dρ+ c(ρR) (1− f ′(ρR)t)

which gives

ξ(t) = ξ0 +
c(ρR)

2
(2ρR − 1)t− t

∫ ρR

ρL

c(ρ) dρ− t

∫ ρL

1/2

c(ρ) dρ

= ξ0 + t

[

c(ρR)

(

ρR − 1

2

)

+

∫ 1/2

ρR

c(ρ) dρ

]

. (3.9)

In this case condition (3.6) implies

∫ 1/2

ρR

(c(ρ)− c(ρR)) dρ < 1− ρL. (3.10)

Note that the left hand side of the above inequality is non negative. Letting
ρL ր 1 in (3.10), we can easily see that the above condition can not be
satisfied unless c(ρ) ≡ 1 for ρ ∈ [0, 1/2]. In particular, the solution can not
be continuous at x = ξ(t) for general c.

• ρL > ρR > 1/2 : In this last case, a rarefaction wave appears at the
boundary x = 1 between ρR and ρ(t, 1−) = 1/2, i.e.

ρ(t, x) =







ρR if x < (1− 2ρR)t+ 1,

1− x

2t
+

1

2
if (1− 2ρR)t+ 1 ≤ x < 1.

Moreover, the rarefaction wave exiting x = 0 has negative speeds (see Fig-
ure 5). Hence, for t ∈ ]0, t1[, the equation defining ξ(t) should be:

2t

∫ ρL

1/2

c(ρ) dρ+ c(ρL) (σ−t+ ξ0 + f ′(ρL)t+ 1) + c(0) (ξ(t)− σ−t− ξ0)

= c(0) (σ+t+ ξ0 − ξ(t)) + c(ρL) (f
′(ρL)t− σ+t− ξ0)

− 2t

∫ ρR

ρL

c(ρ) dρ+ c(ρR)− 2t

∫ 1/2

ρR

c(ρ) dρ
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which gives

ξ(t) = ξ0 − t

∫ ρL

1/2

c(ρ) dρ− t

∫ ρR

ρL

c(ρ) dρ+ c(ρR)− t

∫ 1/2

ρR

c(ρ) dρ ≡ ξ0.

(3.11)

In this case, condition (3.6) is always satisfied.

x10−1 ξ0

t

σ− σ+
ρL ρL

ρR

Figure 5. The solution to the Riemann problem (1.2),
(2.1), (3.1) in the case ρL > ρR > 1/2. The lines repre-
sent the shocks, the shaded areas the rarefactions and the
dotted line x = ξ(t).

We give now an example of initial data and cost function for which
entropy weak solutions that are continuous at x = ξ(t) do not exist. Let us
take c(ρ) = 1/v(ρ) and consider the Riemann problem with ρL > 1/2 and
ρR = 0. In this case, equation (3.10) gives

ln 2− 1/2 < 1− ρL,

i.e.

ρL < 3/2− ln 2 ∼ 0.8068528.

In Section 5.2, we show by numerical simulations that, taking ρL > 3/2 −
ln 2 oscillations appear around x = ξ(t), and a small group of people, that
originally moved towards the right exit, changes direction and moves towards
left. In particular, the traces of the solution at x = ξ(t) are not equal to 0.

3.2. Solutions discontinuous along x = ξ(t)

Assume that ‖ρ0‖L∞(Ω) < 1 and that the solution is discontinuous along

x = ξ(t). By Lemma 3.1, equations (2.4) and (3.2) we have for t ∈ ]0, t1[

ξ(t) =
1

2

(

c(ρR)

c(ρL)
− 1

)

+
f (ρ+(t)) + f (ρ−(t))

ρ+(t)− ρ−(t)
t. (3.12)

Furthermore, the method of characteristics ensures that one of the two trace
values taken at x = ξ(t) has to be ρ = ρL. Let ρ = ρM be the other one. We
observe that ρM > ρL implies an incoherency in the wave speeds. Therefore,
in accordance with the maximum principle, we must have ρM < ρL. As a
consequence, ξ′(t) 6= 0 for t ∈ ]0, t1[ and two lines of discontinuity start from
x = ξ0 between the constant states ρ = ρL, ρ = ρM and ρ = ρL.
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x10−1 ξ0

t

ρL ρL ρR

S
R

ξ

ρM

x10−1 ξ0

t

ρL ρL ρR

ξ
R

S
ρM

Figure 6. Solutions to the Riemann problem (1.2), (2.1),
(3.1) corresponding to 1/2 ≥ ρL > ρR and discontinuous at
x = ξ(t) with ξ′(t) > 0, left, and ξ′(t) < 0, right, for t ∈
]0, t1[. The shaded areas correspond to rarefactions, denoted
R, and the lines to discontinuities, where S denote classical
shocks.

• 1/2 ≥ ρL > ρR : Assume that ξ′(t) > 0 for t ∈ ]0, t1[, see Figure 6,
left. In this case ρ−(t) = ρM , ρ+(t) = ρL and (1.6) writes

(−σ(ρM , ρL)t+ ξ0 + 1) c(ρL) + (ξ(t) + σ(ρM , ρL)t− ξ0) c(ρM )

= (f ′(ρL)t− ξ(t)) c(ρL)− 2t

∫ ρR

ρL

c(ρ) dρ+ (1− f ′(ρR)t) c(ρR),

or equivalently

2 (A(ρL, ρM )− B(ρL, ρR)) t = 0,

where

A(ρL, ρM ) =
c(ρM )f(ρL) + c(ρL)f(ρM )

ρL − ρM
,

B(ρL, ρR) =
∫ 1/2

ρR

(c(ρ)− c(ρR)) dρ−
∫ 1/2

ρL

(c(ρ)− c(ρL)) dρ.

(3.13)

Since the above equation needs to be satisfied for any t ∈ ]0, t1[, we deduce

A(ρL, ρM ) = B(ρL, ρR). (3.14)

Observe that for any fixed ρL ≤ 1/2, the function [ρ 7→ A(ρL, ρ)] is positive
and increasing in [0, ρL[, with A(ρL, 0) = 1−ρL and limρրρL

A(ρL, ρ) = +∞,
while the function [ρ 7→ B(ρL, ρ)] is positive and decreasing in [0, ρL], with
B(ρL, ρL) = 0. Therefore, for any fixed ρL, ρR ∈ [0, 1/2[ with ρR < ρL, the
existence of ρM ∈ [0, ρL[ for which condition (3.14) holds is equivalent to
require that

B(ρL, ρR) ≥ A(ρL, 0),

namely
∫ 1/2

ρR

(c(ρ)− c(ρR)) dρ−
∫ 1/2

ρL

(c(ρ)− c(ρL)) dρ ≥ 1− ρL. (3.15)

Moreover, the existence of ρM , ρR ∈ [0, ρL[ satisfying condition (3.14) is
equivalent to require that

B(ρL, 0)−A(ρL, 0) =

∫ ρL

0

c(ρ) dρ+ c(ρL)

(

1

2
− ρL

)

+ ρL − 3

2
≥ 0.
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Above, the equality corresponds to the limit case ρM = 0 = ρR. Observing
that ∂ρ (B(ρ, 0)−A(ρ, 0)) = 1 − (ρ − 1/2)c′(ρ) > 0, we infer that [ρ 7→
(B(ρ, 0)−A(ρ, 0))] is increasing in [0, 1/2]. Therefore, necessary and sufficient
condition to have the existence of a solution for (3.14) is that B(1/2, 0) −
A(1/2, 0) ≥ 0, or equivalently

∫ 1/2

0

c(ρ) dρ ≥ 1. (3.16)

It remains to consider the case ξ′(t) < 0 for t ∈ ]0, t1[, see Figure 6, right.
In this case ρ−(t) = ρL, ρ

+(t) = ρM and proceeding as before, we obtain
that (1.6) is equivalent to

A(ρL, ρM ) + B(ρL, ρR) = 0,

which is never satisfied for the above analysis.

x10−1 ξ0

t

ρL ρL ρR

S
R R

ξ

ρM

x10−1 ξ0

t

ρL ρL ρR

ξ
R R

S
ρM

Figure 7. Solutions to the Riemann problem (1.2), (2.1),
(3.1) corresponding to ρL > 1/2 ≥ ρR and discontinuous
at x = ξ(t) with ξ′(t) > 0, left, and ξ′(t) < 0, right, for
t ∈ ]0, t1[. The shaded areas correspond to rarefactions and
the lines to discontinuities.

• ρL > 1/2 ≥ ρR : Assume that ξ′(t) > 0, t ∈ ]0, t1[, see Figure 7, left.
In this case ρ−(t) = ρM , ρ+(t) = ρL and (1.6) writes

2t

∫ ρL

1/2

c(ρ) dρ+ (−σ(ρM , ρL)t+ ξ0 + f ′(ρL)t+ 1) c(ρL)

+ (ξ(t) + σ(ρM , ρL)t− ξ0) c(ρM )

= (f ′(ρL)t− ξ(t)) c(ρL)− 2t

∫ ρR

ρL

c(ρ) dρ+ (1− f ′(ρR)t) c(ρR),

or equivalently

(A(ρL, ρM )− B(1/2, ρR)) t = 0,

where A and B are given by (3.13). Since the above equation needs to be
satisfied for any t ∈ ]0, t1[, we deduce

A(ρL, ρM ) = B(1/2, ρR). (3.17)

For any fixed ρL ∈ ]1/2, 1[, the function [ρ 7→ A(ρL, ρ)] is positive in [0, ρL[,
with minρ∈[0,ρL[ A(ρL, ρ) = A(ρL, 0) = 1 − ρL and limρրρL

A(ρL, ρ) = +∞,
while the function [ρ 7→ B(1/2, ρ)] is positive and decreasing in [0, 1/2], with
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B(1/2, 1/2) = 0. Therefore, for any given ρL, ρR ∈ [0, 1[ with ρR ≤ 1/2 < ρL,
the existence of ρM ∈ [0, ρL[ satisfying (3.17) is equivalent to

A(ρL, 0) ≤ B(1/2, ρR),
namely

∫ 1/2

ρR

(c(ρ)− c(ρR)) dρ ≥ 1− ρL. (3.18)

Moreover, for any fixed ρL ∈ ]1/2, 1[, the existence of ρM , ρR ∈ [0, ρL[ satis-
fying condition (3.17) is equivalent to

B(1/2, 0)−A(ρL, 0) =

∫ 1/2

0

c(ρ) dρ+ ρL − 3

2
≥ 0.

Above, the equality corresponds to the case ρM = 0 = ρR. By observing
that [ρ 7→ (B(1/2, 0)−A(ρ, 0))] is increasing in ]1/2, 1[, we finally obtain
that sufficient condition to have the existence of a solution for (3.17) is that
limρր1 B(1/2, 0)−A(ρ, 1) ≥ 0, namely

∫ 1/2

0

c(ρ) dρ ≥ 1

2
. (3.19)

It remains to consider the case ξ′(t) < 0 for t ∈ ]0, t1[, see Figure 7,
right. In this case ρ−(t) = ρL, ρ

+(t) = ρM and proceeding as before, we
obtain that (1.6) is equivalent to

A(ρL, ρM ) + B(1/2, ρR) = 0,

which is never satisfied for the above analysis.

x10−1 ξ0

t

ρL ρL
ρR

S
R

ξ
ρM

x10−1 ξ0

t

ρL ρL
ρR

ξ
R

S
ρM

Figure 8. Solutions to the Riemann problem (1.2), (2.1),
(3.1) corresponding to ρL > ρR > 1/2 and discontinuous
at x = ξ(t) with ξ′(t) > 0, left, and ξ′(t) < 0, right, for
t ∈ ]0, t1[. The shaded areas correspond to rarefactions and
the lines to discontinuities.

• ρL > ρR > 1/2 : If ξ′(t) > 0 for t ∈ ]0, t1[, see Figure 8, left, then
ρ−(t) = ρM , ρ+(t) = ρL and (1.6) writes

2t

∫ ρL

1/2

c(ρ) dρ+ c(ρL) (−σ(ρL, ρM )t+ ξ0 + f ′(ρL)t+ 1)

+ c(ρM ) (ξ(t) + σ(ρL, ρM )t− ξ0)

= c(ρL) (f
′(ρL)t− ξ(t)) − 2t

∫ ρR

ρL

c(ρ) dρ+ c(ρR)− 2t

∫ 1/2

ρR

c(ρ) dρ
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or equivalently

A(ρL, ρM ) = 0,

which can never be satisfied. In the case ξ′(t) < 0 for t ∈ ]0, t1[, see Figure 8,
right, then ρ−(t) = ρL, ρ

+(t) = ρM and (1.6) writes

2t

∫ ρL

1/2

c(ρ) dρ+ c(ρL) (ξ(t) + f ′(ρL)t+ 1)

= c(ρM ) (σ(ρL, ρM )t+ ξ0 − ξ(t)) + c(ρL) (f
′(ρL)t− σ(ρL, ρM )t− ξ0)

− 2t

∫ ρR

ρL

c(ρ) dρ+ c(ρR)− 2t

∫ 1/2

ρR

c(ρ) dρ,

or equivalently

A(ρL, ρM ) = 0,

which can never be satisfied.

4. Optimization of the evacuation time

In this section, we consider the problem of how to optimize the evacuation
time by choosing a proper running cost c. In fact, c = c(ρ) can be seen as
the strategy pedestrians choose or are forced to use to evacuate the corridor,
and therefore can be selected depending on the specific situation.

By definition, the global exit time is the maximum between the exit
times through the left and right exits, namely

Texit = max{Tl, Tr}.

Aiming at optimizing the evacuation strategy, we find natural to avoid sit-
uations in which pedestrians change direction along the way. Therefore, we
restrict our attention to entropy weak solutions of the Riemann problem (2.1),
(3.1), (1.2) which are continuous at x = ξ(t). We claim that the minimum
evacuation time corresponds to the case Tl = Tr. In fact, [ξ(0) 7→ Tl (ξ(0))]
is a strictly increasing function, while [ξ(0) 7→ Tr (ξ(0))] is strictly decreas-
ing. Assuming that ρL > ρR, the other case being analogous because of
the symmetries of the problem, direct computations show that the condition
Tl (ξ(0)) = Texit = Tr (ξ(0)) gives ξ(0) = ξo(ρL, ρR) and Texit = To(ρL, ρR),
where (see Figure 9, left)
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0

0.5
1

0
0.5

1

-0.2
0
0.2

0

0.5
1

0
0.5

1

-0.2
0
0.2

Figure 9. Left: The function ξo defined by (4.1), (4.4).
Right: The function ξco0 defined by (4.7).

ξo(ρL, ρR) =











































































−1

2

(

1− ρR
ρL

)

if (ρL, ρR) ∈A1,

1− 6ρL +
√

4ρ2L + 4ρL − 1

8ρL
if (ρL, ρR) ∈A2,

(1− 4ρL(1− ρR)) ρR
(1 + 4ρR(1 − ρR)) ρL

if (ρL, ρR) ∈A3,

−
(√

2− 1
)

ρL

1 +
√
2− 2ρL

if (ρL, ρR) ∈A4,

− (ρL − ρR)ρR
(1− ρL)ρL + (1− ρR)ρR

if (ρL, ρR) ∈A5,

(4.1)

and

To(ρL, ρR) =







































































2(ρL + ρR) if (ρL, ρR) ∈A1,

4(ρL + ρR)

1 + 4ρR(1− ρR)
if (ρL, ρR) ∈A2,

1 + 2ρL +
√

4ρ2L + 4ρL − 1

2
if (ρL, ρR) ∈A3,

ρL + ρR
ρL(1 − ρL) + ρR(1 − ρR)

if (ρL, ρR) ∈A4,

1 + 2(1 +
√
2)ρL

1 + 4(1− ρL)ρL
if (ρL, ρR) ∈A5.

(4.2)
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A1

A2

A3

A4

A5

1

1

ρR

ρL

Figure 10. The subsets A1, . . . , A5 of [0, 1]2 defined by (4.3).

The sets A1, . . . , A5 above are defined by (see Figure (10)):

A1 =

{

(ρL, ρR) ∈ [0, 1]2 :
1

2
≤ ρR ≤ ρL

}

, (4.3a)

A2 =

{

(ρL, ρR) ∈ [0, 1]2 :

√

4ρ2L + 4ρL − 1

2
− ρL < ρR <

1

2
≤ ρL

}

, (4.3b)

A3 =

{

(ρL, ρR) ∈ [0, 1]2 : ρR <

√

4ρ2L + 4ρL − 1

2
− ρL,

1

2
< ρL

}

, (4.3c)

A4 =

{

(ρL, ρR) ∈ [0, 1]2 :
1

2
> ρL ≥ ρR, ρR >

(√
2− 1

)

ρL

}

, (4.3d)

A5 =

{

(ρL, ρR) ∈ [0, 1]2 : ρR <
(√

2− 1
)

ρL, ρL ≤ 1

2

}

. (4.3e)

By symmetry, we easily recover

ξo(ρL, ρR) = −ξo(ρR, ρL). (4.4)

The resulting function ξo : [0, 1]2 → Ω is continuous and satisfies the bound

‖ξo‖C0([0,1]2;[−1,1]) ≤ (5−
√
7)/8 ∼ 0.2942811, see Figure 9, left.

We investigate the existence of a cost function corresponding to ξo given
by (4.1), (4.4). By choosing ρ = ρL > ρR = 0 in (3.2) we obtain that

c̃(ρ) =
1

1 + 2ξo(ρ, 0)
=



















4
√
2ρ2 − 2

(

1 + 2
√
2
)

ρ+ 1

8ρ2 − 8ρ+ 1
if ρ <

1

2
,

2ρ
(

2ρ− 1 +
√

4ρ2 + 4ρ− 1
)

4ρ− 1
if ρ ≥ 1

2
.

(4.5)

Therefore c̃ ∈ C
1
(

[0, 1], [1, 2(1 +
√
7)/3]

)

is candidate to be a cost function
that optimizes the evacuation time. Nevertheless, condition (3.2) is not sat-
isfied for general initial data by c = c̃ defined by (4.5) and ξ(0) = ξo defined
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Figure 11. Left: The evacuation time T co
exit given by (4.8).

Right: T co
exit − To, where To is defined by (4.2).

by (4.1), (4.4). As a consequence, we infer that a cost function that optimizes
the evacuation time for any initial data can not exist.

For the above considerations, it is natural to look for a cost function
which optimizes the evacuation time in the case of high densities. By imposing
condition (3.10), condition (3.2) with ξ0 = ξo (defined by (4.1), (4.4)) for
(ρL, ρR) ∈ A1, and imposing continuity, we find the cost function

co(ρ) =

{

1 if ρ < 1/2,
2ρ if ρ ≥ 1/2.

(4.6)

With this choice, by (3.2) we obtain that ξ0 = ξco0 (ρL, ρR), where

ξco0 (ρL, ρR) =







































































0 if ρL, ρR ≤ 1

2
,

1

2

(

1− 1

2ρR

)

if ρL ≤ 1

2
≤ ρR,

1

2

(

1

2ρL
− 1

)

if ρR ≤ 1

2
≤ ρL,

1

2

(

1− ρL
ρR

)

if
1

2
≤ ρL ≤ ρR,

1

2

(

ρR
ρL

− 1

)

if
1

2
≤ ρR ≤ ρL,

(4.7)



20 N. El-Khatib, P. Goatin and M. D. Rosini

see Figure 9, right. We observe that ξco0 is a continuous function, satisfies (4.4)
and ‖ξco0 ‖

C0([0,1]2;R) = 1/4. The corresponding evacuation time is

T co
exit(ρL, ρR) =



































































1

1− ρL
if ρR ≤ ρL ≤ 1

2
,

1

1− ρR
if ρL ≤ ρR ≤ 1

2
,

1 + 2ρL if ρR ≤ 1

2
≤ ρL,

1 + 2ρR if ρL ≤ 1

2
≤ ρR,

2(ρL + ρR) if
1

2
≤ ρL, ρR,

(4.8)

which coincides with the optimal evacuation time To in the region ρL, ρR >
1/2. We observe that T co

exit ∈ C
0([0, 1]2) and T co

exit([0, 1]
2) = [1, 4], see Fig-

ure 11. In particular, long but easy computations allow to check that Riemann-
type solutions corresponding to the cost co are indeed continuous at x = ξ(t),
for all t > 0, and the whole construction is then admissible (see figures 12,
13 below).

x10−1

t

ξ
0 0

ρL ρR

x10−1 ξ0

t

R
R

ξ

ρL ρR

0 0

Figure 12. Solutions of the Riemann problem (1.2), (2.1),
(3.1) related to the cost function co given by (4.6) and cor-
responding to the case ρR < ρL ≤ 1/2, left, and to the case
ρR ≤ 1/2 < ρL, right. Above, the shaded areas represent
rarefactions, the solid lines the shocks and the dashed lines
x = ξ(t). Observe that ξ ≡ 0 if ρR < ρL ≤ 1/2.

5. Numerical simulations

5.1. Solution algorithm

5.1.1. A first-order scheme. In this section, we describe the algorithm used
for numerical simulations of the model (1.1). Given an initial datum ρ(0, x) =
ρ0(x) and homogeneous Dirichlet boundary conditions (1.2), we solve (1.1)
in an iterative manner at each time step, i.e.

1. Given ρ, solve the eikonal equation (1.1b) by the fast sweeping method,
see Section 5.1.2.
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x10−1

t

R ξ
0 0

ρL
ρR

x10−1 ξ0

t

R Rξ

ρL
ρR

0 0

Figure 13. Solutions of the Riemann problem (1.2), (2.1),
(3.1) related to the cost function co given by (4.6) and cor-
responding to the case ρR ≤ 1/2 < ρL, left, and to the case
1/2 < ρR < ρL, right. Above, the shaded areas represent
rarefactions, the solid lines the shocks and the dashed lines
x = ξ(t).

2. Given φ, solve the non-linear conservation law (1.1a) using Godunov or
Lax-Friedrichs scheme.

The domain [−1, 1] is divided into cells Ij = [xj−1/2, xj+1/2] with centers at
points xj = j∆x. The explicit algorithm used to generate the approximations
ρnj was introduced by Towers in [17] and is written in conservation form

ρn+1
j = ρnj − ∆t

∆x

(

kj+ 1

2

hnj+ 1

2

− kj− 1

2

hnj− 1

2

)

, (5.1)

where ∆t is chosen to satisfy the usual CLF condition

∆t <
∆x

2max
j

|f ′(ρj)|
.

Here ki±1/2 = sgn
(

φx(xi±1/2)
)

. The numerical flux hni+1/2 = h(un, vn) is

chosen to be monotone and consistent, i.e. h(ρ, ρ) = f(ρ) = ρv(ρ). In order
to maintain the monotonicity of the scheme, we transpose the arguments
when ki+1/2 changes sign, i.e.

hj+ 1

2

=











h
(

ρi+ 1

2

, ρi

)

if ki+ 1

2

≥ 0,

h
(

ρi, ρi+ 1

2

)

if ki+ 1

2

< 0.

(5.2)

Comparing the simulations below with the expected (exact) solutions (as
described in Section 3.2), we see that classical finite volume schemes for con-
servation laws with discontinuous flux fail to capture correctly the lower trace
values at the switch line x = ξ(t), where the solution is discontinuous, pro-
ducing non-physical oscillations. This is due to the fact that schemes of the
form (5.1) force the trace values to zero, and therefore can capture correctly
only continuous solutions (whose value at x = ξ(t) is ρ = 0). Therefore, nu-
merical methods for (1.1) need to be further investigated in order to manage
possible presence of non-classical shocks at x = ξ(t).
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5.1.2. The Fast Sweeping algorithm [19].
Discretization. We use the following Godunov upwind difference scheme to
discretize the partial differential equation at interior points:

[(φhi − φhxmin)
+]2 = c(ρi)

2h2, i = 2, ..., I − 1, (5.3)

where φhxmin = min(φhi−1, φ
h
i+1) and

(x)+ =

{

x, x > 0,
0, x ≤ 0.

Initialization. We assign exact values at grid points in or near {−1, 1} to
enforce boundary condition φ(±1) = 0. We assign large positive values at all
other grid points. These points will be updated later.

Iterations. At each grid point xi whose value is not fixed during the initial-
ization, compute the solution denoted by φ̄, of (5.3) from the current values
of its neighbors φhi±1 and then update φhi to be the smaller one between

φ̄ and φhi ; i.e. φ
new
i = min(φoldi , φ̄). We sweep the whole domain with two

alternating orderings repeatedly:

(1) i = 1 : I, (2) i = I : 1.

5.1.3. Godunov scheme. The Godunov scheme is obtained by using the exact
solutions for a conservation law of type ρt+F (ρ)x = 0 with piecewise constant
initial data. The numerical flux is h(u, v) = F

(

uG(v, u)
)

, where uG(v, u)
is the solution of the Riemann problem with left and right state u and v
evaluated at x = 0, where a jump on the initial data occurs.
The Godunov flux is given by

h(u, v) =

{

min[u,v] F (w) if u ≤ v,
max[u,v] F (w) if u ≥ v.

(5.4)

5.1.4. Lax-Friedrichs scheme. In [12], the authors prove convergence the of
Lax-Friedrichs scheme for conservation laws with discontinuous space-time
dependent flux. These results can be used in the second step to solve the
conservation law. The Lax-Friedrichs flux is given by

h(u, v) =
1

2
(f(u) + f(v)) +

∆x

2∆t
(u− v) , (5.5)

and is known to display strong dissipation and dispersion.

5.2. Solutions discontinuous at x = ξ(t)

In this section, we investigate numerically the behavior of solutions that may
experience a discontinuity along x = ξ(t), by showing simulations with dif-
ferent initial conditions. The tests have been performed taking ρR = 0 and
ρL = 0.7, 0.8, 0.9, and c(ρ) = 1/v(ρ) as cost function. Figures 14, 15 and 16
show the results obtained with Godunov scheme on the left and the Lax-
Friedrichs scheme on the right, with a space step ∆x = 0.004. Both schemes
confirm the presence of mass crossing the switch line x = ξ(t) for values
of ρL greater than a critical value close to 0.8, as predicted by the analysis
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Figure 14. Case: ρL = 0.7 and ρR = 0

Figure 15. Case: ρL = 0.8 and ρR = 0

Figure 16. Case: ρL = 0.9 and ρR = 0

performed in Section 3. We observe that Godunov scheme presents wider
oscillations around the switch line, not being able to properly capture the
lower trace value. On the other side, Lax-Friedrichs schemes does not cap-
ture correctly the position of the line x = ξ(t) when it is not in the vacuum
region.

5.3. Cost functions and exit times

The following numerical tests show how the structure of the solution and the
exit time vary with the choice of the cost function. We used Godunov scheme
with ∆x = 0.004. All the tests have been performed with the initial condition
given by

ρ0 =















0.8 if − 0.8 ≤ x ≤ −0.5,
0.6 if − 0.3 ≤ x ≤ 0.3,
0.9 if 0.4 ≤ x ≤ 0.75,
0 elsewhere,

as in [9, Figure 6]. In figures 17, 18 and 19 below we have depicted in yellow
the corresponding trajectories x = ξ(t). As expected, the choice of c(ρ) ≡ 1
maximizes the exit time and could be used to describe the case of a panicking
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Figure 17. Case c(ρ) = 1/v(ρ): We can observe positive
densities appearing on the right of x = ξ(t), representing
people changing advise and inverting their route. The nu-
merically computed exit time is Texit = 2.542.

Figure 18. Case c(ρ) = co(ρ) defined by (4.6): Oscillations
have disappeared and ρ (t, ξ(t)±) = 0. The numerically com-
puted exit time has improved to Texit = 2.474.

Figure 19. Case c(ρ) = 1: This choice should correspond
to the case of a panicking crowd: people are moving towards
the closer exit regardless of the presence of high densities
in front of them. The numerically computed exit time has
increased to Texit = 2.572.
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crowd, where people are moving towards the closer exit regardless of the
density distribution. On the other hand, the choice c(ρ) = co(ρ) defined
by (4.6) improves (i.e., diminishes) the exit time. We remark that oscillations
develop in the case of c(ρ) = 1/v(ρ), thus the solution is not everywhere
continuous at x = ξ(t). In particular, comparing Figure 17 with [9, Figure 6],
we see that oscillations appearing in first order approximations of the non-
viscous conservation equation are not present in the viscous solution, which
exhibits a regular profile.

6. The eikonal equation

In this section we give further details on equation (1.1b), for a given ρ ∈
C

0
(

R
+; BV(Ω) ∩ L

1(Ω)
)

.
As usual in the theory of Hamilton-Jacobi equations, (1.1b) is related

to the trajectories y(t;α, x) of the following control system
{

y′(t) = α(t), t > 0,
y(0) = x, x ∈ Ω,

(6.1)

where the control α = α(t) is any measurable function α : R+ → [−1, 1]. Let
us consider the exit-time t(α, x) of the trajectories of system (6.1) from Ω,
i.e.

t(α, x) = inf {t ≥ 0: y(t;α, x) ∈ (R \ Ω)} .
For τ > 0 fixed, the value function

V (x) = inf
α∈A

∫ t(α,x)

0

g (y (s;α(s), x)) ds, (6.2)

where A stands for the set of all measurable functions α : R+ → [−1, 1], is
the (unique) viscosity solution of the Hamilton-Jacobi equation

H(x, u′(x)) = g(x), x ∈ Ω, (6.3)

where the Hamiltonian H is defined by

H(x, p) = sup
a∈[−1,1]

{−a p} = |p|.

Setting g(x) = c (ρ(t, x)) for t ≥ 0 fixed, we recover (1.1b). For general ref-
erence on viscosity solutions in optimal control we refer to [2]. We remark
here that classical theory of viscosity solutions assumes that g is contin-
uous. The case of g discontinuous, which is of interest for applications to
problem (1.1), has been addressed for example in [16] (see also references
therein). It is proved in particular that, if g is lower semicontinuous, strictly
positive and bounded, then the value function (6.2) is the unique viscosity
solution of (6.3). Since ρ(t, ·) has bounded variation, we can always consider
the lower semicontinous limit at the jump points.

Finally, it is easy to see that in our case an optimal control is given
by α(t;x) ≡ sgn(x) and, performing the change of variable y = y(s;α(s), x)
in (6.2) we recover (1.5).
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We can now give the following regularity properties of the function
ξ = ξ(t) defined by (1.6).

Lemma 6.1. Let ρ ∈ C
0
(

R
+;BV(Ω) ∩ L

1(Ω)
)

. Then the corresponding func-
tion ξ = ξ(t) defined by (1.6) is continuous.

Proof. From (1.6) we deduce
∫ ξ(s)

ξ(t)

c (ρ(t, y)) + c (ρ(s, y)) dy =

∫ ξ(t)

−1

c (ρ(t, y))− c (ρ(s, y)) dy

+

∫ 1

ξ(s)

c (ρ(s, y))− c (ρ(t, y)) dy.

Assuming without loss of generality ξ(t) ≤ ξ(s) and since c(ρ) ≥ 1, from the
above equality we get

2 (ξ(s)− ξ(t)) ≤
∫ ξ(t)

−1

|c (ρ(t, y))− c (ρ(s, y))| dy

+

∫ 1

ξ(s)

|c (ρ(s, y))− c (ρ(t, y))| dy

≤ ‖c (ρ(s, ·))− c (ρ(t, ·))‖
L1(Ω),

and we conclude by the L
1-continuity of the function c ◦ ρ. �

Lemma 6.2. Let ρ1, ρ2 ∈ C
0
(

R
+;BV(Ω) ∩ L

1(Ω)
)

. Then for every T > 0 the
corresponding functions ξ1, ξ2 defined by (1.6) satisfy

‖ξ1 − ξ2‖L1([0,T ]) ≤
1

2
Lip(c; [0, 1])

∥

∥ρ1 − ρ2
∥

∥

L1([0,T ]×Ω)
, (6.4)

where Lip(c; [0, 1]) is the Lipschitz constant of c on the interval [0, 1].

Proof. As before, from (1.6) we deduce for t ∈ [0, T ]
∫ ξ2(t)

ξ1(t)

c
(

ρ1(t, y)
)

+ c
(

ρ2(t, y)
)

dy =

∫ ξ1(t)

−1

c
(

ρ1(t, y)
)

− c
(

ρ2(t, y)
)

dy

+

∫ 1

ξ2(t)

c
(

ρ2(t, y)
)

− c
(

ρ1(t, y)
)

dy.

Assuming without loss of generality ξ1(t) ≤ ξ2(t) and since c(ρ) ≥ 1, from
the above equality we get

2 (ξ2(t)− ξ1(t)) ≤
∫ ξ1(t)

−1

∣

∣c
(

ρ1(t, y)
)

− c
(

ρ2(t, y)
)∣

∣ dy

+

∫ 1

ξ2(t)

∣

∣c
(

ρ2(t, y)
)

− c
(

ρ1(t, y)
)∣

∣ dy

≤ Lip(c; [0, 1])
∫ 1

−1

∣

∣ρ1(t, y)− ρ2(t, y)
∣

∣ dy.

Integrating the above inequality in time over the interval [0, T ], we get the
conclusion. �
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