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Abstract

A class of models is presented, in the form of continuatiomaus polymorphic for
first-order individuals, that is sound and complete for miai intuitionistic predicate
logic. The proofs of soundness and completeness are cotistrand the computa-
tional content of their composition is, in particularganormalisation-by-evaluation
program for simply typed lambda calculus with sum types.héltgh the inspiration
comes from Danvy’s type-directed partial evaluator fors$hene lambda calculus, the
there essential use of delimited control operators (i.enmdational ects) is avoided.
The role of polymorphism is crucial — dropping it allows omedbtain a notion of
model complete for classical predicate logic. The conpedtietween ours and Kripke
models is made through a strengthening of the Double-reag&tiift schema.

Key words: intuitionistic logic, completeness, Kripke models, Doetolegation Shift,
normalization by evaluation
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1. Introduction

Although Kripke models are standard semantics for intnistc logic, there is
as yet no (simple) constructive proof of their completenessn one considers all the
logical connectives. While Kripke’s original proof [20] walassical, Veldman gave an
intuitionistic one|[26] by using Brouwer’s Fan Theorem totke disjunction and the
existential quantifier. To see what the computational auritehind Veldman'’s proof
is, one might consider a realisability interpretation ¢ ffan Theorem (for example
[3]), but, all known realisers being defined by general reicur, due to the absence of
an elementary proof of their termination, it is not clear tiee one can think of the
program using them as a constructive proof or not.

On the other hand, a connection between normalisationvbiation (NBE) [4]
for simply typed lambda calculug,”, and completeness for Kripke models for the
fragment{A, =, ¥} has been madel[6,/15]. We review this connection in Selion 2.
There we also look at Danvy’s extension [8] of NBE froim to 1™V, simply typed
lambda calculus with sum types. Even though Danvy’s algorits simple and ele-
gant, he uses the full power of delimited control operatonictv do not yet have a
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typing system that permits to understand them logically. d&al with that problem
in Sectior B, by modifying the notion of Kripke model so thad wan give a proof
of completeness for full intuitionistic logic in contindam-passing style, that is, with-
out relying on having delimited control operators in our aktnguage. In Sectidg 4,
we extract the algorithm behind the given completenessfpaggNBE algorithm for
A7V, In Sectiori b, we stress the importance of our models beipgriently typed, by
comparing them to similar models that are complete for @as#ogic [18]. We there
also relate our and Kripke models by showing that the two guavalent in presence
of a strengthening of the Double-negation Shift schemai224, We conclude with
Sectior 6 by mentioning related work.

The proofs of Sectiohl3 have been formalised in the Coq prssitant in|[16],
which also represents an implementation of the NBE algarith

2. Normalisation-by-Evaluation as Completeness

In [4], Berger and Schwichtenberg presented a proof of nbsatéon of 7~ which
does not involve reasoning about the associated reduiatian. Instead, they inter-
pretedi-terms in a domain, or ambient meta-language, using an ati@tufunction,

[-]:A - D,

and then they defined an inverse to this function, which froendenotation irD di-
rectly extracts a term in-long normal form. The inverse functign calledreification,

is defined by recursion on the typeof the term, at the same time with an auxiliary
functiont, calledreflection

l":D — A-nf

l"=ama T-atomic
777 =S 1a |7 (S-17 a) a-fresh

7" :A-ne—>D

TT=ama T-atomic

Here,S ranges over members Bf, and we used» and- for abstraction and applica-
tion at the meta-level. The subclasses of normal and netterims are given by the
following inductive definition.

A-nfar:=aa"r’ | € A-terms in normal form
A-nese=a | €77 neutrali-terms

It was a subsequent realisation of Catarina Coquand [6{ thigaevaluation algo-
rithm [-] is also the one underlying the Soundness Theorem for minirhationistic
logic (with = as the sole logical connective) with respect to Kripke megdahd that
the reification algorithny is also the one underlying the corresponding Completeness
Theorem.



Definition 2.1. A Kripke modelis given by a preorder, <) of possible worldsa
binary relation oforcing (-) I () between worlds and atomic formulae, an@anily
of domains of quantification (3-), such that,

forallw >w,wli- X - w I X, and
forallw > w, D(w) € D(w).

The relation of forcing is then extended from atomic to cosifgoformulae by the
clauses:

wli-FAAB:=wlF AandwlI- B
wiFAvVvB:=wl- Aorwl- B
wiFA= B:= forallw >w,wWIFA=>wWI-B

w ik YX.A(X) := forallw >wandt e D(W),w IF A(t)
w - AX.A(X) := for somet € D(w), w IF A(t)
wlk L = false

Wik T := true

More precisely, the following well-known statements holtlaheir proofs have
been machine-checked [7, 15] for the logic fragment gerdray the connectives>
A Y

Theorem 2.2(Soundness)If T + p : A then, in any Kripke model, for any world w, if
w - T then wik A.

Proof. By a simple induction on the length of the derivation. O

Theorem 2.3(Strong Completeness by SubstitutioMhere is a modeld (the “uni-
versal model”) such that, given a world w @1, if w I- A, then there exists a term p
and a derivation in normal formw p: A.

Proof. The universal modeid/ is built by setting:
e K to be the set of contexiy
e “<”to be the subset relation of contexts;

e “T' IF X" to be the set of derivations in normal form+" X, for X an atomic
formula.

One then proves simultaneously, by induction on the conitylex A, that the two
functions defined above, reifyl) and reflect {), are correct, that is, that maps a
member ofl" I- A to a normal proof term (derivatiod) + p : A, and thatf maps a
neutral term (derivation) + e : Ato a member of I A. O O

Corollary 2.4 (Completeness (usual formulation)lf in any Kripke model, at any
world w, wi- T implies wit- A, then there exists a term p and a derivation p : A.



Proof. If wiF T — w I- Ain any Kripke model, then alsev IF T — w I Ain the
modelU above. Since from th@-part of Theorerh 213 we have thiat- T, then from
the | -part of the same theorem there exists a tpreuch thal + p : A. O O

If one wants to extend this technique for proving complesarier Kripke models to
the rest of the intuitionistic connectives, v andd, the following meta-mathematical
problems appear, which have been investigated in the mafdiiee last century. At
that time, Kreisel, based on observations of Godel, shoiedorem 1 of|[19]) that
for a wide range of intuitionistic semantics, into which pke’s can also be fit:

¢ If one can prove the completeness for the negative fragnfeforimulae (built
using A, L, =, VY, and negated atomic formula¥, = 1) then one can prove
Markov’s Principle. In view of Theoref 2.3, this implies tHaving a com-
pleteness proof cover means being able to prove Markov’s Principle — which
is known to be independent of many constructive logicalesyst like Heyting
Arithmetic or Constructive Type Theory.

¢ If one can prove the completeness for all connectives, neludingv and3,
then one can prove a strengthelﬁimj the Double-negation Shift schema on
Eg-formulae, which is also independent because it implieskighds Principle.

We mentioned that Veldman [26] used Brouwer’'s Fan Theoretmatedlev and 3,

but to handleL he included in his version of Kripke models an “exploding ebd
predicate/l-, and definedv I+ L := w IF,. We remark in passing that Veldman'’s
modification does not defy Kripke original definition, butlpmakes it more regular:

if in Definition[2.1 one considers as an atomic formula, rather than a composite one,
one falls back to Veldman's definition.

One can also try to straightforwardly extend the NBE-Cortgriess proof to cover
disjunction (the existential quantifier is analogous) aeel what happens. If one does
that, one sees that a problem appears in the case of refleftam, 14VE. There,
given a neutrali-term that derive#\ v B, one is supposed to prove that- Av B
holds, which by definition means to prove that eithet- A or w |- B holds. But,
since the inpufl-term is neutral, it represents a blocked computation framcivwe
will only be able to see whethe or B was derived, once we substitute values for the
contained free variables that block the computation.

That is where the solution of Olivier Danvy appears..In [& used the full powr
of the delimited control operators shiffK.p) and reset (#).[10] to give the following

1A special case of D-DNSfrom pagd1B.

2We say “full power” because his usage of delimited contrarafors is strictly more powerful than what
is possible with (non-delimited) control operators likdl &&. Danvy’s program makes non-tail calls with
continuations, while in the CPS translation of a progran tises caftcc all continuation calls are tail calls.



normalisation-by-evaluation algorithm far":

1" :D— A-nf
l"'=am a T-atomic
77 =S aa#l?(S- 17 a) a-fresh

rrese 0S) s lne

17 :A-ne—>D

T=ara T-atomic
1777 =e— SH17¢l"S)
177 := e Sk.case eof (ar#k- (inl-(17 ay))llaz.#« - (inr-(17 a)))  a-fresh

We characterise explicitly normal and neuttaierms by the following inductive defi-
nitions.

A-nfar:=¢e |Aar | gr|gr

A-nese:=a’ |e7r" | case €7 of (a{.rﬁuag.rg)

Given Danvy’s NBE algorithm, which is simple and appears«mﬂ, does this
mean that we can obtain a constructive proof of completefoedsripke models if
we permit delimited control operators in our ambient metagage? Unfortunately,
not, or not yet, because the available typing systems fan thee either too complex
(type-and-&ect systems [10] change the meaning of implication), or dgeanit to
type-check the algorithm as a completeness proof (for elathp typing system from
[12], or the one from Chapter 4 of [17]).

3. Kripke-CPS Models and Their Completeness

However, there is a close connection between shift and,r@sétthe continuation-
passing style (CPS) translations|[11]. We can thus hopev® ginormalisation-by-
evaluation proof for full intuitionistic logic in contind@mn-passing style.

In this section we present a notion of model that we develdplémiving this idea,
by suitably inserting continuations into the notion of Kapmodel. We prove that the
new models are sound and complete for full intuitionistiegicate logic.

Definition 3.1. An Intuitionistic Kripke-CPS model (IK-CP$ given by:

e apreorderk, <) of possible worlds

. a relation on worlds <€) IF(L‘) labelling a world agxploding at a formula

3For more details on the computational behaviour of gkifet and the algorithm itself, we refer the
reader to the original paper [8] and to Section 3.2 of [17].



e a binary relation {) Iz (=) of strong forcingbetween worlds and atomic formu-
lae, such that
forallw >w,wlk X = W Ik X,

¢ and a domain of quantificatidb(w) for each worldw, such that

forallw > w, D(w) C D(W).

The relation €) I () of strong forcings extended from atomic to composite formulae
inductively and by simultaneously definihgne] new relation, (non-strong) forcing:

* A formulaAis forcedin the worldw (notationw I+ A) if, ‘ for any formulaC, ‘

Yw oz w. (YW 2w ks Ao wI) - w i

e Wik AABIf wi- Aandw I B;

wlkAv Bif wi- Aorwlk B;

e Wik A= Bifforall w >w, wlF Aimpliesw I B;

w s YX.A(X) if for all w > wand allt e D(w'), w I A(t);
o Wl AX.A(X) if wik A(t) for somet € D(w).

Remark3.2 Certain details of the definition have been put into boxeswtdifate the
comparison carried out in Sectibh 5.

Lemma 3.3. Strong forcing and (non-strong) forcing are monotone in #KyCPS
model, that is, given = w, wis A implies W Iis A, and wiF A implies w IF A.

Proof. Monotonicity of strong forcing is proved by induction on themplexity of the
formula, while that of forcing is by definition. The proof isagy and available in the
Coq formalisation. O

Lemma 3.4. The following monadic operations are definable for IK-CPS3liais:
“unit” n(-) wikA->wlFA
“bind” ()*(¢) "W 2w.WIkA->wIFB)->wl-FA->wI-B

Proof. Easy, using LemmBA3.3. If we leave implicit the handling ofnialaeC,
worlds, and monotonicity, we have the following procedurekind the proofs.

n@) =k k-a
@) (@ =k a-Br¢-p-«)
O O



(@a:A)erl

X

'ra: A
F'rp:As rrq: A F'rp:ALAAy
I'r(p.a):AtAA I Crmp: A E
F'ep: A i
F'rgp: ALV A :

Fr'rp:ALVA lNaj:A1+01:C I“,ag:Agn-qg:CV
I'+ case pof (a;.q1llaz.q2) : C

E

a:Ar+-p: A - Fr'rp:Ai=»~MA FI—QZAJ_:}

F'rilap:A=>~A ! I'rpq: A £
'k p: AKX x-freshv Trp:VYXAX)
| - v AP

T FAxp: YXA(X) Trpt:Al) ©

I p: AR
'+t p): IXAX)

3

[+ p:IXAX) lLa:AX)rq:C x-fresh
I'+tdestpas (xa)inqg:C

E

Table 1: Proof term annotation for the natural deduction system afimmal intuition-

istic predicate logic (MQC)

With Table[d, we fix a derivation system and proof term notafar minimal intu-
itionistic predicate logic. There are two kinds of variahlproof term variablea, b, . . .
and individual (quantifier) variablesy, . ... Individual constants are denoted Ve
rely on these conventions to resolve the apparent ambigfittye syntax: the abstrac-
tion Aa.p is a proof term for implication, whil@x.p is a proof term fow; (p,q) is a

proof term fora, while (t, g) is a proof term foA.

We supplement the characterisation of normal and neutraktérom pagéls:

A-nfor:=e|dar |ur|nr|(ry,r2) | axr]|(t,r)
A-ne> e:=a|er|case eof (as.rillas.ry) | me| me| et|
desteas (xa) inr



As before, letw I T denote that all formulae frori are forced.

Theorem 3.5(Soundness)If T' + p : A, then, in any world w of any IK-CPS model, if
w I T, then wik A,

Proof. This is proved by a simple induction on the length of the ddidn. We give
the algorithm behind it in section] 4. O

Remark3.6. The condition “for all formulaC” in Definition[3.3 is only necessary for
the soundness proof to go through, more precisely, the cdgdisnination rules forv
and=. The completeness proof goes through even if we define fpinn

Yw oz w (YW 2w W ks Ao w IR - w I
Definition 3.7. TheUniversal IK-CPS model{ is obtained by setting:

e K to be the set of contexisof MQC;

e I'<IiIfT CT7;

I' Ik X iff there is a derivation in normal form &f+ X in MQC, whereX is an
atomic formula;

T II€ iff there is a derivation in normal form &f+ C in MQC;

for anyw, D(w) is a set of individuals for MQC (that iD(-) is a constant
function from worlds to sets of individuals).

(=) Iks (<) is monotone because of the weakening property for intuisioc “+”.

Remark3.8. The diference between strong forcings™and the exploding node pred-
icate 15" in U is that the former is defined on atomic formulae, while théekais
defined on any kind of formulae.

Lemma 3.9. We can also define the monadion” operation on the universal model
U, for atomic formulaeX:

u() wikE X - wlkg X
Proof. By settingC := A and applying the identity function. O

Theorem 3.10(Completeness fotf). For any closed formula A and closed contExt
the following hold fori{:

F'FA— {p|Trp:A (“reify” ) ()
F're:A—TIFA (“reflect™) m

Moreover, the target of}{) is a normal term, while the source df)(is a neutral term.



Proof. We prove simultaneously the two statements by inductiohertomplexity of
formulaA.

We skip writing the proof term annotations, and write jlist A instead of “there
existsp such thafl' + p : A", in order to decrease the level of detail. The algorithm
behind this proof that concentrates on proof terms is gine®actior 4.

Base case(]) is by “run” (Lemmd3.9), {) is by “unit” (Lemma3.4).

Induction case fon. LetI' IF AA Bi.e.

VC.VI' >T. (VI > T.T” IF AandI” IF B T” £ C) - T" + C).

We apply this hypothesis by setti@):= AA BandI” :=T, and then, givef”” > T s.t.
I'” IF AandI™ I+ B, we have to deriv€” + A A B. But, this is immediate by applying
the A, rule and the induction hypothesig) twice, for A and forB.
LetT" + AABbe a neutral derivation. We proVe- AA B by applying unit (Lemma
[3.4), and then applying the induction hypothesjsdn A, AZ, and the hypothesis.
Induction case for. LetT IF Av Bi.e.

YC.VI' >T. (VI >T".T” - AorT” F B T” + C) > T + C).

We apply this hypothesis by settifig):= Av B andI” := T, and then, gived” > T
s.t.T” IF AorI” I+ B, we have to deriv€” + A v B. But, this is immediate, after a
case distinction, by applying thd rule and the induction hypothesig) (

We now consider the only case (besidé¥® below) where using shift and reset,
or our Kripke-style models, is crucial. L&+ A Vv B be a neutral derivation. Let a
formulaC andI” > T" be given, and let

VI >T'. (" |- AorT” IF B> T” + C). (#)

We provel” + C by the following derivation tree:

AcAT BeB,I”
AT rA (T’; BI'+B (T’;
AT IFA - B.I'I-FB .

C-AVB AT IFAOrAT'IFB ) BI'FAOBIIFB o

I'rAvB AT rC BI'rC

v
I'+C .

Induction case foe. LetI' IF A= Bi.e.
VC.VI" >T. (VI >T". (VI3 >T".T3l-F A= T3lFB) > I” +C) - I" + C).

We apply this hypothesis by settif}):= A = BandI” := T, and then, gived”” > T
S.t.
VI3 >TI".T3lFA->T3IFB #

we have to derivE€” + A = B. This follows by applying£,), the IH for(]), then (#),
and finally the IH for () with the Ax rule.

LetT’ + A = B be a neutral derivation. We pro¥el- A = B by applying unit
(Lemmd3.#), and then, givédii > T andI” I A, we have to show that' I B. This is
done by applying the IH for}) on the &¢) rule, with the IH for () applied tol” I+ A.



Induction case foi¥. We recall that the domain functioB(-) is constant in the
universal modet{. LetT I+ YXA(X) i.e.

VC.VI' >T. (VI >T". (W3 >T”. ¥t e D.T3 Ik At)) > T” + C) > T" + C).

We apply this hypothesis by settif@y:= YxA(x) andI” :=T’, and then, gived”” > T
S.t.
YI3 >T".VYte D.T3 I A(t) #

we have to derivé” + YXA(X). This follows by applying,), the IH for(), and then
(#).

LetT + VYXA(X) be a neutral derivation. We provel- YxA(X) by applying unit
(Lemmd3.4), and then, giveri > " andt € D, we have to show thdt' I- A(t). This
is done by applying the IH forf{ on the {/g) rule and the hypothesis+ ¥xA(X).

Induction case for. LetI' IF AXA(X) i.e.

VCVI' >T. (VI >T". 3te D.T” FA(t)) > T +C) - T" + C).

We apply this hypothesis by settif}):= AxA(X) andI” := T', and then, gived”” > T
s.t.dt e D.T” IF A(t), we have to deriv€” + AXA(X). This follows by applying{;)
with t € D, and the IH for().
LetT + IxA(X) be a neutral derivation. Let a formulaandI” > I' be given, and
let
Y[’ >I". (AteDI” IFAl) - T + C). #

We provel” + C by the following derivation tree:

A(X) € A(X), T
AX), T F AX)

X

CraxAx) AT AR g
I + AXA(X) AX),T"+C x-fresh
I'«C £

The result of reification §” is in normal form. By inspection of the proof. O O

4. Normalisation by Evaluation in IK-CPS Models

In this section we give the algorithm that we manually exeddrom the Coq
formalisation, for the restriction to the interesting pogjgional fragment that involves
implication and disjunction. The algorithm extracted amédically by Coq contains
too many details to be instructive.

10



The following evaluation function for™"-terms is behind the proof of Theo-

rem3.5:

[Trp:Alwir:wiEA

[al, = p(a)
[1a.p], =k k- (a/ — [[p]]p,aj—nl) =n- (af i [[pﬂp,aHa)
[pdl, = k> [Pl - (¢ — ¢ - [, - &)
[e1pl, := k> k- (inl -[p],) = - (inl -[p],)
[e2p], 1= & = « - (inr-[p],) = - (inr-[p],)

. , [ohlpase -« if y=inl-a
[case pof (ar.qullaz.q)], := k = [P, (7 "~ { [oelpapp -« ify=inrp
The following is the algorithm behind Theorém 3.10:

P TIFA— {peAnf|Trp:A
Mi{eeAne|Tre: Al >TIFA

F=aru a X-atomic
Ni=emn-e X-atomic
=B =n (¢ aa L gn (6 1han @) a-fresh

=B .~ ey (a 1B (e(i? a)))
) unlfa ify=inl-a
£ ':"'(VH{ Li ilgﬁ if y = inrg )
VB .= e k - case eof (al.K- (inl MPaa al) llag.k - (inr- TBas ag)) a-fresh

5. Variants and Relation to Kripke Models

5.1. “Call-by-value” Models

Defining forcing on composite formulae in Definitibn B.1 peeds analogously
to defining the call-by-name CPS translationi [23], or Kolmoagy’s double-negation
translation|[25, 22]. A definition analogous to the “call-bglue” CPS translation [23]
is also possible, by defining (non-strong) forcing by:

e WikAABIif wik Aandw ks B;
e WikAVBIifwlkAorwlk B;
e Wl A= Bifforall w > w, wlik Aimpliesw I B;

o Wik VX.A(X) if for all w > wand allt € D(W), w’ I A(t);

11



o Wl AX.A(X) if w ks A(t) for somet € D(w).

One can prove this variant of IK-CPS models sound and compmilarly to
Sectiori B, except for two flerences. Firstly, in the statement of Soundness, one needs
to putw s I in place ofw I T. Secondly, due to the firstfiérence, the composition
of soundness of completeness that gives normalisationsiforklosedterms only.

5.2. Classical Models

In [16,117, 18], we presented the following notion of modeliethis complete for
classicalpredicate logic and represents an NBE algorithm for it.

Definition 5.1. A Classical Kripke-CPS model (CK-CR$ given by:

a preorderK, <) of possible worlds

a relation on worlds {) I, labelling a world a®xploding

a binary relation {) Is () of strong forcingbetween worlds and atomic formu-
lae, such that
forallw >w,wlk X = W Ik X,

and a domain of quantificatidb(w) for each worldw, such that

for all w > w, D(w) C D(W).

The relation €) I () of strong forcings extended from atomic to composite formulae
inductively and by simultaneously definifivo] new relations, refutation and (non-
strong) forcing:

*

A formula A is refutedin the worldw (notationw : A IF) if any worldw’ > w,
which strongly force4\, is exploding;

A formula A is forcedin the worldw (notationw IF A) if any worldw' > w,
which refutesA, is exploding;

wlks AABif wiF Aandw I B;

wlikAv Bif wiF Aorw - B;

wls A= Bifforall w > w, wl- Aimpliesw - B;

w s YX.A(X) if for all w > wand allt e D(w'), w I A(t);
w ks AXA(X) if w I A(t) for somet € D(w).

The diferences between Definitibn B.1 and Definifion 5.1 are mark#dloxes.
We can also present CK-CPS using binary exploding nodesgebgidgw Iz L =
YC.w IF£. Then, we get the following statement of forcing in CK-CPS,

YWz w (YW 2 wWow s Ao YW IE ) - vow I,

12



versus forcing in IK-CPS,
VCYW 2w, (YW 2 WL wW ks Ao w ) - wIS

The diference between forcing in the intuitionistic and classiabels is, then,
that: 1) the dependency @is necessary in the intuitionistic case, while it is optiona
in the classical case; 2) the continuation (the internallizagion) in classical forc-
ing is allowed to change the parame€upon application, whereas in intuitionistic
forcing the parameter is not local to the continuation, louthie continuation of the
continuation.

At this point we also remark that the use of dependent typbkartdle the parameter
C is determined by the fact that we formalise our definitiontnitionistic Type The-
ory. Otherwise, the quantificatiofC. - - - is quantification over first-order individuals,
for example natural numbers.

5.3. Kripke Models

Let A(n) be an arbitrary first-order formula and k¢n, m) be az(l)—formula. Denote
the following arithmetic schema by (D-DN¥for “dependent Double-negation Shift
schema, strengthened”.

¥m. ¥Yny > n. (Ynz > ng. A(ng) — X(nz, m)) — X(ng, M)
A(n)

Proposition 5.2. LetK = (K, <, D, E, E,) be any structure such thatdenotes forcing
in the standard Kripke model arising frofif, andI- denotes (non-strong) forcing in
the IK-CPS model arising from the sae

Then, in the presence of (D-DNSat meta-level, for all formula A, and any &K,

D-DNS*

WE A« wIF A
Proof. The proof is by induction oi, using (D-DNS) to prove,

YC. Yw; > W. (VWZ >wi. (Wo |- Aorw, - B) — w, IFE)) — wy IS
wl-Aorwli- B
needed in the case for disjunction, and similarly for theskexitial quantifier. O

Corollary 5.3. Completeness of full intuitionistic predicate logic witspect to stan-
dard Kripke models is provable constructively, in the preseof D-DNS.

Remark5.4. 1t is the other direction of this implication that Kreiselgwed, for a spe-
cialisation of D-DNS. (Sectio®2) To investigate more precisely whether D-DNS
captures exactly constructive provability of completenies Kripke models remains
future work.
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6. Conclusion

We emphasised that our algorithnBisNBE, because were we able to identify-
equal terms oft™" through our NBE function, we would have solved the problem of
the existence of canonicatlong normal form fordi™Y. However, as shown by [14],
due to the connection with Tarski’'s High School Algebra Peab[5,/27], the notion
of such a normal form is not finitely axiomatisable. If oneke@t examples al~"-
terms which arggn-equal but are not normalised to the same term by Danvy’s (and
our) algorithm, one can see that in the Coq type theory thaseastare interpreted as
denotations that involve commutative cuts.

In recent unpublished work![9], Danvy also developed a wersif his NBE algo-
rithm directly in CPS, without using delimited control op#rs.

In [2], Barral gives a program for NBE of-calculus with sums by just using the
exceptions mechanism of a programming language, whichng#unga priori strictly
weaker than using delimited control operators.

In [2], Altenkirch, Dybjer, Hofmann, and Scott, give a topth&oretic proof of
NBE for a typedi-calculus with sums, by constructing a sheaf model. The ection
between sheaves and Beth semafitiesvell known. While the proof is constructive,
due to their use of topos theory, we were unable to extrackgmithm from it.

In [21], Macedonio and Sambin present a notion of model féemsions of Basic
logic (a sub-structural logic more primitive than Lineagio), which, for intuitionistic
logic, appears to be related to our notion of model. Howeabhery demand that their
set of worldsK be saturated, while we do not, and we can hence also work itk fi
models.

In [13], Filinski proves the correctness of an NBE algoritfon Moggi’s compu-
tational A-calculus, including sums. We found out about Filinski'pearight before
finishing our own. He also evaluates the input terms in a dorbhased on continua-
tions.
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