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Keywords: SIFT, Particle filtering, Objects tracking, VideoThe second criterion concerns the type of featusesl for the

surveillance. characterization and matching of objects over tidsmong
all existing features in the state-of-the art, Idfemtures are
Abstract widely used for their accuracy, stability and irgace

against scale, rotation and illumination changethiwithe
In this paper, we propose a novel approach forirbiect images and for the affine transformations they peovide.
tracking for video surveillance with a single statamera We can mention SIFT[12] and its derivatives PCATRIR],
using particle filtering and data association. Tfreposed GLOH[14] and DAISY[15]. Other local features like
method allows for real-time tracking and deals with most SURF[16], HOG[7], and BRIEF [17] use similar conteput
important challenges: 1) selecting and tracking ogects of they differ on the type of information used (gradieor
interest in noisy environments and 2) managing usich. integral image), the size and shapes (rectangulaircular)
We will consider tracker inputs from classic motetection of computing regions around points of interest be t
(based on background subtraction and clusteringjtidR normalization and weighting technics.
filtering has proven very successful for non-lin@ad non-
Gaussian estimation problems. This article presSit&sT
feature tracking in a particle filtering and datssaciation

The last criterion concerns the technique for deagcand
matching features over time. The most commonly

framework. The performance of the proposed algoriis encountered techniques are based on filtering.oldhest and
evaluated on sequences from ETISEO, CAVIAR PET$208'05t well-known is the Kalman filter. More recentipany
and VS-PETS2003 datasets in o’rder to ' show t reasingly sophisticated techniques were useacluding

improvements relative to the current state-of-trie-a article filters[18, 19.' 20, 21.' 22]'. In [23]. A'_”""ﬂ et al.
detect and track multiple moving objects usingipkrfilters

. to estimate the object states, and sample-baseat joi
1 Introduction probabilistic data association filters to perfoim tissignment
Real-time object tracking is an important and arading task between the features and filters. Rui et al. prefgng24] an

in Computer Vision. Among the application fieldsthdrive unscented particle filter to generate sophisticgtedposal
development in this area, video-surveillance hasang need distributions to improve the tracking performand@mmiaro
for computationally efficient approaches that comebreal- et al. [25] integrate an adaptive colour distribotito model
time processing with high performance. Proposedtisois targets into particle filtering for object trackipgrposes.

must be able to adapt to different environments laxdls of

noise and to track with precision a large varidtplgects. Our approach uses moving objects as input. Thegetstare

detected using background subtraction and clusterin
In the video surveillance context, many object khiag methods. Once objects are detected, we track th&inmgu
technigues have been proposed [1, 2, 3, 4, 5]. eThesrticle filtering applied to SIFT features and twé specific
techniques can be classified according to threer@i data association method based on the tracked S&tres.

The first concerns the initialization of the trawnfitargets. This paper presents the following contributions:ALhovel
Many approaches have been tried, from object detecin approach for object tracking in a particle filteyiand data
static images, to initialization by motion deteatimnd association framework. 2) We exploit the high talisy of
clustering, through learned models on whole or spat SIFT features to perform an initial tracking usiagarticle
objects. In [6], Breitenstein et al. track peoplsing filter. This is done in a particular way, basedmare precise
continuous confidence of pedestrian detectors [[7,ai®@ feature detection and selection. 3) In order td céén less
online trained classifiers. In [9] Moutarde et alse reliable SIFT features and the complex situatidmst tcan
“connected control-points” features with adaboosir foccurs during object tracking, we propose a noygraach
detecting and tracking vehicles and pedestrianseWal. use for data association, based on a reliability measfitracked
human body parts detectors in [10]. These partsctiats are SIFT features, computed during the particle filigristep. 4)
trained by boosting a number of weak classifierselaon We evaluate the proposed approach on several thtase
edgeletfeatures. Siebel et al. [11] use motion detection demonstrating that it is applicable in a video siltance
detect moving regions, detect and track heads @sethcontextand provides interesting results.

regions, and finally track human shapes.



2 Our approach the distribution of interest is the filtering disttion
p(x:|y"). In Bayesian sequential estimation this distriuti

We first present an overview of the algorithm. @pproach can be computed using the two step recursion:

consists of two collaborating levels of processifgyst, from
detected objects at time denoteddo(t), a set of SIFT[12] _
features is extracted according to criteria dedaiteSec 2.1. predict p(x|y*™") = f D(xlx,—1) p(dxe_4 Iyt (1)
All SIFT features are tracked over time using dipler filter -
and their states are updated at each frame. Weewgllain |, 4-te Crlyt) = L(yelx)p(xelyt™) @
what the “state” of the SIFT feature is in Sec ZBe next t [ (x¢lse) p(dse|yt—1)
step is the updating of the state of tracked objettinterest here  the rediction  distribution  follows  from
at timet-1, denotedo(t-1), using the tracked SIFT features. Avhere  the —predict istribution  TOTOWS
reasoning  based on weighted scorina is introduced nilarglnallzatlon and the new filtering distributiis a direct
asoning 9 9 consequence of Bayes’ rule. The recursion requites
minimize the error due to the effects of SIFT feasudetected specification of a dvnamic model describing the testa
on the background or diverged from the correct athjeiring pecitt y - ng
tracking. In this step, occluded objects are refeed and evolutlonD_(xtlxt__l), and a model giving the likelihood of
maintained for tracking resumption. Finally, newteited any state in the light of the current observaiig,|x.). The

objects are used to initialize new tracked objésee Figure recursion is initialized with some initial distrithon p(x,).

1). In our approach, the state of a SIFT feature
x ={x,y,u,v,h,n} consists of the SIFT feature position
¢@ | (X, y), the velocity componer(u, v), the SIFT descriptoh
@ e associated to the SIFT point, and finatlythe measurement
particte fitering error estimation following a normalized distributio In
Occtusion management particle filtering, each hypothesis about the netates is
SIFT features devection represented by a particle which has its own stdth the

Init new tracked objects on objet of interest

same structure as that of the SIFT feature. EaEff $ature

F ; . :
— — is tracked using a constant number of particles.
Cormesges e raggggess > X i

The prediction step consists in applying the dymambdel to
all the particles of the tracked SIFT feature tonpate the
new estimated location of each one:

For each object ido(t), defined by a bounding box and a set (0 Y)e = 00Y)er 4 (W V)e-r A+ M) )
of motion pixels, our system detects and computegtaof W, v)e = (W, V)1 + Ny (4)
SIFT features on this object. The bounding boxvgldd into
small rectangular sub-regions. The aim of this subidn is
to obtain a good spatial distribution of featuraestioe object,
allowing for better partial occlusion managemerge(sec
3.1.1). Another benefit is the possibility of pdehikation of
computing per sub-region for real time processirging 2.2.1  Weighting of particles

multi-core processors. The number of sub-regions Hach particle is weighted using two different weggteq 5):
calculated according to the bounding box dimensitms the first and most important is the similarity sEdyetween
ensure the robustness and optimize the procedaieg Each the particle descriptor and the tracked featurerijger. The
sub-region must contain a constant number of SHalufes. second weighting criterion aims to minimize the artance
A SIFT detector with more permissive curvature aodtrast of particles on the background using the “motioatest of
thresholds than optimum ones [12] is used to obtagre pixels at the same positions as the particles.

SIFT points (see sec 3.1.1). The needed numbezatdifes is
selected according to their robustness based odeteztion

scale, the curvature and contrast values. Thisteteis also Wp=c [ 27
done using the motion state of pixels assuming Si&T

points located on moving pixels belong to the objet d(Hy, Hy,) denotes the similarity between the tracked feature
interest with a high probability. descriptor and the current particle descriptor. VW& a
Euclidean distance after having tested some otrstartes
without getting significant improvementsr  denotes a
standard deviation computed on tracked feature laiityi
variations up to time-1. c[{c,, 1}, with ¢,€]0, 1[, denotes
the coefficient of confidence of the particle aaling to its

All SIFT features are tracked over time using atiper belonging to the moving region. At a given timand for a
filtering method. As a reminder about particleeiikt, letx, given object, ¢ can take two values: 1 if the pixel
denote the state of the system at the current timend corresponding to the particle is a motion pixel andmaller

yt = (y4,...,¥:) the observations up to tinte For tracking, value,c, otherwise.c, depends on the quality of the detection

Figure 1: A diagram of our object tracking framelwor

2.1.SIFT feature detection

The update step consists in estimating the newitwtaf the
tracked feature using the predicted state of afligdas. This
step is performed in three sub-steps (particle igig,
particle sampling and new state estimation) desdrlelow.

e 202
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A first reliability measure based on these selectioiteria
will be useful during the data association step.

2.2.SIFT feature tracking by particle filters



of the object measured by the density of its mofioels. For

persons, the end of short occlusion or a persoririgaa car.

a low densityc, will be close to 1. A high density is obtaineddere two situations can be distinguishéaj(t-1) can be the

in a good or noisy detection case. Hegewill be smaller. In
fact when the motion detection performs well, nootion
pixels are probably background ones. In the higisencase
the object of interest is probably fully detected,this weight
will have low impact in (5). When the image reswmatis
high and the tracked objects enough large in thegenc
would serve no purpose; the robustness of the 8HsTriptor
is sufficiently discriminative. However, in praatic video-
surveillance images have medium resolution quaityg are
relatively noisy. They monitor large areas makingjeots
smaller. For this reason, our second weighting rteghe
increases accuracy, as shown in sec 3.1.2.

2.2.2  Sampling particles

After weighting, all particles are sampled usinfSampling
Importance Re-sampling” (SIR) method [26, 27] t@[xehe
most important, drop the less important and reptaeen by
new particles generated from the kept ones. Thepkagn
step allows the tracker to keep the more reliabitigles and
the re-sampling step avoids information degenemati®ach
feature keeps a constant number of particles awer, which
makes the processing time easier to control. Rinall
particles are re-weighted with the same normalizeight.

2.2.3 New state estimation

The estimation of the new location of the trackedttire is
obtained as the barycentre of all its particlese Tescriptor
of the tracked feature is computed around the oeation.

A variation measure between the previous descrigtak the
new one is computed. This variation measure is fethe
feature variation learning in order to decide ifi@wv state is
acceptable. If the variation is too important tHeTSfeature
is dropped and replaced by a new detected one.

2.3.Data association

At this point all of the tracked features have begalated.
The next step consists in linking previously tratlabjects
to(t-1), with new detected objectio(t), while dealing with
complex situations like partial or full occlusionBrom a
given frame to the next one, only four cases camoc

In the first case a uniqui(t) corresponds to only orie(t-1).
Here the system updates ttwgt-1) by linking it directly to
do(t).

In the second case a unigde(t) corresponds to a set &f
to(t-1) wherek O [1, Q]. This situation occurs when th

detection at timet did not correctly split detected movin

objects, typically during partial occlusions or higbject
proximity. Here the system tries to split the bomgdbox of

result of a previous merge of tracked objectstahat-p like
described in the previous paragraph. In this dhsetracking

is resumed using the occlusion management appr(sesh
2.4). Otherwise, if to(t-1) has always been tracked as a
group of objects since its appearance in the saene}o(t)
are initialized by eachdo|(t) after the split.

In the last case ndo(t) corresponds to to(t-1). It occurs in
full occlusion situations or when the(t-1) leaves the scene.
According to criteria like scene exit proximity ardetected
intersection between seveta(t-1), the system considers this
object as lost or as occluded. If the object i$, libs tracking
is definitively stopped. Otherwise, the object ispk for
tracking resumption if it re-appears after an osidn.

The first step of our data association method tsisin
detecting in which case eatt(t-1) is it at timet. To do this,
an MxN link score matrix, denotes) is constructed. M is the
number ofto(t-1) and N the number ado(t). Each element
S(to;(t — 1),do;(t)) of S is calculated as the weighted
proportion of SIFT features from thé" to(t-1) that
geometrically belongs to thg" do(t). The contribution of
each SIFT features in the link score value is dyec
proportional to its reliability. This reliabilitysi given by the
learned similarity variation of the tracked featugeto timet,
and by the motion state of the pixel at the sarnation:

s(to;(t = 1),d0;(£)) = 5 Ty Wi, ) (6)

wherew, (i, /) 0[0, 1] is the reliability score of th" feature
of to(t-1) that is geometrically contained bg;(t). toj(t-1) has
P SIFT features.

Putting these link score values in a matrix formkesathe
decision process easier and faster. We use the afiang
algorithm [28] to select the best links.

Note that after this data association step, SIHhtp@utside
of their objects (moved onto the background or ootioer
objects during their proximity or partial occlusjorare
dropped and replaced by new detected SIFT feat@els-
regions which are common to multiple objects in ¢thse of
partial occlusions are not used for the detect@m.the other
hand, the system keeps a uniform spatial repartitib the
SIFT features by filtering out too close featur€ke system
keeps the most reliable feature and replaces othensew
detected ones in sub-regions of the object wittefdf@atures.

e .
g2.4.Occlu5|on management

After link creation, somelo(t) may not be linked with any
to(t-1). They can be new objects appearing for the fingt in

do(t) into Q smaller bounding boxes. This split is performethe scene or previously occluded objects whichpeear.

by estimating the best bounding boxes accordinbdcspatial
distribution of the SIFT points before the mergehisT
distribution is given by the ratios between featloeations
and the borders of the bounding before detectiomimg.

In the third case a unique(t-1) corresponds to a set &

do(t), wherel O [1, R], like in the dispersion of a group of

Before initializing newto(t) with unlinkeddo(t), an attempt to
match these unlinkedo(t) to tracked objects in occlusion
state is made using the following criteria:

First, a matching between SIFT features used fgeabb
tracking before occlusion and new detected onesthen
candidate object. In the case of an object whiath mibt



change orientation during occlusion (straight mofoe
example), this matching of SIFT features perfornedl.w

The second criterion is based on the dominant cofor

descriptor. During tracking, the dominant colors[29] of the
object are extracted with their proportions andduseweight
a matching hypothesis with a candidate object aitetusion.

Finally, we use two “world” coherency criteria, lpdson the
camera calibration information. During tracking, 3Right,
3D width and real speed of the tracked object (admsygh
using camera calibration matrices) are learned wo t

Gaussian models. For each candidate for resume-afgel.l

occlusion, its 3D dimensions and position mustirfio the
learned Gaussian models.

Note that we keep track of fully occluded objects
potentially resume their tracking only for a lindtéme. Long
period increases the number of combinations andigtkeof
errors.

2.5.Real object of interest validation

New to(t) are initializedfor all free do(t) after links creation
and occlusion management,. A set of SIFT featunes
detected and assigned to these objects (See gc. 2.

New to(t) stay in intermediate state before their fu
validation.
illumination changes reflected on the floor or @me static
scene objects, or foliage movements. For this reasach

t

Some of thedo(t) can be noise, such ag

tracking metrics. All of the four metric values atefined in
the interval [0, 1]. The higher the metric valuee better the
racking algorithm performance.

Our evaluation is divided into two parts. First, have
evaluated our tracker with different configuratiomsd
parameters in order to highlight our contributiohke second
part shows a comparison with existing evaluatioreEdhSEO
dataset with the same metrics on common sequences.

3.1.Evaluation with different configurations

Detection and selection of SFT points

In this part, we tried three configurations to exé our SIFT
point detection and selection method. First, weliagpan
the optimum
parameters as defined in [12] on the whole objetisterest.
In the second configuration, we divided object iisub-
regions and we used the SIFT algorithm with more
permissive parameters and selected the needed numfibe
points per sub-region according to their detectather. The
third configuration is the one we used for our aggh (Sec
2.1) with the following parameter values: 0.005 émntrast
threshold and 7.5 for curvature threshold.

implementation of SIFT algorithm with

PETS 2001 VS-PETS 2003
I Configuration 1 M 0.43 0.18
Configuration 2 M 0.65 0.41
Configuration 3 M 0.69 0.48

new to(t) is tracked normally, but controlled during a givertable 1: evaluation of different SIFT feature détetand selection

number of frames before considering it as a re@adbof
interest. Our system uses the persistence, thectoay, and

the 3D speed of each new(t) during 10 frames at least as

criteria to validate it as an object of interest.the case of

noise, the newvto(t) can disappear after a few frames. It can

have incoherent or oscillatory motion or a highezpavhich
cannot match the possible speed of any objecttefdst.

3 Experimental results

We evaluated the tracking algorithm on 121 sequeificam
four datasets: CAVIAR[30], ETISEO[31], PETS2001[221d
VS-PETS2003[33]. We have selected
according to the availability of their ground trudata. They
contain different levels of complexity with chaltfing
situations, such as football match in VS-PETS20&Xakt.

In order to compare our tracker with another onetlo:
ETISEO dataset, providing the largest variety dfiaions
and contexts, we used the tracking evaluation ogettefined
in the ETISEO benchmark project (A.T.Nghiem et 2007).

these sequen

methods on PETS2001 and VS-PETS2003 datasets

We used 2 datasets: in PETS2001, some personsdialp
occluded by passing vehicles. In VS-PETS2003, ¢otbhll
match provides a lot of partial occlusions betwpkayers.

Table 1 shows that our SIFT detection and seledtiggmoves
results in comparison to the other tested confiijuma. The
first reason is the number of detected points. Wseoved
that for configuration 1, the SIFT algorithm proegvery low
number of SIFT points, due to the small size ofoty in the
images, and the image resolution. This makes th@a da
association less precise. Our method (configurati®n

fovides more points thus improving the robustrafsdata
association process.

The second reason is the localization of the detepbints.
For configuration 1, most detected points are cotmated on
the feet of tracked persons. The concentrationacked SIFT
features in one region of the tracked object matkedracking
fail if this region is occluded. The improvement siib-
regions division is demonstrated by the results of

The “tracking time” metricM1 measures the percentage agfonfiguration 2 and 3. The spatial distribution fehtures,

time during which a reference object (ground trd#ta) is
tracked. The “object ID persistence” metfi¢2 computes
throughout time how many tracked objects are aatedti
with one reference object. The third metMS3 “object 1D
confusion” computes the number of reference ohlgstper
tracked object. These metrics must be used togéathalntain
a complete tracker evaluation. Like in [34], weoalsse a

even if some are less reliable, ensure existensero points
on visible parts of objects in partial occlusions.

The last reason is the selection of SIFT featucesraing to
their reliability. In configuration 2, we take thdirst detected
SIFT points;n being the number of points per sub-region.
This increases the risk of taking less reliablenfminstead of

mean metricM taking the average value of these three



more reliable ones. In our method (configurationvg) select
the most reliable points as described in secti@n 2.

The improvements of our feature detection and telec

object localization. At the same time, our use ation state
of pixels to weight particles decreases slighthe tfinal
weight of each particle, making the SIFT featurevena little

bit more around its real position (SEsble 2.

Without motion With motion
state weighting | state weighting
Low detection 5.59 6.12
Medium detection 5.59 6.72
High detection 5.59 6.04

Table 2: divergence of SIFT point until frame 32 tmean of 2D
distance between tracked SIFT point and annotaisitign

Our data association approach compensates theialnilig}

of SIFT features in this case. Using reliability anare of
SIFT features as a weight in link scores allowsatymrithm
to select the right links, and drop unreliable SfEdtures.

Table 3 validates this method and our tracking &awrk.

Figure 2: Partial and full occlusion management

M1 M2 M3 M
3.1% hlPirtlcrlleWelghpbng_usngfrmtl_orrw]state e A CAVIAR 0.78 0.82 0.91 0.84
To highlight the contribution of weighting partisleising the ETISEO 07 001 0.02 0.4
motion state given byc in eq. (5), we have taken &
subsequence of 50 frames from the PORTUGAL-FMPETS2001 084 0.90 0.94 0.89
sequences of CAVIAR dataset. It contains a persoasing | VS-PETS2003 0.47 0.79 0.84 0.70

the scene in straight line. We apply the SIFT atgor on this ~ Table 3: global evaluation results on the seletsequences.

person and select one SIFT feature on its headr Afat we
manually annotate the approximate location of BiT point
on the 49 remaining frames. Finally, we track fiant along
the subsequence using the described particle {Bec 2.2)
with and without using the weighting method by rootstate

3.2.Comparison with state of the art results

We compared the results of our approach on the EDIS
dataset with the results of [34] who obtained betesults
than those of ETISEO. The comparison is providethisie 4

(Sec 2.2.1). We obtained better results on the same sequendhstlve
same metrics for most of them.
ETIVS1- | ETI-VS1- | ETI-VS1-
BE-18-C4 | BE-16-C4 | MO-7-C1
M1 0.6¢ 0.5¢ 0.9¢
-cC- -d- Proposed M2 1 1 0.8¢
Figure 3: different qualities of motion detecti¢a) Original image. tracked M3 1 1 1
(b) Low detection. (c) Medium detection. (d) Higételction. M 0.89 0.85 0.93
To make this test more relevant, we change somenpeers M1 0.64 03€ 087
in the motion detection algorithm so that it presdthree Terau M2 1 1 092
different qualities of detections (see Figure 3). [34] M3 1 1 1
We have observed that when we do not use the metaie M e i 0.93

of pixels for particle weighting, the SIFT pointtdehes itself
and stays on the background after the 32th frarhis. i§ due
to the successive updates of the SIFT descriptongilits o
tracking. Starting from the 24 frame, the SIFT pagniocated Note that the average running time of our code-B #s for

too close to the contour of the person’s head, fse ETISEO, PETS2001 and VS—_PET82003 datasets, and®12-3
computing window of the SIFT descriptor takes moi@S for CAVIAR dataset, with Intel(R) Xeon(R) E5530
information from the background. The SIFT point iomes 2-40GHz, depending on the image size, number andi2®

to diverge, attracted by the background, until 38¢h frame ©f detections in each sequence.

where it will indefinitely stick to it. On the othéand when

we use the motion state for particles weightingg 8IFT 4  Conclusion

point stays all the 50 frames on the head of theque The main idea presented in this paper is that dheect use of

3.1.3 Dataassociation and occlusion management local features as long as they are wisely seleatetreliably
We assume that the acceptance of less reliable fadTires tracked and used in the data association techrigjumorrect
to ensure spatial distribution can decrease thiabibty of Weighting, can solve most of object tracking issues

Table 4: Comparison of proposed tracker performanitisthe one
proposed by CHAU et al. [34] on three ETISEO seqgasnc
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