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ABSTRACT

Tiling is a crucial loop transformation for generating higérfor-
mance code on modern architectures. Efficient generatiomtif-
level tiled code is essential for maximizing data reuse steays
with deep memory hierarchies. Tiled loops with parametie t
sizes (not compile-time constants) facilitate runtimedfeseck and
dynamic optimizations used in iterative compilation antbenatic
tuning. Previous parametric multi-level tiling approasiave been
restricted to perfectly nested loops, where all assignnseate-
ments are contained inside the innermost loop of a loop st
vious solutions to tiling for imperfect loop nests have ohéndled
fixed tile sizes. In this paper, we present an approach tametra
ric multi-level tiling of imperfectly nested loops. Theitiy tech-
nigue generates loops that iterate over full rectanguks, timaking
them amenable to compiler optimizations such as regidieg i
Experimental results using a number of computational bewacks
demonstrate the effectiveness of the developed tilingcambr.

Categories and Subject Descriptors:D.3.4 [Programming Lan-
guages]: Processors — Compilers, Optimization

General Terms: Algorithms, Design, Performance
Keywords: Parametric tiling, Imperfectly nested loops

1. INTRODUCTION

Tiling is a crucial transformation for achieving high perfance,
especially for systems with deep multi-level memory hiehées. It
is a well-known technique for improving data locality andister
reuse. Tiling has received a lot of attention in the compmitenmu-
nity [9, 14, 20, 33, 35-37, 44]. However, the majority of wankly
addresses tiling of perfectly nested loops. With perfeothgted
loops, tiling is possible when a band of loops is fully perafie.
The condition for permutability of a band of loops is thatatre-
spondingly permuted dependence vectors must have norireega
elements.
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The reasoning about legality of tiling of imperfectly nakteops
requires a more general dependence model than dependernce ve
tors. The earliest works to develop approaches to tilinggirfgetly
nested loops [3, 27-29] effectively mapped the instancegaté-
ments of an imperfectly nested loop (of possibly differe@stmg
depths in the input code) into a common embedding iterapace
and then performed tiling in the framework of the common etnbe
ding space. There are a number of ways of embedding withfsigni
icantly varying performance impact; we are not aware of anykw
that has developed effective heuristics for this problem.n e&
fective approach for tiling of imperfectly nested loops wesently
developed in the Pluto polyhedral transformation framéwf8.

All of these works generate tiled code where the tile sizes ar
fixed. Since the performance of tiled code varies greatly wie
choice of tile sizes, it is preferable to specify the tileesias run-
time parameters in the code. In such capasametric tilingrefers
to the generation of tiled code where tile loops are runtiarame-
ters. For example, such an approach would enable empigaatis
for tile sizes.

The importance of parametric tiling is exemplified by thehthyg
successful ATLAS [41, 42] system for empirical tuning of BEA
kernels. ATLAS uses parametrically tiled BLAS kernels theg
repeatedly executed on the target architecture for diftgyeoblem
sizes using an empirical search strategy that varies thesities.
But the ATLAS system can only tune BLAS kernels. Further, it
was manually engineered by experts with insights intodilfar
optimization of BLAS kernels. There has been much receatést
in developing generalized tuning systems that can singiame
and optimize codes input by users or library developers]539,
43]. An efficient parametric tiling tool is extremely valdakfor
generating input tiled codes for such empirical tuning exyst.

An innovative scheme for efficient parametric tiling of drary
polyhedral statement domains for affine computations waslde
oped by Renganarayana et al. [34] and extended to efficigatly
erate multi-level parametric tiled code [25]. Howeversthiork
is only applicable to perfect loop nests. While the powetilirig
approach of Pluto [8] can handle arbitrarily nested loopsafine
computations, it can only generate tiled code with fixeddikes.

In this paper we develop an effective approach to parametric
multi-level tiling of imperfectly nested affine loops. Theykto the
approach described in this paper is the exploitation of theep
and effectiveness of the algorithm by Quilleré et al. [6,2], fr
generating imperfectly nested code to scan unions of pdighe
using input scattering functions (affine schedules for fifferént



statements) satisfying a generalized tiling conditioanglwith the
development of a bounds-based approach to generationahpar
ric tiles by post-processing the abstract syntax tree (A8The
loop structure generated by the CLooG code generator.

The paper is structured as follows. Section 2 discussesusri
previous efforts on tiling. Section 3 explains the key idbakind
our approach. A detailed discussion of the algorithm isgamted in
Section 4. Section 5 provides experimental results andlesions
are presented in Section 6.

2. RELATED WORK

Several previous efforts have addressed the tiling of Idops
volving arbitrary polyhedral statement domains. Beforespnting
our approach, we provide some background information athaut
current state of the art.

2.1 Code Generation for Polyhedral Models

There has been significant progress over the last two degades
the development of powerful compiler frameworks for depeau
analysis and transformation of regular programs (progreuitis
with affine loop bounds and array access functions) [4, 8115,
26, 31], using a polyhedral abstraction of statement dosnaid
data dependences. However, until recently very littlengibe was
given to code generation, although it has a significant imnpathe
effectiveness of the resulting code (we use the term “coderge
tion” for the process of transforming a polyhedral représton of
computations back into loop structures). Recent advamcesde
generation [6, 7, 32] have made polyhedral approaches \@wy p
erful for transforming affine loop-based code. CL00oG [6,3],i
a powerful state-of-the-art code generator that is widelgtu The
code generation algorithm used in CL0ooG [6, 7] is based ontiee
developed by Quilleré, Rajopadhye and Wilde [32] (abbrteda
hereafter as QRW). The key idea of the QRW algorithm is torrecu
sively generate a sequence of loop nests scanning sevevablof
polyhedra by separating them into disjoint polyhedra antbgs-
ing the corresponding loops from the outermost to the inostm
levels.

2.2 Parametric Tiling of Perfect Loop Nests

Recent work from Colorado State University [19, 25, 34,488 h
addressed parametric multi-level tiling of perfect looptsausing
the polyhedral model. The tiled code generator TLOG [40Jegen
ates parametric single-level tiled code for perfect loogtsie The
TLOG algorithm decouples the problem of generating tiledeco
into two sub-problems: 1) scanning the tile origins, and@ns
ning the points within a tile. A novel technique is used torsttze
tile origins by generating a polyhedron (parameterizedlbyizes)
that includes all tile origins, followed by scanning of thelyhe-
dron using CLooG [34]. A similar approach to decomposing the
problem of tiled code generation into the above mentionds su
problems and scanning of the tile origins using polyhedeaht
niques was earlier proposed by Goumas et al. [16]. Howeker, t
approach of Goumas et al. only handles fixed tile sizes. TLOG
performs rectangular tiling, and hence requires that tpatipro-
gram, if not originally rectangularly tileable, be transfeed to
make it rectangularly tileable. Empirical evaluation of @G on
several benchmarks demonstrates that the code generégon a
rithm is very efficient and that the quality of the code getextas
very good [34]. Kim et al. [25] generalized the TLOG algonittio
develop HITLOG [19] that can generate multi-level paramediied
code for perfectly nested loops. A significant benefit of HOG is
that the cost of code generation for multi-level tiling ie fame as
the cost of single-level tiled code generation. Jimenek §22, 23]

addressed parametric tiled code generation for non-reatanit-
eration spaces. The code generated using that approachften s
from significant code expansion, but involves low overhesstan
through the full tiles in the code.

2.3 Non-parametric Tiling of Imperfect Loop
Nests

Ahmed et al. [2, 3] were among the first to propose an approach
for tiling imperfectly nested loops. Their approach firstadeines
an affine embedding for each statement into a “product spafce”
the iteration domains of each loop. The embedding is thein opt
mized for locality by using another transformation mataxathieve
permutability of the dimensions. The embedding functiod e
transformation are chosen to minimize reuse distancesdbas a
heuristic. The effect of the embedding function is to creagen-
gle perfectly nested loop (albeit of a much larger dimensiam
finally needed), with guards created for each statementgaren
correct execution. Post-processing to hoist and/or eliteiguards
is needed in order to create efficient final code. Lim et al] [29
used an affine partitioning framework for tiling; the framekwas
built on an affine partitioning algorithm they proposed iearfor
minimizing synchronization and maximizing parallelisnv[28].
Recently, Chen et al. [12] have developed a script-basegosim
tional framework for transformations. The system can beluse
tile imperfectly nested loops. The framework requiressilees to
be specified constants. Some specialized works [10, 38 4% e
for tiling a restricted class of imperfectly nested looparadetric
tiling is not considered in any of these works.

Bondhugula et al. developed Pluto [8, 30], a system fordilin
arbitrary collections of imperfectly nested affine loop&ut® finds
tiling hyperplanes that are targeted at data locality ogtion for
sequential execution and communication minimization fmagiel
execution. The tiling is performed using a generalizatibthe va-
lidity condition for tiling that was originally presentedifperfectly
nested loops by Irigoin and Triolet [21]. Pluto also reqgsitide
sizes to be fixed for code generation.

Kim and Rajopadhye [24] recently developed a non-polyHedra
approach to parametric tiling of loop nests. The approasipbéy-
nomial time complexity and is practically efficient. Howevthe
presentation of the work indicates that some manual stegstoa
be used to properly handle scenarios where issues of tifilidity
arise.

3. OVERVIEW OF APPROACH

We begin by discussing the approach to generation of paremmet
full tiles in the context of perfectly nested loops. We théscdss
the conditions under which imperfectly nested loops canilbd,t
followed by a sketch of our approach to separation of tilesrfe
perfectly nested loops.

3.1 Parametric Tiling for a Single Statement
Domain

To facilitate the presentation of the algorithm for tilingper-
fectly nested loops, we first explain how the approach warkbe
simpler context of a single statement domain. Considerithple
2D perfectly nested loop shown in Figure 1(a). The perfeaplo
nest contains an inner logpwhose bounds are arbitrary functions
of the outer loop variablé. Consider a non-rectangular iteration
space shown in Figure 1(e), corresponding to the perfegt hest
in this example. Since loofs outermost, strip mining or tiling this
loop is straightforward (i.e., to partition the lo@p iteration space
into smaller blocks whose size is determined by the tile g@am-
eterT;). Figure 1(e) shows the partitioning of the iteration space
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Figure 1: Parametric tiling of a perfectly nested loop

along dimension. Figure 1(b) shows the corresponding code struc-
ture, with a first segment covering as many “full” tiling segmbs
along: as possible (dependent on the parametric tile $i2e The
outer loop in the tiled code is the inter-tile loop that enuates

all tile origins. Following the full-tile segment is an epj sec-
tion that covers the remainder of iterations (to be execuizited).
The loop enumerates the points within the last incompletegof
outer loop iterations that did not fit in a completéle of sizeT;.

For each tiling segment alonig full tiles alongj are identified.
For ease of explanation, we show a simple “explicit scarinig
proach to finding the start and end of full tiles, but as diseds
later, the actual implementation identifies tile boundadérectly
from affine loop bounds by evaluating the bound function®ater
points of the outer tile extents. The approach is also agipléecto
general loops with arbitrary non-affine and non-convex loiguby
using explicit scanning. The essential idea is that theektrgalue
for the j-lower bound [bv) is determined over the entire range of
ani-tile and it represents the earliest possiplealue for the start
of a full 75-tile. In a similar fashion, by evaluating the upper-bound
expressions of th¢ loop, the highest possiblevalue @bv) for the
end of a fullij-tile is found. Iflbv is greater thambv, no full tiles
exist over thig-tile range. In Figure 1(f), this is the case for the last
full -tile segment. For the firgttile segment in the iteration space
(the second vertical band in the figure, the first band beirgjidel
the polyhedral iteration spacdjv is equal toubv. For the next
two i-tile segments, we have some full tiles, while the following
i-tile segment hasbv greater tharibv but by a lesser amount than
the tile size along.

The structure of the tiled code is shown in abstracted pseudo
code in Figure 1(c), and with explicit detail in Figure 1(dAt
each level of nesting, for a tile range determined by therdilieg
loops, thelbv andubv values are computed. 4fbv is less tharibv,
an untiled version of the code is usedii® is less than or equal to
ubv, the executed code has three parts: a prolog falues up to
lbv — st; (wherest; is the loop stride in the dimension), an epilog
for j values greater than or equalta(wherej; is the inter-tile loop
iterator in thej dimension), and a full-tile segment in between the
prolog and epilog, to covervalues between the bounds. The code
for the full-tile segment is generated using a recursivegdore
that traverses the levels of nesting.

3.2 Tiling of Multi-Statement Domains

The iteration-space view of legality of tiling for a singleate-
ment domain is expressed as follows: a hyperpl&his valid for
tiling if Hd; > 0 for all dependence vectoi [21]. This con-
dition states that all dependences are either along the tilyper-
plane or enter it from the same side. For a collection of poly-
hedral domains corresponding to a multi-statement prodfieom
imperfectly nested loops), the generalization of the almvedi-
tion is: a set of affine-by-statement functiopgcorresponding to
each statement in the program) represents a valid tilingtp/ane
if ¢¢(1) — ¢s(5) > 0 for each pair of dependencés #) [8]. The
affine-by-statement functiop maps each instance of each state-
ment to a point in a dimension of a target iteration space. tAhfte
linearly independeny functions maps each instance of each state-
ment into a point in the multi-dimensional target space.alfte)
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Figure 2: Parametric tiling of an imperfectly nested loop

function satisfies the above generalized tiling condititie, multi-
statement program can be rectangularly tiled in the tramsfd tar-
get iteration space. If only a (contiguous) subset ofdHfenctions
satisfies the generalized tiling condition, tiles can benked using
families of hyperplanes from that subset.

Efficient code generation for multi-statement domains wsiga
nificant challenge until the development of the QRW alganittits
refinement and implementation in CLooG is now widely used for
generating code for multi-statement domains. The Pluttesys
uses CLooG for generating tiled code for imperfectly nestegd
programs. However, Pluto cannot generate parametric cibele.
The key idea behind our new approach to parametric tilingrof i
perfect loop-nests is to combine the power of the QRW aligorit
(for sorting and separating polyhedra corresponding tctipiet
statement domains) with a bounds-based approach to separat
tiles, using the AST structure generated by the QRW algoritbr
non-tiled imperfectly nested loop code generation.

As elaborated later in the next section, first an input pnogra
is transformed to a target domain using scattering funstitat
satisfy the above generalized tiling condition. For thisgmse, we
simply use scattering functions generated by the Plutesysbut
any set of schedules that satisfy the generalized tilinglitimm can
be used instead. The imperfectly nested loop structurergeste
by use of the QRW algorithm is scanned to generate the tildd co
structure as described in the next sub-section.

3.3 Separation of Tiles for Overlapping State-
ment Domains

We use a simple imperfectly nested loop example shown in Fig-
ure 2(a) to illustrate the approach to tile separation. Thper-

fectly nested loop considered in this example contains two in-
ner loops with loop bounds that are functions of loop iterato
and other global parameters such as tile sizes and inputepnob
sizes. The QRW algorithm generates efficient (non-tiledploode
for multi-statement polyhedral domains arising from infpetly
nested loops. Where feasible, the sorting of polyhedrainvitie
QRW algorithm enables separation of statements in the pasd
(non-tiled) code. The key tiling question for this two-staient ex-
ample is: if the two statements and.S> have been separated out
in the point-wise code by the QRW algorithm, under what condi
tions can we also separate out tiles corresponding to thesstate-
ments? Our approach to addressing this question is to use fowd
upper bound values for the two statements (computed in dasimi
manner to the perfect-nest example shown earlier), anadiexpe
fact that all dependences are lexicographically non-megyat all
the tiling dimensions (due to satisfaction of the geneealitiling
condition).

Consider the example shown in Figure 2(a) as an imperfectly
nested loop structure generated by the QRW algorithm. Eig(l)
depicts the corresponding statement domainS;ofnd S> within
one full tile segment along thiedimension. Sincébv, is less than
or equal toubv, we have a separable set of tiles r, and since
lbvy is less than or equal tabvs, there are also separable tiles
for S. The epilog ofS: and prolog ofS2 need to be combined
and interleaved to ensure satisfaction of any dependeretesén
S1 to Sz or vice versa. The staircase-like dependences between
statement instanceSi., Sis, S2. and Sa, shown in Figure 2(b)
exemplify the need for combining and interleaving the epdb.S,
and the prolog ofS,. The pseudocode in Figure 2(c) shows the
different possible cases to be considered and the codesporrd-



for (t=0;t<=T—1;t++) {
for (i=1;i<=N—2;i++)
B[i]=(A[i —1]+A[i]+A[i+1])/3; /x S1x/
for (i=1;i<=N—2;i++)
Ali]=B[i]; /x S2x*/

for (t=0;t<=T—1;t++) {

(a) Original code }
AN —2]=B[N—2];
S1:(t,i) = (t,2+t+1)

S2:(t,i)=(,2xt+i+1)

. . ) (c) Skewed code
(b) Affine transformation (skewing)

B[1]=(A[1+1]+A[1]+A[1 —1])/3;
for (i=2xt+2;i<=2¢t+N—
B[ —2xt+i]=(A[1+ — 2 t+i]+A[ —2xt+i]
+A[—2«t+i—1])/3;
A[—2xt+i—1]=B[—2«t+i—1];

for (t=0;t<=T—1;t++) {
for (i=2xt+1;i<=2xt+1;i++)
B[1]=(A[1+1]+A[1]+A[1 —1])/3;
for (i=2#t+2;i<=2xt+N—2;i++) {
B[ —2xt+i]=(A[1+ — 2xt+]+A[ — 2+t+i]
+A[ —2xt+i—1])/3;
Al —2xt+i—1]=B[—2*t+i—1];

2;i++) {

}
for (i=2#t+N—1;i<=2xt+N—1;i++)
A[N —2]=B[N—-2];

(d) Skewed code with one-time loops

Figure 3: Example of pre-processing: 1D Jacobi code

ing to the four combinations. Details of some of the combiard
interleaved loops can be seen in Figure 2(d).

4. PARAMETRIC TILING ALGORITHM

In this section, we present details of the approach to parame
ric multi-level tiling. Given a sequence of arbitrarily neg affine
loops, tiling involves five steps:

1. Pre-processing: Extraction of statement polyhedra,gand
eration of a valid affine schedule where a band of the schedul-
ing functions satisfies the generalized tiling condition;

. Use of the QRW algorithm to scan the statement polyhedra
and to generate tileable loop code, with preservation ofcom
plete embedding information;

. Parsing of the loop code to build rectangularly tileablepl
ASTS;

. Recursive traversal of the ASTs for parametric tiling;

. Conversion of the parametrically tiled loop ASTSs intayetr
code.

4.1 Pre-processing and AST Generation

The tiling algorithm takes as input a sequence of arbitrauéisted
loops with loop bounds and array access expressions thaffare
functions of outer loop variables and program parametérst, Ehe
imperfect loop nest is made rectangularly tileable, usiigable
transformations such as skewing. The required transfoomsaare
captured in the form of scattering functions (or affine schied
functions) provided to CLooG. While any suitable schedyfumc-
tions that satisfy the generalized tiling condition (désed in Sec-
tion 3.2) may be used, for our experiments described latehave
used the scattering functions generated by Pluto [8].

The second step in the tiling procedure is the generatioramffa
code for the imperfectly nested loop structure by applicatf the
QRW polyhedral scanning algorithm. We use an adaptatioheof t
implementation of the QRW algorithm in CLooG to ensure thiat a
embedding information for all statements is explicitly gge/ed in
the generated loop code. Normally, CLooG generates oihiz
imperfectly nested code structures where each statememtlyis
enclosed by as many loops as its inherent dimensionalitys;Tifk
a multi-statement domain corresponding to a 2D statemeahiaan
3D statement were scanned, the output code would be implgrfec
nested, with only two surrounding loops for the 2D statenaemt
three surrounding loops for the 3D statement. However,dpis
mized code structure loses the embedding information fer2th
statement within the 3D embedded domain. But this embedding
information is essential for our approach to separation oftim
statement tiles. We have therefore adapted the CLooG caue-ge
ator to explicitly generate redundant "one-trip-countige so that

all statements have as many surrounding loops as the diomathsi
ity of the embedding target space, thereby explicitly pnédag the

embedding of all statements. As we discuss later, a posepsing
step after tiling removes these redundant one-iteratiopdan the
final generated code.

Figure 3 illustrates the pre-processing steps and theteffébe
adaptation of CLooG to create redundant loops for expli-r
resentation of complete embedding information for allestagnt
domains. Figure 3(a) shows the code for 1D Jacobi stencil com
putation. It is not tileable due to data dependences wittaneg
tive components. Skewing can be used to eliminate these back
ward dependences and make rectangular tiling valid. Fig(og
shows the affine transformation generated by Pluto, usedhto e
able rectangular tiling. Figure 3(c) shows the output cofiera
the transformation is processed using CLooG. We observe the
is a doubly nested loop along with two “peeled” 1D statements
B[1]=(A[1+1]+A[1]+A[1-1])/3 and A[N-2]=B[N-2]. The output from
the adapted version of CL0o0oG to explicitly preserve the eddbgy
information for these two 1D loops in the 2D embedding donigin
shown in Figure 3(d).

The output code of the adapted CL00G is then parsed into loop
ASTs, which become the input of the transformation modué th
implements the tiling algorithm described in the followisgb-
section.

4.2 Tiled Loop Generation Algorithm

We first present the tiling algorithm for single-level tdin The
algorithm (Figure 4) has a tail-recursive structure. lesaks input
a sequence of arbitrarily nested loops and returns a seguafnc
transformed loops that scan the tiled iteration space.

As broadly discussed earlier in Section 3, the algorithniopers
adepth-first traversabf the input ASTSs (i.e., dimension by dimen-
sion), to decompose each loop AST node into a sequence af:loop
a prolog loop, a full-tile loop, and an epilog loop.

The algorithm for generating inter-tile and intra-tile fisois pro-
vided in Figure 5. In the pre-processed 1D Jacobi code shown i
Figure 3(d) for example, the inter-tile loop of the outermio®p
t is for (tt=0; tt<=T-1-(Tt-1); tt+=Tt) and its intra-tile loop igor (t=tt;
t<=tt+(Tt-1); t+=1) wheret; andT; are the inter-tile loop iterator
and the tile size parameter corresponding to loapspectively.

It is possible that a tiled statement polyhedron has no fiel t
along a dimension. Hence, at each dimension of the iterapane,
we need to find the start and end points of possible full tibette
tile ranges determined by the outer tiling loops. In progsamon-
taining affine loop nests, the determination of the start exmdi of
full tiles can be done statically as illustrated in Figuré\&e utilize
the fact that the boundary values of the full tiles of the odimen-
sions are already known and that the loop bounds correspgtali



TILE : Generate parametric tiled loops (main procedure).

Input: Input ASTs:(71,...,75)
Qutput: Transformed ASTs

ReturnAUXTILE (T3, - .., Tn), (), ), O))

AUXTILE : Generate parametric tiled loops (auxiliary tail-recuesprocedure).

Input: Input ASTs:(71,, ..., 71, ); Outerloops (L1, ..., Lq); Transformed ASTS(7r. , .. ., 7,.); Partially transformed ASTS7p,, . .., 7p,)
OQutput: Transformed ASTs

1. Termination condition (base case)
If the input AST list is empty, construd < (7p,, ..., 7p,) enclosed with intra-tile l00pE;¢ratite; s - - - s Lintratile, that were obtained
from GETINTRA(L;) for 1 <4 < ¢. ThenreturnZy,, ..., T, , L).

2. Handling of non-loop statement
If 77, is anota loop, then returAUXTILE (71, - - -, 71,), (L15 -+, Lq)s (T1ys- -, I1,. ), (TPy 5 - -+ Ty, 11y )

3. Generation of full-tile-start and full-tile-end statenisn
Generate an assignment statem®nt, < lbv = &;;; to determine the start of full tiles, and an assignment statesS,,;,, <« ubv = E,p; t0
determine the end of full tiles, whe(€&;;, £,,,) — FINDLBVUBV(7;,, (L1,...,Ly)).

4. Generation of prolog loop
Constructl < a copy of loop77, with its upper bound expression being replaced wih — st, wherest is the loop stride off;, . Then
generateC 0109 < (7p, - - -, Tp, , L) enclosed with intra-tile 100pE,.¢ratite; s - - - » Lintratileg that were obtained frofBETINTRA(L;)
for1 <i<q.

5. Generation of full-tile loop and its children
Recurse to the next dimension to get the transformed chi[ﬁs‘(\%’él e ,Tc’,m) —AUXTILE(Zcy,-- - Tcy, ), (L1, -5 Lg, 1), () O
where7¢,,...,7¢c, are the child ASTs off;,. ConstructL « a copy of loop7;, with [bv andubv as its lower and upper boung

(respectively). Then generaty, iz — (Té1 R Tém) enclosed With’;,,;erti1e that were obtained frofGETINTER(L).

(2]

6. Generation of epilog loap
GenerateL. ;104 < a copy of loop7;, with its lower bound expression being replaced witiwherei, is the iterator ofC;,¢cr¢i1. NOte
thatL.p104 is only partially transformedsince at this point it has not been enclosed with the intealdops of L4, .. ., L.

7. Optimization for no opening-boundary tites
If the lower bound expression @7, is free of any loop iterators of1, . .., Lg, then return
AUXTILE ((7—127 cee ’ﬂp)v ('Clv cee wcq)v (TT1 PN TTT ) Eprologv [ffulltile)v ('cepilog))'

8. Generation of if-there-are-full-tiles condition and staient blocks for the true/false branches
Generate an if-stateme& ; < if (lbv < ubv) { Tzy;...; Tz, ; Yelse { Ty ;... 75, ; }, where:
(721 PR 721;) — AUXTILE ((7—127 <o 77—1;7)7 (‘Clv RN} ‘CCI)v (‘Cp'r‘ologv'cfulltile)v (‘Cepilog)) and
(Tfl yre 77—fw) — AUXTILE ((7—[27 s 77—117)7 (‘Clv s 7‘6(1)7 ()7 (TPI yee - 7TP577—I1))'

9. Ordering of the generated statements
Return(Zr,, ..., 77, , Sibv, Subv, Sif)-

Figure 4: Parametric tiling algorithm

the dimension are affine functions of the loop iterators efahter The full-tile loop covers the points inside all full tiles taecenlbv
dimensions. As an example, the start and end of full tilekérsec- andubv. The epilog enumerates the remaining iteration points.

ond inner loop of the pre-processed 1D Jacobi code (Figuth 3( The runtime check generated in Step 8 detects the presence of
are2*(tt+(Tt-1))+2 and2*(t)+N-2 respectively, where; is the inter- full tiles. If Ibv is less than or equal tabv, then full tiles can

tile loop iterator of the outer loopandT; is the corresponding tile possibly exist and therefore a full-tile loop (preceded hyralog

size variable. A lower bound can have multiple affine expoess and succeeded by an epilog) will be executed; otherwisentled

contained in a max function (or a min function in case of upper version of the loop is used. Two tail-recursive calls are etadro-
bound). In such a case, we process each expression indegignde  duce a tiled version and an untiled version of the given Idggch

The tail-recursive procedure begins with the followingutip(1) generated loop version then becomes a separate stateroekt bl
a list of input ASTs at the same nesting level that need toléd, ti of the constructed if-statement. Applying the tiling aligom to a
(2) a sequence of outer loops ordered from outermost to imost; simple 2D loop nest that contaimsinner loops will yield a tiled

(3) all preceding ASTs (at the same nesting depth) that hesre p  code with a total o2 possible tile cases. For instance, the 2D
viously been transformed, and (4) all preceding ASTs thaeha imperfect loop nest shown in Figure 2 has two inner loops &d i

not been fully transformed (described in details later)e Batput tiled code contains four different tile cases. The last stefhe

of the recursive procedure is a sequence of transformed Itz tiling algorithm (Step 9) places the generated if-stateraéter the
scan a set of tiles whose union covers all points in the iarat  two assignment statements used to compte@ndubv.

space corresponding to all given loop nests, for the ranfjéseo When the lower bound expression of a loop has no references
outer tiles. In the algorithm, for a given loop at one dimensithe to the outer loop iterators, the value bt will always be constant

start and end of possible full tilegb¢ and ubv respectively) are and identical to the original lower bound. Sby computation be-
statically computed in Step 3. The two bounds are subselguent comes unnecessary. This also implies that the tiled itratpace
used to split the given loop into prolog, full-tile loop, aegilog has no opening boundary tiles (i.e., no prolog). Consefyehe

(in Steps 4, 5 and 6 respectively). The prolog spans overoibe | if-conditional statement need not be produced siiteeis always
iteration points up t@bv — st (wherest is the stride of the loop). less than or equal tabv and the loop iteration space can always



GETINTER: Build an inter-tile loop.
GETINTRA: Build an intra-tile loop.

Input: Input loop AST:7
Qutput: Inter-tile loop of 7 (for GETINTER); Intra-tile loop of 7 (for
GETINTRA)

1. Generate an inter-tile loop iteratgrand a tile size paramet&s.
2. Lintertite < for (i¢=lb; it <ub-(T;-st); it +=T;)
Lintratile < for (i=it; i<it+T;-st; i+=st)
wherez, Ib, ub, st are the iterator, the lower bound, the upger
bound and the stride of lodp (respectively).

3. ReturnL;,¢ertire fOr GETINTER.
ReturnL;,¢ratite fOr GETINTRA.

Figure 5: Generation of inter-tile loop and intra-tile loop

FINDL BVUBYV: Find the lower and upper bounds of full-tile loop.

Input: Input loop AST:7; Outer loops:(L1, ..., Ln)
Output: Start and end points of possible full tiles in lo@p

1. &, < acopy of the lower bound expressionbf
For each outer loop iteratarin the affine expressiof;:

Let £ be the outer loop iy, . .., L, that has an iterato
1. If the coefficient ofi is positive, then substitutewith

the upper bound of the inter-tile loop 6f Otherwise, sub-
stitute: with the lower bound of the inter-tile loop &.

2. E,p +— acopy of the upper bound expressiorZof
For each outer loop iteratarin the affine expressioé,,;:

Let £ be the outer loop iy, . .., £, that has an iterato
1. If the coefficient ofi is positive, then substitutewith

the lower bound of the inter-tile loop @f. Otherwise, sub-
stitute with the upper bound of the inter-tile loop &f.

3. Return(&y,, Eup).-

Figure 6: Static determination of the start and end of full tiles

be partitioned into full and partial tiles using a full-tileop and
an epilog (Step 7). Similarly in the case of a loop with an wppe
bound that is free of outer loop iteratorghv computation is not
needed; but, the epilog still needs to be generated for eraiimg
the iteration points that have not been executed by thdifalleop.
The tail-recursive tiling procedure takes two auxiliarygae-
ters: transformed ASTSs and partially transformed ASTsh lised
to accumulate the tiling result. A transformed AST is ond tha
already enclosed with intra-tile loops that corresponcheoduter
loops. A partially transformed AST means that its encloswita
the intra-tile loops of the outer loops is deferred to thetfiew re-
cursions when there are no more ASTSs at the current nestirg le
(Step 1), or when the prolog of the succeeding loop gets fdrme
(Step 4). Such a deferred enclosure enables the combinahghan
terleaving of all contiguous prolog, epilog and untiledpgoto en-
sure that any data dependences across distinct statenraatrdo
are not violated.

4.3 Enhancements to the Core Algorithm

GETINTER: Build an outermost-level inter-tile loop.
GETINNERINTERINTRA: Build inner-level inter-tile loops and an
intra-tile loop.

GETINTRA: Build an intra-tile loop corresponding to the outermost-
level inter-tile loop.

Input: Input loop AST:7"; Number of levels of tiling:n.

Output: Outermost-level inter-tile loop of (for GETINTER); All
inner-level inter-tile loops and intra-tile loop & (for GETINNER-
INTERINTRA); Intra-tile loop that corresponds to the outermost-leyel
inter-tile loop of 7 (for GETINTRA)

1. Generate inter-tile loop iteratois, , . ..
rametersl’,, ..., Tn,.

i

,it,, and tile size pa-|

2. ﬁintertilen «— for (itn =lb; itn gub'(Tnl 'St); itn +:Tni)
Lintertite, _, < 01 (it,, 1 =it it, 1 Kot +Tn; T(n—1),;
Z'tnfl+:T(n*1)i)

Lintertile; « TOr (ity =ity ; ity ity +T2,-T1,; Gty +=11;)
Lintratite <+ for (i=ig, ; i<ig, +11, -st; i+=st)

imtratite < TO7 (1=it,,; 1<it, + T, -st; i+=st)
wherez, [b, ub, st are the iterator, the lower bound, the upper
bound and the stride of loop (respectively).

3. Returnl;,tertite,, for GETINTER.
Return (‘Cintertilen,l P
GETINNERINTERINTRA.
Return,’, for GETINTRA.

intratile

’ ‘Cintertilel ) ‘Cintr'atile) for

Figure 7: Generation of multi-level inter-tile loops and intra-
tile loops

We use the algorithm depicted in Figure 7 to generate meigil
inter-tile loops and intra-tile loop for a given loop AST.lifig a
loop nest using: levels of tiling requires generation afgroups of
inter-tile loops and one group of intra-tile loops. The gradiinter-
tile loops at the outermost level (leve) enumerate the origins of
the largest tiles, and the successive groups of interdibpd (at
levelsn — 1 to 1) traverse the origins of the smaller nested tiles.
The innermost intra-tile loops visit all points inside eatrhallest
tile. The multi-level loop tiling assumes that the outereletile
sizes are a multiple of the inner-level tile sizes.

The core algorithm described in Figure 4 generates effipiara-
metric single-level tiled code by subdividing each statetpsly-
hedron into partial and full tiles. Since the tiling loopstliterate
over full tiles can be known at compile time, the main tiling a
gorithm can be extended to generate multi-level tiled cdel®m
the implementation perspective, the multi-level tilindgexmsion in-
volves adding a new input parameteto the recursive tiling pro-
cedure that describes the number of tiling levels, and rpodjfthe
procedure calls to 6TINTERand GETINTRA to include the num-
ber of tiling levels. A modification on the terminating ste&jtép 1)
of the core algorithm is also required. This step generaestra-
tile loops of the outer loops, and then uses the loops to sadte
partially transformed ASTs. We modify this step using thiéofe-
ing condition. If the partially transformed ASTs contain loops,
then we currently are at the deepest nesting level, meahiag t
the enclosing tiling loops iterate over full tiles. Henaestead of
generating intra-tile loops, we useE® NNERINTERINTRAtO gen-

We now address a number of enhancements to the core algorithmeraten — 1 sets of inter-tile loops starting from level— 1 to level

that are implemented in the tiled loop generator.

4.3.1 Multi-Level Tiling

A multi-level tiled loop is a loop nest where tiling is applie
multiple times to create different levels of hierarchidts, with
each lower-level tile nested in the one above. Multi-lei@ld is
important for exploiting data locality in deep memory hietgdes.

one, and another set of intra-tile loops at the innermoslle®@n
the other hand, if the outer tiling loops do not enumeratktilek,
we only generate intra-tile loops that correspond to themmubst-
level inter-tile loops (using GTINTRA).

Figure 8 presents an example of generation of a multi-lées t
code. The generated two-level tiled code corresponds tsitimgle
2D perfect loop nest example shown previously in Figure.lifa)



/% full tiles i */
for (it2=Ibi; it2 <=ubi—(T2i—sti);it2+=T2i) {
/x compute Ibv, ubw/
/I ... omitted
if (Ibv<=ubv) {
/% prolog j =/
for (i=it2;i<=it2+(T2i—sti); i+=sti)
for (j=Ibj(i); j<=lbv —stj;j+=stj)
S(i,j )
Ix full tiles | */
for (jt2=lbv; jt2 <=ubv—(T2j—stj);jt2+=T2j)
for (itl=it2;itl <=it2+(T2i—T1i);itl+=T1i)
for (jtl=jt2;jtl <=jt2+(T2j—T1));jt1+=T1))
for (i=itl;i<=itl+(Tli—sti); i+=sti)
for (j=jt1;j<=jtl+(T1j—stj); j+=stj)
S(i.j);
/% epilog j */
for (i=it2;i<=it2+(T2i—sti); i+=sti)
for (j=jt2;j<=ubj(i); j+=st)
S(@i.j)
} else
/% untiled j */
for (i=it2;i<=it2+(T2i—sti); i+=sti)
for (j=Ibj(i); j<=ubj(i); j+=stj)

S(ij);
/% epilog i */
/I ... omitted

Figure 8: Parametric two-level tiled code for the perfectly
nested loop from Figure 1(a)

the figure, we observe that the outermost inter-tile loops nse
level-two loop iteratorsi¢, andj.,) and level-two tile size vari-
ables (>, andTz;). The full-tile loop of; is tiled along both and
j dimensions for two levels of tiling; whereas the prolog, ¢pdog
and the untiled loop of are strip-mined alongdimension for only
one level of tiling (i.e., there is no inter-tile loap, ).

4.3.2 Optimizing Boundary Tiles

The multi-level tiling approach discussed so far does nat op
mize the partial/boundary tiles. This may result in lowerfpe
mance as the total area of all boundary tiles can generaliehe
large especially when large tile sizes are used at the ootdrievel
of tiling. Thus, it is important to optimize the boundaryesl to
achieve high-performance tiled code. After loops that egnate
points inside boundary tiles are completely generated épsSi
and 4 of the core algorithm, we can further tile the boundaeg t
by recursively calling the multi-level tiling procedure tvia tile
size that is used at the next lower level of tiling (i.e.— 1). In
this way, all newly formed boundary tiles can be recursiwégd
and refined into smaller full and partial tiles. To identifycm-
pile time if the loop formed in the terminating step (Step 4 ki
boundary-tile loop (not enumerating full tiles), the sarheaking
condition used in the multi-level tiling extension is apoli Fig-
ure 9 shows an example of an iteration domain recursivedy fibr
three levels of tiling. From the figure we can clearly see tife d
ference in terms of the non-tiled area, between using andsiog
boundary tile optimization.

4.3.3 Optimizing One-Time Loops

As mentioned earlier, loops running exactly once are eitjylic
inserted into the input ASTs for the tiled loop generationenG
erating tiled code for loop structures that contain onestimops
using the tiling algorithm will of course generate correesults.

However, we can substantially reduce the code generatiua kiy
always keeping one-time loops completely untiled. The trase
of the if-condition used to check the presence of full tileed not
be evaluated and generated because the start and end aleull t
are always the same for one-time loops. Furthermore, thatdte
variable of one-time loop is never actually used inside t@pe
of the loop body since its value has already been propagatgd p
erly by CLooG. This is exemplified in the pre-processed 1bBac
code shown previously in Figure 3(d). Consequently, laeraval
of one-time loops is always safe. As a post-processing tilfiray,
these dummy one-time loops get removed from the final tiletbco
to make it efficient.

5. EXPERIMENTAL EVALUATION

In this section, we discuss experiments carried out to agbes
effectiveness of the developed tiling approach, which teenbm-
plemented in a code generation tool, PrimeTile. More detdibut
PrimeTile can be found in [1, 18]. Comparisons are made with t
state-of-the-art tiled-code generators, Pluto [30] anoldiG [19]
(through one of the reviews for this paper, we became aware of
another tiled-code generator [24] that has very recentnloevel-
oped, but that system was unavailable to perform a compgriso
PrimeTile is more general and powerful than both of these-com
pared systems: 1) Pluto can only generate code with fixeditiés
for imperfectly nested loops, while PrimeTile generatampeetric
tiled code, suitable for direct use in generalized versioinguto-
tuning systems such as ATLAS; 2) HITLOG can generate paramet
ric tiled code only for perfectly nested affine loops, whitenfeTile
generates parametrically tiled code for arbitrary impettfenested
affine codes. The primary comparisons are with Pluto (varsio
0.4.1), since it can generate tiled code for imperfectlyestoops.
For the special case of perfectly nested loops, PrimeTieagan-
pared with both Pluto and HITLOG.

Eight benchmarks were used, including linear algebra kerne
and stencil computations, as listed in Table 1. Three of éreh-
marks have perfectly nested loops, and the other five haverimp
fectly nested loops. As pointed out earlier, due to datawidgeces,
skewing and other transformations may be needed to makanrect
gular tiling legal; the need for such skewing transformaimindi-
cated in the fourth column. The fifth column displays the maxin
loop-nest depth for each benchmark. The last column desctite
input sizes used for the experiments. In order to performira fa
comparison of PrimeTile, Pluto and HiTLOG, we made use of a
convenient feature of the Pluto system — by running Plutbovit
the--til e option, which causes Pluto to simply transform the
code without tiling, but using exactly the same hyperplafsest-
tering functions) that would have been used to generateddde if
the- - ti | e option had been used. This ensures that any transfor-
mation (such as skewing) needed for legality of rectangtiliag
of the loops is performed. Intermediate CLooG files generate
Pluto were used as inputs for HITLOG and PrimeTile, ensuitiady
all three systems performed tiling on an identically pregessed
version of the input code.

All experiments were run on a multicore Intel Xeon worksiati
with dual quad-core E5462 Xeon processors (8 cores totatijimg
at 2.8 GHz (1600 MHz FSB), 32 KB L1 cache, 12 MB of L2 cache
(6 MB shared per core pair), 16 GB of DDR2 FBDIMM RAM, run-
ning Linux kernel version 2.6.25 (x86-64). We used versich4
of g++ (GCC) with -O3 optimization flag to compile the generht
tiled codes.
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Figure 9: Iteration space tiled for three levels of tiling; w/o boundary tile optimization (left) and w/ boundary tile optimization (right)

Name Description Imperfect] Require| Max. Toop Input problem
nest skewing depth sizes
LU LU factorization Yes No 3 N =2500
2D FDTD | 2D Finite Difference Time Domain method Yes Yes 3 T = 2000, N = 2000
1D Jacobi 1D Jacobi method Yes Yes 2 T = 2000, N =6 x 10°
Cholesky Cholesky factorization Yes No 3 N = 5000
TriSolver Triangular solver Yes No 3 N = 3000
Seidel 3D Gauss Seidel No Yes 3 T = 2000, N = 2000
DSYRK Symmetric ranks update No No 3 N = 3000
DTRMM Triangular matrix multiplication No No 3 N = 3000
Table 1: Benchmarks used in the experiments
TTevel of tiling 2 Tevels of tiling 3 Tevels of tiling 4 Tevels of tiling
Pluto| Prime-| Prime- [[Pluto| Prime-| Prime- || Pluto | Prime-| Prime-|| Pluto | Prime-| Prime-
Tile(f) | Tile(n) Tile(f) | Tile(n) || +script| Tile(f) | Tile(n) || +script| Tile(f) | Tile(n)
LU 0.03| 0.27 | 0.27 || 0.20| 0.48 | 0.28 - 159 | 0.28 - 6.88 | 0.29
2DFDTD || 0.25| 0.56 | 0.56 |[ 3.02| 1.84 | 0.57 9.24 | 0.58 - 63.66 | 0.59

1D Jacobi|| 0.03| 0.28 [ 0.30 || 0.06| 0.37 | 0.29 031 | 068 | 0.30 387 | 162 | 0.30
Cholesky || 0.07| 0.37 | 0.37 || 0.74| 0.82 | 0.39 || 13.74| 2.79 | 0.42 - 11.21 | 0.45
TriSolver || 0.08| 0.31 | 0.32 || 1.77| 0.52 | 0.32 - 1.28 | 0.34 - 3.77 | 0.37

Table 2: Tiled code generation times (in seconds): imperfély nested loops

TTevel of tiling 2 Tevels of tiling 3 Tevels of tiling 4 Tevels of tiling
Pluto| Prime-| Prime-| Hi- |[[Pluto|Prime-{Prime{ Hi- || Pluto |Prime-Prime{ Hi- Pluto | Prime{ Prime{ Hi-
Tile(f) | Tile(n)| TLOG Tile(f) | Tile(n)| TLOG|| +script| Tile(f) | Tile(n)| TLOG || +script]| Tile(f) | Tile(n)| TLOG
Seidel [ 0.02] 0.32| 0.32 | 0.09 | 0.06] 0.85| 0.33| 0.09| 957 | 410 | 0.34 | 0.10 - |221.01] 0.35| 0.10
DSYRK [ 0.02| 0.26 | 0.26 | 0.12 || 0.05| 0.34 | 0.26 | 0.11 || 2.63 | 0.69 | 0.27 | 0.11 - 1.81 | 0.28 | 0.10
DTRMM || 0.02| 0.26 | 0.26 | 0.11 || 0.10| 0.38 | 0.26 | 0.09 || 28.42| 0.85 | 0.27 | 0.09 - 2.49 | 0.28 | 0.09

Table 3: Tiled code generation times (in seconds): perfegtinested loops

5.1 Efficiency of Code Generation there is a performance tradeoff compared to the PrimeYie(t
This section evaluates the efficiency of the code generation sion as illustrated later in the section. PrimeTile is innpéamted
cess with the developed tiling tool. We show how well eadhgil ~ With the ability to control the depth of tiling recursion fibre bound-
method scales with respect to the number of tiling levelsengen- ~ @ry tiles. Hence, versions can be generated that vary irettes of
erated code. Two tiled versions are generated using Primedne  tiling performed for the boundary tiles, in between the extes
version (labeled “PrimeTile(f)") is a tiled code in which t- corresponding to PrimeTile(n) and PrimeTile(f).
ary tiles are also fully recursively tiled (using smalldetsizes). The Pluto system only performs multi-level tiling for up ted
The other version (labeled “PrimeTile(n)”) representsedtcode levels. In our experiments, we used a script that extendt Plu
in which boundary tiles are not tiled at all. The time taken fo ~for additional levels of iling. Pluto supplies the code getor
code generation for the five imperfectly nested benchmanréstae (CLooG) with higher dimensional iteration domains usitigshape
three perfectly nested benchmarks are given in Table 2 apl¢ B~ constraints (using the approach of Ancourt and Irigoin 43l du-
respectively. With PrimeTile and Pluto, the time taken toaye plicated scattering functions for the tile space. We mépuzaia-
ate code increases with the number of levels of tiling, witle ~ lyzed the CLooG input file generated by Pluto for each benckma
time taken by HITLOG remains almost the same for increagiag | {0 create a script to parse the CLooG inpuit file and modify the e
els of tiling. The time taken to generate the PrimeTile(nsien tracted domains and scattering functions with additioifialgt di-

increases insignificantly for increasing levels of tilinglowever, mensions using the same method that Pluto uses.



| [ LU ] 2D FDTD | 1D Jacobi| Cholesky| TriSolver | Seidel[ DSYRK | DTRMM |

Pluto 123 68.0 26.8 40.7 30.5 108.6 36.7 38.7
PrimeTile(n) 115 74.4 26.5 40.5 30.9 87.1 24.3 34.6
PrimeTile(f) 11.0 70.3 26.3 384 29.3 86.5 23.0 33.1

HITLOG - - - - - 89.1 22.9 34.1
Pluto(unroll-jam) [ 8.5 61.3 221 384 305 77.0 151 275
PrimeTile(unroll) [ 8.0 545 18.9 28.9 18.4 75.1 11.5 17.9
PrimeTile(regtile)| 6.2 58.6 135 25.0 16.7 76.6 16.2 21.9
HITLOG (unroll) - - - - - 78.5 11.4 19.7
HITLOG(regtile) | - - - - - 77.8 16.3 23.9

Table 4: Best execution times (in seconds)

Pluto fails to generate tiled code for more than four levdls o
tiling (because of overflow errors in calls to a polyhedrarairy
within CLooG). PrimeTile successfully generates tilede&atr any
number of levels of tiling (we tried up to 8 levels). Except fbe
case of single-level tiling, PrimeTile is generally fastesin Pluto.
PrimeTile isimplemented in Python, and hence is inhereshtiywer
than the C-based code generator executables in Pluto ahd}&T

5.2 Performance of Generated Tiled Code

In this section, we assess the efficiency of the tiled code gen
erated by PrimeTile. We generated tiled code using one lavel
tiling and two levels of tiling for various tile sizes. For efevel
tiling, the considered tile sizes a2& for n ranging from 1 to 10.
For two-level tiling, the outer tile size§%) are 128, 256, 512, 768,
and 1024, and the inner tile siz€E,; § range from 2 tdl> /2. We
used square tiles just for ease of experimentation. We gtater
tiled code using the three tiled code generators and mehsoee
execution time for all combinations of tile sizes, to selbet best-
performing tile sizes. Table 4 lists the best execution sirokthe
tiled codes generated by the three systems.

We further optimized the best-performing tiled code to asse
the benefits of separating full tiles. For tiled code gerestdiy
PrimeTile and HITLOG, we performed an additional level tihtg
on the best tiled code — unroll the full tiles at the innernlesel,
and apply scalar replacement optimization to improve locait
the register level. We tried all possible combinations gigter tile
sizes with values of 1, 2 and 4. In Table 4, we show the the best e
cution times of the tiled codes enhanced using unrollingsaadar
replacement for PrimeTile and HiITLOG (rows corresponding t
tiling methods with suffix “(regtile)”). Pluto provides adp unroll-
jam facility that is controlled using the- uf act or =<f act or >
optimization flag. We used unroll factors ranging from 1 toté0
generate unroll-jammed code from Pluto. However, Plutcsdux
apply scalar replacement optimization. Hence, for a faingari-
son with Pluto, we also present the performance resultsgister
tiled code without scalar replacement for PrimeTile and L5
(rows corresponding to tiling methods with suffix “(unré)l) Ad-
ditional details, such as the best tile sizes and best ufactbrs
corresponding to the optimized cases reported in Tablee\ail-
able in another report [18].

For imperfectly nested loops, the performance of the tilediec
generated by Pluto is comparable to that generated by PilieneT
For perfectly nested loops, the performance results detratas
that the parametric multi-level tiled codes generated bmé&Tile
and HITLOG consistently outperform the fixed multi-leveed
code from Pluto. The results also indicate that the executines
of the tiled codes generated by PrimeTile and HiTLOG are very
comparable.

Due to the loop unrolling and scalar replacement optimimres;
the register tiled code performs significantly better thaa ¢ode
that is tiled only for different levels of caches. The bestalin

jammed code from Pluto consistently performs worse contptare
the unrolled code from PrimeTile or HITLOG. The unrolled and
register tiled versions from PrimeTile and HiITLOG exhibinepa-
rable performance.

6. CONCLUSIONS

Tiled loops with parameterized tile sizes (not compilegioon-
stants) facilitate runtime feedback and dynamic optinnret used
in iterative compilation and automatic tuning. Previousapaet-
ric multi-level tiling approaches were restricted to pethg nested
loops, while previous solutions to tiling for imperfect [pamests
only handled fixed tile sizes. This paper describes an éffeeap-
proach to parametric multi-level tiling of imperfectly ned affine
loops. The key idea behind the algorithm is the use of a beunds
based approach to multi-statement tile separation by sisaty the
AST generated by Quilleré et al.'s polyhedra scanning élyor,
in conjunction with schedules that satisfy a generaliziagticon-
dition for multi-statement domains. Separation of patilak from
full tiles is also achieved, thereby enabling optimizasiGuch as
register tiling. The effectiveness of the tiling approads tbeen
demonstrated through experimental evaluation using a eumib
computational benchmarks.

The PrimeTile software and the modified version of CLooG are
available at [1].
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