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Abstract
We present a fully dynamic algorithm that maintains three different representations of an interval graph: a minimal interval model of the graph, the PQ-tree of its maximal cliques, and its modular decomposition. After each vertex or edge modification (insertion or deletion), the algorithm determines whether the new graph is an interval graph in $O(n)$ time, and, in the positive, updates the three representations within the same complexity. Furthermore, we state that the modular decomposition tree of an interval graph and the PQ-tree of its maximal cliques are algorithmically equivalent and we completely explicit the relationship between the two structures.

Keywords: interval graphs, dynamic algorithms, PQ-tree, modular decomposition

1. Introduction

Since Cook [2] introduced the notion of NP-completeness, recognition problems have played a central role in algorithmic graph theory (see e.g.[3]). Indeed, one possible way to cope with the difficulty of NP-complete problems is to restrict the set of instances taken as input by the algorithm, i.e., in case of graph algorithms, to restrict to a particular graph class. Doing so allows to design polynomial-time algorithms for problems that are NP-complete in general, by taking advantage of the specific structure of the considered graph class. This leans on the fact that, in practice, an algorithm will not have to consider all possible instances of graphs but only some of them, often coming from a specific context that confers them more properties than arbitrary graphs have. This approach therefore emphasizes on the problem of recognising whether a given graph belongs to a particular graph class $F$, which is called the recognition problem associated to $F$.

In this paper, we are interested in the recognition problem for the class of interval graphs. Interval graphs were introduced in [4] as the intersection graphs of intervals of the real line. They naturally appear in many applications coming from various contexts such as scheduling, genomic, archaeology and chemistry (see [5]). This is the reason why a lot of efforts have been made to better understand their structural properties and compute classical graph problems efficiently for the class. In particular, the recognition problem received a lot of attention [6, 7, 8, 9, 10, 11, 12, 13, 14] as well as the recognition of the subclass of proper (or unit) interval graphs$^2$ [15, 16, 17, 18, 19].

Here, we will not consider the recognition problem in its classic form, but instead in its dynamic version. In other words, we do not consider a graph given once and for all but a graph

---

$^1$This work is a complete version of [1].

$^2$Those interval graphs that admit a model in which all the intervals have the same length.
subject to a series of modifications which are not known in advance. In practice, there is a strong need for such algorithms, as the graphs considered are often evolving during time, like for instance, a data-structure in some application, the data-base of a company, an intermediate result in an algorithm, and so on. In these situations where the graph considered is modified, the results of the computations made on the previous state of the graph are no longer valid. Then, if one wants to obtain these results for the new graph, the question arises to know whether the computation has to be done entirely again or whether it is possible to obtain the results faster, taking into account the fact that the structure of the graph has been only very partially modified. This is actually not only a practical necessity but also a fundamental theoretic question: what is the sensitivity of an algorithm to a slight modification of its input? Of course, if any modification is allowed, the problem cannot be solved faster than the static corresponding problem, as the input may entirely change. But on the opposite, if the modifications considered are elementary, like adding or removing an edge or a vertex of the graph, then the question to know whether it is possible to update the result significantly faster than the computation from scratch on the new graph is of key interest.

The properties shared by a class of graphs often give rise to some specific representations of the graphs in the class. These representations are fundamental: they give a deeper insight on the structure of the graphs and often allow to solve algorithmic problems very efficiently for the class [20]. Therefore, recognition algorithms, either static or dynamic, often aim not only at determining whether the input graph belongs to the specified class but also at providing such characteristic representations when it does so. In this paper, we aim at dynamically maintaining three characteristic representations of interval graphs. The first one is an interval model, which constitutes the primary definition of the class (see Section 2.1 below) and which allows to solve some difficult problems, such as colouring for example, very efficiently for the class. The second, and most fundamental representation of interval graphs, which encompasses and goes beyond interval models, was introduced in [6] and completed in [21]. It is known as PQ-trees, or MPQ-trees. Instead of giving only one particular interval model of the graph, PQ-trees provide a very efficient representation of all its interval models. This is of key interest as some problems are sensitive to the choice of the intersection model used to solve them, see e.g. [22]. In other words, these problems may be easily solvable with some models but not with some others. Therefore, the use of PQ-trees allows to choose the most appropriate model to solve a given problem and then results in efficient solutions for many problems. Finally, the third representation we use here for interval graphs is general to all arbitrary graphs: this is the modular decomposition of graphs (see section 2.2 below for a definition). It is known that modular decomposition performs very well for interval graphs and that this representation of the class presents strong connections with PQ-trees. In particular, it has been noticed that when a problem admits an efficient solution based on one of these two representations, it is in general possible to design an equivalently efficient solution based on the other representation. In this paper we go beyond this empirical remark by formally establishing an algorithmic equivalence between PQ-trees and modular decomposition of interval graphs.

More formally, the problem we consider in this paper lies in the general framework of dynamic recognition and representation problems [23, 24, 25, 26, 27, 28, 29, 30, 31], which aims for a family $F$ of graphs at determining whether a dynamically changing graph belongs to $F$ and at maintaining a characteristic representation of the modified graph as long as it belongs to $F$. The input of the problem is a graph $G \in F$ with its representation and a modification which is one of the following: inserting or deleting a vertex (along with the edges incident to it), inserting or deleting an edge. After any modification, the algorithm determines whether the new graph belongs to $F$ and, in the positive, updates the chosen representation. In this paper, we consider the dynamic recognition and representation problem for the class of interval graphs,
and design an $O(n)$ time algorithm that maintains three key representations of the class under the four basic modification operations, namely an interval model, the $PQ$-tree and the modular decomposition.

**Related works.**

The seminal paper for the recognition of interval graphs [6] solved the problem in linear time by introducing a data structure called $PQ$-tree. The algorithm of [6] is not dynamic: though the consecutiveness constraints of each vertex are added one by one, the graph needs to be known completely in advance since the algorithm first makes use of a Lex-BFS sweep in order to compute all the maximal cliques of the graph.

The algorithm of [11] also considers the vertices arriving one by one and updates the $PQ$-tree. But in order to achieve a linear complexity, the ordering on the vertices is not arbitrary. It is actually a Lex-BFS ordering of the whole graph, which must be precomputed statically.

On the opposite, the algorithm of [32] is truly incremental on vertices and processes the whole graph in $O(m + n \log n)$ time. In the worst case, the cost of a vertex insertion may be up to $\Omega(n)$. This amortised complexity leans on a data structure that, as mentioned by the author, does not allow to treat vertex deletion, while our algorithm is able to do so, within the same worst case time complexity.

Recently, [33] designed a fully dynamic algorithm, expressed in terms of 0-1 matrices, which maintains the $PQ$-tree of an interval graph and whose running time matches the one of our algorithm. Moreover, the algorithm of [33] is able to provide, in $O(n \log n)$ time, a certificate that the modified graph is not an interval graph, when this occurs. Interestingly, the description of [33]'s algorithm is somehow simple. Nevertheless, it should be noted that this simplicity mainly relies on the fact that [33]'s algorithm uses external primitives, such as the incremental step of [6], whose description is in itself quite intricate. On the opposite, the algorithm we present here is self-contained and is closer to implementation.

For edge modifications, [34] designed a fully dynamic algorithm that runs in $O(n \log n)$ time per operation. Here, we lower this complexity to $O(n)$.

For the sake of completeness, let us mention that [27] designed a fully dynamic algorithm for recognising proper interval graphs that handles each update (edge or vertex) in $O(d + \log n)$ time, where $d$ is the number of edges involved in the operation. The representation they use is very specific to proper interval graphs and is not applicable to arbitrary interval graphs. Note that a similar result was obtained in [35] when only edge modifications are allowed, using a different data structure.

**Our results.**

Our algorithm is the first one treating the insertion of a vertex in an interval graph in a truly dynamic manner and dealing with the deletion of a vertex as well. We also lower the complexity of the best dynamic algorithm for edges [34] from $O(n \log n)$ to $O(n)$ per operation, insertion or deletion. In addition, we do not only deal with the recognition problem but also maintain three fundamental representations of the graph. It should be noted that this result has been used by [22] to design the fastest known algorithm for interval completion of an arbitrary graph. Theorem 1 states our main result.

**Theorem 1.** There is a fully dynamic algorithm that maintains a minimal interval model, the $PQ$-tree and the modular decomposition of an interval graph under vertex and edge modifications, insertion and deletion, in $O(n)$ time per operation.

Compared to [6], we deal with the full difficulty of the vertex insertion problem by dynamically computing the maximal cliques of the modified graph and inserting them at their
right place in the PQ-tree; while [6] statically pre-computes the maximal cliques and considers incrementally only the consecutiveness constraints. Though [11] dynamically computes the maximal cliques of the modified graph, it does not tackle the vertex insertion problem in its whole difficulty, since the statically precomputed order of the vertices used in [11] gives rise to very restricted vertex insertions. Their algorithm cannot treat arbitrary vertex insertions and the graph must be completely known in advance.

Beside our algorithmic results, we give new insight into the structure of interval graphs by making completely explicit the non-trivial connection between the PQ-tree and the modular decomposition of an interval graph. As a consequence, the work of [36, 24] for inserting a vertex in the modular decomposition also applies to the PQ-tree of interval graphs. In addition, we show that the modular decomposition tree of an interval graph and the PQ-tree of its maximal cliques are linear-time equivalent. That is, any one of these two representations can be computed from the other one in linear time with regard to the size of the input, that is \( O(n) \) time. Thus, together with the result of [37], which showed the linear-time equivalence of a minimal interval model and the PQ-tree of an interval graph, we obtain that the modular decomposition of an interval graph can be retrieved from any of its minimal models in \( O(n) \) time. This extends to the class of interval graphs a result of [38, 39, 40] for permutation graphs.

Outline of the paper.

Section 2 gives some necessary background on interval graphs, PQ-trees and modular decomposition. Section 3 describes the implementations of the three representations we use and states the linear-time equivalence of the PQ-tree and the modular decomposition of an interval graph. Section 4 presents our fully dynamic algorithm for edge operations and vertex deletion, and Section 5 presents vertex insertion, which is the core of our algorithm.

2. Preliminaries

Every graph \( G = (V, E) \) considered here will be finite, undirected, loopless and simple. We denote \( V(G) \) the set of vertices of \( G \) and \( n = |V(G)| \). The edge between vertices \( x \) and \( y \) will arbitrarily be denoted either \( xy \) or \( yx \). The neighbourhood of a vertex \( x \in V \) is denoted \( N(x) \) and its non-neighbourhood \( \overline{N}(x) \). For a subset \( S \subseteq V \) of vertices, the neighbourhood of \( S \), denoted \( N(S) \), is defined as the set \( \bigcup_{x \in S} N(x) \setminus S \). \( K(G) \) is the set of maximal cliques of \( G \). A vertex \( x \) is simplicial in \( G \) iff its neighbourhood is a clique. For a rooted tree \( T \) and a node \( u \) of \( T \), we denote \( \text{parent}_T(u) \) for the parent of \( u \) in \( T \), \( \text{Anc}_T(u) \) (resp. \( \text{Desc}_T(u) \)) for the ancestors (resp. descendants) of \( u \) in \( T \) \((u \in \text{Anc}_T(u) \cap \text{Desc}_T(u))\), and \( T_u \) for the subtree of \( T \) rooted at \( u \). We may sometimes identify the tree and its set of nodes by abusively denoting \( u \in T \). The set of children of a node \( u \in T \) is denoted \( C_T(u) \). When the tree referred to is clear from the context, we omit to precise it by the subscript. A linear ordering \( \sigma \) on a ground set \( X \) is a total order on \( X \), i.e. an order relation such that any pair of elements of \( X \) are comparable. We use the notation \( x \leq_{\sigma} y \) when \( x \) is less than or equal \( y \) in \( \sigma \), and \( x <_{\sigma} y \) when \( x \leq_{\sigma} y \) and \( x \neq y \). We also denote \( \min(\sigma) \) and \( \max(\sigma) \) for respectively the minimum and maximum element of \( \sigma \). A linear ordering \( \sigma \) can equivalently be seen as a sequence containing each element of \( X \) exactly once, with the meaning that an element \( x \) appears before another one \( y \) in the sequence iff \( x <_{\sigma} y \). We also consider that the sequence is written from left to right and we say that \( x \) is on the left of \( y \), or \( y \) on the right of \( x \). Then, \( \min(\sigma) \) is also referred to as the first or leftmost element of \( \sigma \) and \( \max(\sigma) \) as the last or rightmost element.

2.1. Interval graphs

Interval graphs are the intersection graphs of intervals of the real line (see [5]). An interval model of a graph \( G = (V, E) \) is a set \( I \) of intervals of the real line along with a mapping from
V to I such that two vertices of $G$ are adjacent iff their corresponding intervals intersect. The class remains the same if intervals are required to have integer bounds and to be closed. All interval models considered in the following satisfy this restriction. Associating with each vertex of a graph the two integer bounds of its corresponding interval in some model of $G$ yields an efficient data structure providing adjacency in constant time. A minimal interval model is an interval model whose number of distinct interval bounds is minimum among all interval models.

Interval graphs are well known to be chordal, that is they do not contain any induced cycle of length $\geq 4$. They admit a bunch of nice characterisations, such as the following.

**Theorem 2.** [41] A graph $G$ is an interval graph iff its maximal cliques can be linearly ordered such that, for every vertex $x$ of $G$, the maximal cliques containing $x$ occur consecutively.

Such an ordering of the maximal cliques is called a consecutive ordering of $G$. Numbering the maximal cliques with their rank in a consecutive ordering $\sigma$ and assigning to each vertex $x$ of $G$ the interval of the cliques containing $x$ in $\sigma$ results in a model of $G$. Furthermore, such a model is minimal.

[6] shows that all the consecutive orderings of the maximal cliques of an interval graph $G$ can be represented by a $O(|K(G)|)$-space structure called $PQ$-tree.

**Definition 1 (PQ-tree).** A PQ-tree is a rooted tree whose leaves are the maximal cliques of an interval graph $G$ and whose internal nodes are labelled $P$ (degenerate nodes) or $Q$ (prime nodes), such that any $Q$-node $q$ has at least three children and is assigned two linear orderings, denoted $\sigma_q$ and $\bar{\sigma}_q$, on the set of its children, $\bar{\sigma}_q$ being the reverse order of $\sigma_q$.

A solidification of a $PQ$-tree $T$, is the tree $T$ itself where each node $p$ of $T$ is assigned a linear ordering on its children: any linear ordering if $p$ is a $P$-node, $\sigma_p$ or $\bar{\sigma}_p$ if $p$ is a $Q$-node. The frontier of a solidification $s$ is the prefix order of the leaves of $T$ resulting from a depth first search where the children of a given node $p$ of $T$ are explored in the order defined by $s$. The founding result of $PQ$-trees is the following.

**Theorem 3 ([6]).** Let $G$ be an interval graph. Then, there exists a unique $PQ$-tree $T$ such that the frontier is a one to one mapping from the set of solidifications of $T$ onto the set of consecutive orderings of $G$.

In other words, Theorem 3 states that for any interval graph $G$, there exists a $PQ$-tree, which is moreover unique, such that by rearranging the orders of the children of the nodes of this $PQ$-tree in the regular way described above we obtain all consecutive orderings of $G$ exactly once (that is, different choices of orders lead to different consecutive orderings). This gives rise to the following definition.

**Definition 2 ($T^c(G)$).** The $PQ$-tree of an interval graph $G$ is the unique $PQ$-tree whose existence is stated by Theorem 3. It is denoted $T^c(G)$, or simply $T^c$ when the graph $G$ referred to is clear from the context.

### 2.2. Modular decomposition

Here, we give some known definitions and results that we use in the following (see [42, 43] for surveys). Let $G = (V, E)$ be a graph. A subset $S \subseteq V$ of vertices is uniform with respect to vertex $x \in V \setminus S$ if $S \subseteq N(x)$ ($S$ is full) or $S \subseteq \overline{N}(x)$ ($S$ is hollow). If $S$ is not hollow, $S$ is linked, and mixed if $S$ is neither hollow nor full. If vertex $y$ is adjacent to $x$, we say that $y$ is linked to $x$. When there is no confusion, we omit to mention the vertex $x$ referred to.
A module of a graph $G = (V, E)$ is a subset of vertices $M \subseteq V$ which is uniform with respect to any vertex $x \in V \setminus M$ (by convention, when $V \setminus M = \emptyset$, i.e. when $M = V$, $M$ is a module). It follows from definition that $V$ and the singletons $\{x\}, x \in V$, are modules of $G$, namely the trivial modules. A graph is prime if it contains only trivial modules.

For a module $M$ of $G$, we define the quotient graph $G/M = G[(V \setminus M) \cup \{a\}]$, where $a \in M$ is called the representative vertex of $M$. As $M$ is a module, $G/M$ does not depend on the representative vertex chosen. Similarly, for a family $P$ of pairwise disjoint modules, we define the quotient graph by choosing a representative vertex for each module in $P$. Namely, if $P = \{M_1, \ldots, M_k\}$, then $G/P = G[(V \setminus \bigcup_{i \leq k} M_i) \cup \{a_1, \ldots, a_k\}]$, where $a_i \in M_i$ for all $i \in [1, k]$. The substitution composition is the converse operation of quotient. Let $G = (V_G, E_G)$ and $H = (V_H, E_H)$ be graphs and $x \in V_G$. The composed graph $G_{x \leftarrow H}$ is defined by $G_{x \leftarrow H} = (V_E \setminus \{x\}) \cup V_H$ and $E = (E_G \setminus \{e \mid e \in E_G, x \in e\}) \cup \{yz \mid y \in V_G \setminus \{x\}, z \in V_H, xy \in E_G\} \cup E_H$. Note that, by definition, $V_H$ is a module of $G_{x \leftarrow H}$.

Two sets $S_1$ and $S_2$ overlap iff $S_1 \cap S_2 \neq \emptyset$ and $S_1 \setminus S_2 \neq \emptyset$ and $S_2 \setminus S_1 \neq \emptyset$. A module $M$ is strong if it does not overlap any module $M'$, that is, for all modules $M' \neq M$, $M \cap M' = \emptyset$ or $M \subseteq M'$ or $M' \subseteq M$. We call maximal strong modules of a graph $G = (V, E)$, denoted $\mathcal{MSM}(G)$, the strong modules of $G$ maximal with regard to inclusion and distinct from $V$. The modular decomposition tree of $G$, denoted $T^m(G)$ (or simply $T^m$), is the transitive reduction of the inclusion order of the strong modules of $G$. The leaves of $T^m$ are the vertices of $G$ and a node $p \in T^m$ represents the strong module $P$ of $G$ which is the set of leaves of $T^m$. The children of a node $p$ of $T^m$ are the maximal strong modules of $G/P$. In order to store the edge set of the graph, to each node $p$ of $T^m$, we associate its quotient graph $G_p = G[P] / \mathcal{MSM}(G[P])$. Then $G$ can be retrieved by applying the substitution composition along all the edges of $T^m$. From the well-known modular decomposition theorem, the quotient $G_p$ is either a stable (iff $G[P]$ is not connected), then $p$ is labelled parallel, or a clique (iff $G[P]$ is not co-connected), then $p$ is labelled series, or a prime graph (iff $G[P]$ is connected and co-connected), then $p$ is labelled prime. The parallel and series nodes are also called degenerate nodes. In the following, for any node $p \in T^m(G)$, we denote $V(p)$ for the set of leaves of $T^m$. We say that node $p$ is uniform, full, hollow or mixed referring to the subset $V(p)$ of $V(G)$ it represents.

Remark 1. Note that $\text{MD}(G)$ allows to answer adjacency queries between any pair of vertices $x, y$ of $G$. To that purpose, one has to find the least common ancestor $u$ of $x$ and $y$ in $T^m$ and check if the children of $u$ containing respectively $x$ and $y$ are adjacent in the quotient graph $G_u$.

Two vertices $x, y$ of a graph $G$ are twins when $\{x, y\}$ is a module of $G$, or in other words when $N(x) \setminus \{y\} = N(y) \setminus \{x\}$. Traditionally, when $x$ and $y$ are twins and are adjacent, they are called true twins and when they are twins but not adjacent, they are called false twins. In this article, we do not use this vocabulary and simply say that $x$ and $y$ are twins when they are either true twins or false twins.

Throughout the paper, we will extensively use the remarkable properties of interval graphs with regard to substitution decomposition. However, the situation is not as simple as one could expect since the composed graph of two interval graphs may not be an interval graph. The following lemma characterises the cases where such a composition results in an interval graph.

Lemma 1. Let $G$ and $H$ be interval graphs, and $x$ a vertex of $G$. $G_{x \leftarrow H}$ is an interval graph iff: (i) $x$ is simplicial; or (ii) $H$ is a clique.

Proof. In [9], it is shown that for any module $M$ of a chordal graph, $M$ is a clique or its neighbourhood is a clique.
If $G_{x\leftarrow H}$ is an interval graph, then it is chordal. Since $V(H)$ is a module of $G_{x\leftarrow H}$, it follows that $H$ is a clique or the neighbourhood of $V(H)$ in $G_{x\leftarrow H}$ is a clique. When the latter is true, since the neighbourhood of $x$ in $G$ is precisely the neighbourhood of $V(H)$ in $G_{x\leftarrow H}$, $x$ is simplicial in $G$. Thus, the conditions of Lemma 1 are necessary.

Conversely, if these conditions are satisfied, let $\sigma$ be a consecutive ordering of $G$. It is clear that if $H$ is a clique, substituting $V(H)$ to $x$ in each clique of $\sigma$ results in a consecutive ordering of $G_{x\leftarrow H}$. On the other hand, if $x$ is simplicial, there is a unique clique $K_x$ of $G$ containing $x$. Then, substituting $K_x$ in $\sigma$, with a consecutive ordering of the cliques of $H$ augmented with the vertices of $K_x \setminus \{x\}$ results in a consecutive ordering of $G_{x\leftarrow H}$. Consequently, $G_{x\leftarrow H}$ is an interval graph. □

3. Three representations of interval graphs

In Section 3.1, we describe the three classic representations maintained by our algorithm. We introduce some notations to refer to them and we give implementation details of these structures, as they will matter in the algorithmic part of the paper (Section 3.2 and 5.3). In Section 3.2, we show the linear-time equivalence between the $PQ$-representation and the $MD$-representation. And in Section 3.3, we show the linear-time equivalence between the $PQ$-representation and a minimal interval model.

3.1. Implementation

Here, we introduce the notations and the implementation details we use to manipulate the three classic representations maintained by our algorithm.

3.1.1. Minimal interval models

A minimal interval model of an interval graph $G$ is a consecutive ordering $\sigma$ of $G$ stored as a list. Each cell of the list contains only its rank in the list and each vertex of $G$ is assigned two pointers (possibly the same) toward the cells representing the first and the last (with respect to $\sigma$) maximal clique of $G$ containing $x$. In particular, note that the maximal cliques of $G$ are not stored in extension in the cells of the list. One can determine the adjacency relationship of any two vertices of the graph by comparing the rank of the cells to which these vertices point in the list (see Figure 1). This can be done in constant time. The size of such a structure is clearly $O(n + |K(G)|) = O(n)$, as $|K(G)| \leq n - 1$ for any interval (actually chordal) graph.

The reason why we choose lists instead of array comes from the fact that in our dynamic algorithm we need to concatenate different models in order to get a new one, which can be done in constant time using lists, if we do not re-number the cells of the concatenated model. And
indeed, for complexity reasons, our algorithm computes the new numbering of the cells only once at the end of all the concatenations made by the algorithm, and not in the intermediate results (see Section 5.3.4).

3.1.2. The PQ-representation

The PQ-trees introduced by Booth and Lueker [6] are a fundamental combinatorial object that encodes all the linear orderings $\sigma$ of a finite set $X$ of elements that respect a set of linear constraints (i.e. subsets of $X$ required to be intervals of $\sigma$). In the case of interval graphs, $X$ is the set of maximal cliques of the graph and the linear constraints are defined by the vertices of the graph: the subset of cliques containing a given vertex must form an interval in any consecutive ordering of the maximal cliques. See Section 2.1 for a more detailed introduction to PQ-trees. The complete view of this object was given later by Korte and Möhring [21]: instead of storing the cliques of the graph in extension in the leaves of the tree, they propose to store the vertices of the graph in the internal nodes of the tree. This has two key advantages: first, this makes the consecutiveness constraints appear explicitly in the structure and second, this lowers the total encoding size of the structure from $O(n + m)$ to $O(n)$.

The PQ-representation we use here is essentially the same structure as the MPQ-tree introduced in [21]. However, we formalise it in a different way that fits better our purposes. In the following, $G = (V, E)$ is an interval graph and $T^c$ is its PQ-tree. We use the following notations.

Notation 1. For any vertex $x \in V$, we denote by $e_x$ the least common ancestor of the leaves of $T^c$ corresponding to the maximal cliques of $G$ containing $x$.

The key property used by [21, 11] to design the PQ-representation is the following.

Lemma 2. [11] For any vertex $x$ of an interval graph $G$, exactly one of the two following conditions holds:

(i) the maximal cliques of $G$ containing $x$ are exactly the leaves of $T^c_{e_x}$, or

(ii) $e_x$ is a prime node and there exist $(u_1, u_2) \in (C(e_x))^2 \setminus \{(\min(\sigma_{e_x}), \max(\sigma_{e_x}))\}$ such that $u_1 \neq u_2$ and the maximal cliques of $G$ containing $x$ are exactly the union of leaves of all the subtrees $T^c_v$ for $v$ a child of $e_x$ between $u_1$ and $u_2$.

Note that Conditions (i) and (ii) of Lemma 2 are mutually exclusive.

Notation 2. When Condition (ii) of Lemma 2 is satisfied, we denote $e^1_x$ and $e^2_x$ for the children $u_1$ and $u_2$ of $e_x$.

The PQ-representation is defined as follows.

Definition 3. The PQ-representation of an interval graph $G$, denoted $PQ(G)$, is made of its PQ-tree $T^c(G)$ plus the set of vertices of $G$ where each vertex $x$ stores a primary pointer toward node $e_x$ of $T^c(G)$, and two secondary pointers toward resp. $e^1_x$ and $e^2_x$ when $x$ satisfies Condition (ii) of Lemma 2.

We will extensively use the following notations to refer to the subsets of vertices of $G$ pointing to some nodes of the PQ-representation. For each of them, an example is given on Figure 2.

Notation 3. (cf. Figure 2) Let $r$ be the root of $T^c$. For any node $u$ of $T^c$, we define the following sets:

$X_u = \{x \in V(G) \mid e_x = u \text{ and } x \text{ has no secondary pointers}\}$
The maximal clique

Remark 3.

set of vertices corresponding to \( f \) extension, for each leaf \( f \) of vertices that point toward \( u \) can see that \( B \) pointers are grey. The primary pointers from the vertices having secondary pointers are not represented. One Figure 2: Some examples of sets \( X_u, Y_u, u^*, \Delta_u \) and \( B_u \). The primary pointers are black, while the secondary pointers are not represented. One can see that \( B_{u_1} \) is the subset of vertices involved in all the maximal cliques being leaves of \( T_{u_1}^c \), i.e. \( B_{u_1} = B_{u_1} \cap B_{u_2} = \{ m, g, h, k, l, o \} \), and \( u_1^* \) is the subset of vertices involved only in the leaves of \( T_{u_1}^c \) and no others, i.e. \( u_1^* = \{ e, f, m \} \), and set \( X_{u_1} = \{ m \} \) is the subset of vertices that are involved in all the leaves of \( T_{u_1}^c \) and only in those cliques. Finally, \( B_{u_1} \cup u_1^* = \{ e, f, m, g, h, k, l, o \} \) is the subset of vertices involved in some leaf of \( T_{u_1}^c \).

\[
\begin{align*}
Y_u &= \{ x \in V(G) \mid e_x = u \text{ and } x \text{ has secondary pointers} \} \\
u^* &= \{ x \in V(G) \mid e_x \in T^c \} \\
\Delta_u &= \left\{ \begin{array}{ll}
x \in Y_u & \text{if } e_x \leq \sigma_v, u \leq \sigma_v e_x^2 \\
\emptyset & \text{if } u = r
\end{array} \right\} \text{ where } v = \text{parent}(u) \\
B_u &= \bigcup_{v \in \text{Anc}(u)} (X_u \cup \Delta_u)
\end{align*}
\]

In the following, set \( B_u \) is referred to as the branch of node \( u \). If vertex \( x \in \Delta_u \) for some node \( u \) of \( T^c \), we say that \( x \) covers \( u \). Note that, by definition, if \( u \) is degenerate then \( Y_u = \emptyset \), and consequently, if \( \text{parent}(u) \) is degenerate then \( \Delta_u = \emptyset \).

Notation 4 \((C_{\Delta}(x))\). For a prime node and \( x \in Y_u \), we denote \( C_{\Delta}(x) \) the interval of children of \( u \) covered by \( x \), i.e. \( C_{\Delta}(x) = \{ v \in C(u) \mid e_x^1 \leq v \leq e_x^2 \} \).

Remark 2. For computational reasons, in the PQ-representation, not only the vertices of the graph store pointers to the node of \( T^c \), but conversely, each node \( u \) of \( T^c \) also stores the sets of vertices that point toward \( u \). Namely, each node \( u \) stores the sets \( X_u, Y_u \), and the sets \( \{ x \in V(G) \mid e_x^1 = u \} \) and \( \{ x \in V(G) \mid e_x^2 = u \} \).

One of the key advantages of the PQ-representation is that one do not need to store in extension, for each leaf \( f \) of \( T^c \), the list of vertices belonging to the maximal clique \( K_f \) corresponding to \( f \): \( K_f \) is the union, over all ancestors \( u \) of \( f \) in \( T^c \), of the vertices of \( X_u \) and of the set of vertices \( x \) such that \( u \) is between \( e_x^1 \) and \( e_x^2 \) (i.e. \( x \) covers \( u \)), when the parent of \( u \) is a prime node. In other words, with the notations we have just adopted, we have the following.

Remark 3. The maximal clique \( K_f \) of \( G \) corresponding to a leaf \( f \in T^c \) is precisely \( B_f \).

If one wishes to build \( K_f \) in extension, it can be done by parsing all the sets \( X_u \) and \( Y_u \) of the nodes \( u \) encountered on the path between \( f \) and the root of \( T^c \). This takes \( O(\sum_{u \in \text{Anc}(f)} (|X_u| + |Y_u|)) = O(n) \) time. Note that actually, in our algorithm, we never need to do so. We only need to make some computation, for each node \( u \) of \( T^c \), which is linear in the sizes of sets \( X_u, Y_u \) and \( C(u) \). This is a major interest of the PQ-representation, and this is what allows us to achieve an \( O(n) \) total computation time for our dynamic algorithm.

As we mentioned previously, the fact that the vertices of \( G \) are stored in the internal nodes of the tree rather than in the leaves result in an \( O(n) \) space representation, instead of \( O(n+m) \).
for the classical PQ-tree. Indeed, since any internal node of $T^c$ has at least two children, it follows that the total number of nodes in $T^c$ is $O(|K(G)|) = O(n)$. And since each vertex of $G$ has at most three pointers toward the nodes of $T^c$, and is stored in at most four subsets of vertices associated to the nodes of $T^c$, it follows that the total size of the PQ-representation is $O(n)$.

Remark 3 on the equality between the set of vertices in $B_f$ and the maximal clique $K_f$ corresponding to a leaf $f$ of $T^c$ can be actually generalised to any node $u$ of the tree (i.e. not necessarily a leaf). This is what is stated by Remark 4 below, and this constitutes a key structural property of the PQ-representation that we use in all the rest of the article. See examples given in the caption of Figure 2 for node $u_1$.

**Remark 4.** For any node $u \in T^c$, we have the following identities (see Figure 2):

- $B_u$ is the subset of vertices that belong to all the maximal cliques of $G$ that are leaves of $T_u^c$.
- $u^*$ is the subset of vertices that are involved only in the maximal cliques of $G$ that are leaves of $T_u^c$.
- $B_u \cup u^*$ is the subset of vertices belonging to some maximal clique of $G$ that is a leaf of $T_u^c$, and
- $X_u = B_u \cap u^*$ is the subset of vertices belonging to all the maximal cliques of $G$ that are leaves of $T_u^c$ and not belonging to any other maximal clique of $G$.

We extend to nodes of $T^c$ the vocabulary introduced for subsets in Section 2.2, to refer to the way a vertex $x$ is adjacent to a node $u$ of $T^c$.

**Definition 4.** A node $u \in T^c$ is said to be uniform, full, hollow, mixed or linked with respect to a vertex $x \not\in u^*$ by referring to the corresponding notion for its set $u^*$. In addition, if $u^*$ is the empty set ($u^* = \emptyset$), we say that node $u$ is empty and if $B_u \cup u^*$ is full, we say that $u$ is saturated.

In the rest of the article, the notions above are used with respect to the newly introduced vertex $x \not\in G$ in the vertex incremental algorithm.

**Remark 5.** Note the difference between hollow and empty: node $u$ is hollow when $u^* \cap N(x) = \emptyset$ and empty when $u^* = \emptyset$. In particular, when $u$ is empty, then $u$ is both full and hollow.

Finally, note that, as the modular decomposition, the PQ-representation offers a convenient way to determine whether two vertices $x$ and $y$ of $G$ are adjacent or not.

**Remark 6.** As well as the two other representations we use, PQ($G$) allows to determine whether two vertices $x$ and $y$ are adjacent. Indeed, $x$ and $y$ are adjacent iff they appear in a same maximal clique. That is, one of $e_x, e_y$ is a strict ancestor of the other, or $e_x = e_y$ and either $e_x$ is a degenerate node or $e_x$ is prime and the intervals $[e_x^1, e_x^2]$ and $[e_y^1, e_y^2]$ intersect.
3.1.3. The MD-representation

The MD-representation of an arbitrary graph $G$, denoted $MD(G)$, is its modular decomposition tree $T^m$ along with the quotient graphs $G_p$ of its prime nodes $p$ (also called representative graphs) and a one-to-one mapping from the vertices of $G_p$ onto $\mathcal{C}(p)$. Clearly, since any node of $T^m$ has at least two children and since $T^m$ has $n$ leaves, the number of nodes in $T^m$ is $O(n)$. In the case of an interval graph $G$, since any quotient graph $G_p$ is an induced subgraph of $G$ and since the family of interval graphs is hereditary, the quotients of the prime nodes are interval graphs. Therefore, we store them by minimal interval models (see Figure 1), and as the model of a prime node $p$ takes $O(|\mathcal{C}(p)|)$ space, the MD-representation of an interval graph $G$ is an $O(n)$ space representation of $G$.

3.2. Linear time equivalence of PQ-representation and MD-representation

It has often been noticed that the PQ-tree and the modular decomposition tree of interval graphs are closely related (see e.g. [21]). Nevertheless, the complete links between the two structures have never been made explicit. In this section, we make these links explicit, and we show that in addition to their mathematical equivalence, the PQ-representation and the MD-representation of interval graphs are also algorithmically equivalent: given one of the two structures, it is possible to compute the other in linear time in the size of the input structure, i.e. $O(n)$ time in this case.

Then, in the rest of the article, we will use the equivalence of the PQ-representation and the MD-representation in order to work with the most convenient representation at each step of the algorithm, and save much effort by using known results on the update of the modular decomposition under vertex insertion [36, 24].

3.2.1. Modules in the PQ-representation

The key of the equivalence between the two structures is the fact that, as we show below, the PQ-representation of an interval graph is quite well structured regarding to its strong modules. Note that [44] studied the relations between PQ-trees and modules in context of $(0,1)$-matrices, but their results are not equivalent to ours. The aim of this section is to establish Theorem 4 and 5, which localise the modules and the strong modules of a graph in its PQ-representation. We first state some basic properties of the PQ-representation that we need in the following.

Lemmas 3 and 4 give some properties of the pointers of the vertices in $Y_u$, for a prime node $u$ of $T^c$. These properties capture some fundamental constraints imposed by the structure of a prime node: no other order than $\sigma_u$ and $\bar{\sigma}_u$ on the children of $u$ may result in a consecutive ordering of the maximal cliques of the graph.

**Lemma 3.** Let $u$ be a prime node of $T^c$. For any $v \in \mathcal{C}(u)$, we have $\Delta_v \neq \emptyset$.

**Proof.** Otherwise, we could move $v$ both at the beginning and at the end of $\sigma_u$, without changing the relative order of the other children of $u$. This would results in two different consecutive orderings of $G$, at least one of which is not possible to obtain from a regular solidification of the PQ-tree, which contradicts the definition of the PQ-tree.

**Lemma 4.** Let $u$ be a prime node of $T^c$ and let $I$ be an interval of $\sigma_u$ such that $1 < |I| < |\mathcal{C}(u)|$. There exists $y \in Y_u$ such that $\mathcal{C}_{\Delta}(y)$ overlaps $I$.

**Proof.** Otherwise, we could reverse the order of the elements of $I$ in $\mathcal{C}(u)$ without failing to satisfy any consecutiveness constraint. Which gives a contradiction with the definition of the
PQ-tree, since |I| > 1 and I ̸∈ C(u).

Lemmas 5 and 6 give some other constraints on the pointers on the nodes of Tc, involving both degenerate and prime nodes and coming from the fact that no maximal clique of G is included in any other.

**Lemma 5.** If u is a degenerate node or a leaf of Tc, different from the root, and such that v = parent(u) is a degenerate node, then Xu ̸= ∅.

**Proof.** Suppose for contradiction that Xu = ∅. Then we have Bu = Bv. Consider a sibling us of u in Tc, and distinguish two cases.

- If u is a leaf, its corresponding maximal clique Ku satisfies Ku = Bu = Bv. Then, Kv = Bv is included in all the maximal cliques of G that are leaves of T us, which is clearly a contradiction.

- If u is a degenerate node, let σ be a consecutive ordering of G and let u1, u2 be respectively the first and second child of u in the solidification of Tc defining σ. From Remark 4, the vertices involved both in some clique that is a leaf of T us and in some clique that is a leaf of T u1u2 belong to Bu1 ∩ Bu2 = Bu, since u is degenerate. And since Bu = Bv, these vertices also appear in all the cliques that are leaves of T us. On the other hand, the vertices involved in some clique that is a leaf of T us either appear only in some of these cliques, that is belong to us or belong to Bu1 \ Xu = Bv (see Remark 4) and then appear in all the cliques that are leaves of T u1 and T u2. Consequently, we can move all the cliques that are leaves of T us between the cliques that are leaves of T u1 and those that are leaves of T u2 without failing to satisfy any consecutiveness constraint. This is a contradiction with the definition of Tc.

**Lemma 6.** Let u be a prime node of Tc. For any v ∈ C(u), v* ̸= ∅ or we have both there exists y ∈ Y u such that e y = v and there exists y ∈ Y u such that e y = v.

**Proof.** If \{y ∈ Y u | v = e y\} = ∅ or \{y ∈ Y u | v = e y\} = ∅, up to reversing σu, we can assume without loss of generality that \{y ∈ Y u | v = e y\} = ∅. Let us first notice that since Δ max(σu) ̸= ∅, there exists y ∈ Y u such that e y = max(σu). It follows that v ̸= max(σu). Then, let us denote vi for the child of u immediately following v in σu. Since \{y ∈ Y u | v = e y\} = ∅, then we have Δu ⊆ Δvi, and therefore Bu \ XV ⊆ Bu Vi \ XV.

Suppose for contradiction that v* = ∅. Then, Tv does not contain any prime node v1, since from Lemma 3, v1 ̸= ∅ for such nodes. Furthermore, v is necessarily a leaf. Otherwise, if v was not a leaf, then, since Tc does not contain any prime node, there would exist some leaf f in Tc whose parent is a degenerate node. And from Lemma 5, f*, as well as v*, would not be empty. Consequently, since v is a leaf and since we have both Bv \ XV ⊆ Bu Vi \ XV and v* = ∅, it follows that the maximal clique Bv corresponding to the leaf v is included in all the maximal cliques of G that are leaves of T vi, which is a contradiction. Thus v* ̸= ∅.

As mentioned in Section 2.2, the connectivity and co-connectivity of a graph determine the type of the root of its modular decomposition tree. As a first step toward characterising the modules of a graph G on its PQ-representation, Lemma 7 gives some properties of connectivity and co-connectivity of the graphs induced by the set of vertices associated to the nodes of Tc(G).
Lemma 7. [21] Let $G$ be an interval graph and let $u$ be a node of $T^c(G)$.

1. If $u$ is degenerate, then $G[u^* \setminus X_u]$ is not connected and
2. if $u$ is prime, then $G[u^* \setminus X_u]$ is connected and co-connected.

Proof.

1. Let $u_1, u_2$ be two distinct children of $u$. If $u_1$ is degenerate, then, from Lemma 5, $X_{u_1} \neq \emptyset$; and if $u_1$ is prime, Lemma 3 implies that $Y_{u_1} \neq \emptyset$. In both cases, we have $u_2^* \neq \emptyset$. Since there is no vertex of $u_2^*$ involved in any maximal clique containing some vertex of $u_2^*$, the vertices of $u_2^*$ are not adjacent to any vertex of $u_1^*$. Consequently, $G[u^* \setminus X_u]$ is not connected.

2. From Lemma 3, any vertex of $u^* \setminus (X_u \cup Y_u)$ is adjacent to some vertex of $Y_u$. As we will show that $G[Y_u]$ is connected, then $G[u^* \setminus X_u]$ is connected. Let $y \in Y_u$ and let $S_y$ be its connected component in $G[Y_u]$. It is well known, and easy to prove, that $I = \bigcup_{z \in S_y} C_{\Delta}(z)$ is an interval of $\sigma_u$. Suppose that $I \neq C(u)$, then, from Lemma 4, there exists $y_1 \in Y_u$ such that $C_{\Delta}(y_1)$ overlaps $I$. It follows that $y_1 \in S_y$, which is a contradiction. Then, $I = C(u)$. This implies that every $z \in Y_u$ is adjacent to some vertex of $S_y$. Thus, $Y_u = S_y$ is connected in $G$.

In order to show that $G[u^* \setminus X_u]$ is co-connected, let us first notice that if $u_1$ and $u_2$ are two children of $u$ such that $u_1^* \neq \emptyset$ and $u_2^* \neq \emptyset$, then all the vertices of $u_1^*$ are not adjacent to any vertex of $u_2^*$. Therefore, $G[u^* \setminus (X_u \cup Y_u)]$ is co-connected. Furthermore, since, from Lemma 2, we have that for all $y \in Y_u$, $\min(\sigma_u) \not\in C_{\Delta}(y)$ or $\max(\sigma_u) \not\in C_{\Delta}(y)$ and since $\min(\sigma_u)^* \neq \emptyset$ and $\max(\sigma_u)^* \neq \emptyset$ (see Lemma 6), it follows that any $y \in Y_u$ is not adjacent to some vertex of $u^* \setminus (X_u \cup Y_u)$. Thus, $G[u^* \setminus X_u]$ is co-connected.

We are now ready to establish Theorems 4 and 5, which show how to determine respectively modules and strong modules on the $PQ$-representation.

Theorem 4. Let $G$ be an interval graph and let $T^c$ be its $PQ$-tree. $M$ is a module of $G$ iff there exists a node $u \in T^c$ satisfying one of the three following conditions:

1. $M \subseteq X_u$ or $u^* \setminus X_u \subseteq M \subseteq u^*$; or
2. $u$ is prime and there exists $u_1, u_2 \in C(u)$ such that $M \subseteq \{y \in Y_u \mid e_y^1 = u_1 \text{ and } e_y^2 = u_2\}$; or
3. $u$ is degenerate and there exist $k \in [2, |C(u)| - 1]$ and $u_1, \ldots, u_k \in C(u)$ such that $M = \bigcup_{1 \leq i \leq k} u_i^*$.

Proof. $\iff$. If all the vertices of $M$ have the same primary and secondary pointers toward $T^c$, then their closed neighbourhoods are equal and it follows that $M$ is a module. Therefore, if $M$ satisfies Condition 2 or if $M \subseteq X_u$ (first part of Condition 1), then $M$ is a module of $G$.

If $u^* \setminus X_u \subseteq M \subseteq u^*$ (second part of Condition 1), consider a vertex $y \in V(G) \setminus M$. Since $u^* \setminus X_u \subseteq M$, $e_y \not\in \text{Desc}(u)$. Then, either $e_y \in \text{Anc}(u)$ and $y$ is adjacent to all the vertices of $M$, or $e_y \not\in \text{Anc}(u) \cup \text{Desc}(u)$ and $y$ is adjacent to none of the vertices of $M$. It follows that $M$ is a module.

If $M$ satisfies Condition 3, consider a vertex $y \in V(G) \setminus M$. Since $M = \bigcup_{1 \leq i \leq k} u_i^*$, $e_y \not\in \bigcup_{1 \leq i \leq k} \text{Desc}(u_i)$. Then, either $e_y \in \text{Anc}(u)$ and $y$ is adjacent to all the vertices of $M$, or $e_y \not\in \text{Anc}(u) \cup \bigcup_{1 \leq i \leq k} \text{Desc}(u_i)$ and then, since $u$ is degenerate, $y$ is adjacent to none of the vertices of $M$. Thus, $M$ is a module.
Let $M$ be a module of $G$, and let $u$ be the least common ancestor of the subset of nodes $\{e_x \mid x \in M\}$. We have the inclusion $M \subseteq u^*$. If $M \subseteq X_u$ or $u^* \setminus X_u \subseteq M$, then $M$ satisfies condition 1. Therefore, from now and until the end of the proof, we consider the case (**) where $M \not\subseteq X_u$ and $u^* \setminus X_u \not\subseteq M$. In this case, there exist $x, y \in u^* \setminus X_u$ such that $x \in M$ and $y \not\in M$.

From Lemma 7, $G[u^* \setminus X_u]$ is co-connected. Then, there exists $z_1 \in (u^* \setminus X_u) \cap M$ and $z_2 \in (u^* \setminus X_u) \setminus M$ such that $z_1$ and $z_2$ are not adjacent. Consequently, since $M$ is a module, $z_2$ is not adjacent to any vertex of $M$. And since $z_2$ is adjacent to all the vertices of $X_u$, necessarily $M \cap X_u = \emptyset$.

Let us distinguish two main cases.

- $u$ is degenerate. By definition of the least common ancestor, there are at least two children $u_1, u_2$ of $u$ such that $u_1 \cap M \neq \emptyset$ and $u_2 \cap M \neq \emptyset$. Let $v$ be a child of $u$ such that $v^* \setminus M \neq \emptyset$. Suppose for contradiction that $v^* \setminus M \neq \emptyset$. If $v$ is prime, $G[v^*]$ is connected (cf. Lemma 7); and if $v$ is degenerate then, from Lemma 5, we have $X_v \neq \emptyset$, which implies that $G[v^*]$ is connected. Then, there exist $x_v, y_v \in v^* \cap M$ such that $x_v$ and $y_v$ are adjacent. Since there exists $v_2 \in C(u) \setminus \{v\}$ such that $v_2^* \cap M \neq \emptyset$, and since $y_v \in v^*$ is not adjacent to any vertex of $v_2^*$, $y_v$ is not adjacent to some vertex of $M$. This is a contradiction with the fact that $y_v$ is adjacent to $v_2 \in M$ and $M$ is a module. Thus $v^* \subseteq M$, for all $v \in C(u)$ such that $v^* \cap M \neq \emptyset$. Moreover, since $u^* \setminus X_u \not\subseteq M$ (remember that we are in Case (**)), $M$ satisfies Condition 3.

- $u$ is prime. Let us first show that the set $S$ of children of $u$ covered by at least one vertex of $M$ is an interval of $\sigma_u$ and is such that $1 < |S| < |C(u)|$.

First, suppose for contradiction that $S$ is not an interval of $\sigma_u$. Then, there exist two children $u_a, u_b \in S$ of $u$ such that $u_a < \sigma_u u_b$ and $u_a$ and $u_b$ are not consecutive in $\sigma_u$ and the subset $I$ of children of $u$ that are between $u_a$ and $u_b$ in $\sigma_u$ do not contain any node of $S$. By definition, $I$ is an interval of $\sigma_u$ different from $C(u)$. Then, from Lemma 4, there exists $y \in Y_u$ such that $C_\Delta(y)$ overlaps $I$. Then, $y \not\in M$ is adjacent to the vertices of $M$ that cover one of $u_a, u_b$ but is not adjacent to the vertices of $M$ covering the other one: this is a contradiction with the fact that $M$ is a module. Thus, $S$ is an interval of $\sigma_u$.

Suppose now, for contradiction again, that $Y_u \cap M = \emptyset$, then by definition of the least common ancestor, there are at least two children $u_1, u_2$ of $u$ such that $u_1^* \cap M \neq \emptyset$ and $u_2^* \cap M \neq \emptyset$. If $\{u_1, u_2\} \neq \{\min(\sigma_u), \max(\sigma_u)\}$ then, from Lemma 4, there exists $y \in Y_u$ such that $C_\Delta(y)$ overlaps $[u_1, u_2]$. Otherwise, if $\{u_1, u_2\} = \{\min(\sigma_u), \max(\sigma_u)\}$, then let $y \in Y_u$ such that $c^1_y = \min(\sigma_u)$; by definition, $c^2_y \neq \max(\sigma_u)$. In both cases, exactly one of $u_1, u_2$ is covered by $y$, while the other is not. Thus, $y \not\in M$ is adjacent to some vertex of $M$ and is not adjacent to some other vertex of $M$, which is a contradiction. Thus, $Y_u \cap M \neq \emptyset$ and it follows that $|S| > 1$.

Suppose now that every child of $u$ is covered by at least one vertex of $M$. Then, any vertex of $(u^* \setminus X_u) \setminus M$ is adjacent to some vertex of $M \cap Y_u$. And since $M$ is a module, all the vertices of $(u^* \setminus X_u) \setminus M$ (which is not empty since $u^* \setminus X_u \not\subseteq M$, see Case (**)) are adjacent to all the vertices of $M \cap (u^* \setminus X_u)$ (which is not empty since $Y_u \cap M \neq \emptyset$, see the conclusion of the previous paragraph, and since $Y_u \subseteq u^* \setminus X_u$ by definition). This contradicts the co- connectivity of $G[u^* \setminus X_u]$, stated by Lemma 7. Then, we also have $|S| < |C(u)|$.

Let us now show that $M \cap (u^* \setminus (X_u \cup Y_u)) = \emptyset$. We denote $u_f, u_l$ for respectively the first and last element of $S$ in $\sigma_u$. 
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Conversely, if \( u^*_f = \emptyset \) and \( u^*_i = \emptyset \). Then, from Lemma 6, there exist \( y_f, y_i \in Y_u \) such that \( e^2_{y_f} = u_f \) and \( e^1_{y_i} = u_i \). It follows that \( y_f, y_i \notin M \) and both \( y_f \) and \( y_i \) are adjacent to some vertex of \( M \). Then, since \( M \) is a module, \( y_f \) and \( y_i \) are adjacent to all the vertices of \( M \). Since there is no vertex of \( u^* \setminus (X_u \cup Y_u) \) which is adjacent to both \( y_f \) and \( y_i \), it follows that \( M \cap (u^* \setminus (X_u \cup Y_u)) = \emptyset \).

We now examine the case where \( u^*_f \neq \emptyset \) or \( u^*_i \neq \emptyset \).

* If \( u^*_f = \emptyset \) or \( u^*_i = \emptyset \), then, up to reversing \( \sigma_u \), we can assume without loss of generality that \( u^*_f \neq \emptyset \) and \( u^*_i \neq \emptyset \). Then, we denote \( y \) for a vertex in \( Y_u \) such that \( e^1_{y} = u_i \) (cf. Lemma 6). Vertex \( y \) is such that \( u_f \notin C_\Delta(y) \).

* If \( u^*_f \neq \emptyset \) and \( u^*_i \neq \emptyset \), then, since \( S \) is an interval of \( \sigma_u \) and \( |S| < |C(u)| \), we denote \( y \) for a vertex of \( Y_u \) such that \( C_\Delta(y) \) overlaps \([u_f, u_i]\) (cf. Lemma 4), and up to reversing \( \sigma_u \), we can assume without loss of generality that \( u_f \notin C_\Delta(y) \).

In the two sub-cases above, \( y \notin M \) is adjacent to some vertex of \( M \) and to none of the vertices of \( u^*_f \neq \emptyset \), since \( u_f \notin C_\Delta(y) \). It follows that \( u^*_f \cap M = \emptyset \). Let \( a \in u^*_f \) and \( u_ne \) a child of \( u \) such that \( u^*_ne \neq \emptyset \). Since \( a \notin M \) is adjacent to some vertex of \( M \) (by definition of \( S \)) and since \( M \) is a module, \( a \) is adjacent to all the vertices of \( M \). Since \( a \) is adjacent to none of the vertices of \( u^*_ne \), it follows that \( u^*_ne \cap M = \emptyset \).

As it holds for any \( u_ne \in C(u) \setminus \{u_f\} \), we have \( M \cap (u^* \setminus (X_u \cup Y_u)) = \emptyset \).

In order to achieve the proof, we have to show that the vertices of \( M \) have the same secondary pointers. If \( u^*_i = \emptyset \), then we denote \( y \) for a vertex of \( Y_u \) such that \( e^1_{y} = u_i \) (cf. Lemma 6); otherwise, we denote \( y \) for some vertex of \( u^*_i \). In both cases, \( y \notin M \) and \( y \) is adjacent to some vertex of \( M \). Furthermore, \( N(y) \cap M = \{z \in M \mid e^2_{z} = u_i\} \). Consequently, as \( M \) is a module, every \( z \in M \) is such that \( e^2_{z} = u_i \). Similarly, by reversing \( \sigma_u \), we show that every \( z \in M \) satisfies \( e^1_{z} = u_f \). Thus, \( M \) satisfies Condition 2.

Once modules are identified, it is easy to do so for strong modules, which are the nodes of the modular decomposition tree.

**Theorem 5.** Let \( G \) be an interval graph. \( M \) is a non trivial strong module of \( G \) iff \( 1 < |M| < n \) and there exists some node \( u \in T^c(G) \) satisfying one of the two following conditions:

1. \( M = u^* \) or \( M = u^* \setminus X_u \); or
2. \( u \) is a prime node and there exist \( u_1, u_2 \in C(u) \) such that \( M = \{y \in Y_u \mid e^1_{y} = u_1 \text{ and } e^2_{y} = u_2\} \).

**Proof.**

We just have to determine which modules given by Theorem 4 overlap with others, and which do not. If \( M \) is a non trivial module (\(|M| \geq 2\)) such that \( M \subseteq X_u \) for some node \( u \in T^c \), then \( (u^* \setminus X_u) \cup \{a\} \), where \( a \in M \), overlaps \( M \) (note that \( (u^* \setminus X_u) \neq \emptyset \) from Lemmas 3 and 5). Conversely, if \( u^* \setminus X_u \subseteq u^* \), then \( X_u \) overlaps \( M \). On the other hand, if \( M = u^* \setminus X_u \) or \( M = u^* \), no other module overlaps \( M \).

If \( M \) satisfies Condition 3 of Theorem 4, then \( \bigcup_{u \in C(u) \setminus \{u_2, ..., u_k\}} v^* \) overlaps \( M \).

Finally, if \( M \subseteq \{y \in Y_u \mid e^1_{y} = u_1 \text{ and } e^2_{y} = u_2\} \) for some prime node \( u \in T^c \) and two children \( u_1, u_2 \) of \( u \), then \( \{y \in Y_u \mid e^1_{y} = u_1 \text{ and } e^2_{y} = u_2\} \setminus M \) \( \bigcup \{a\} \), where \( a \in M \), overlaps \( M \). On the opposite, if \( M = \{y \in Y_u \mid e^1_{y} = u_1 \text{ and } e^2_{y} = u_2\} \), no other module overlaps \( M \).
As a first step toward the equivalence between the MD-representation and the PQ-representation, we are now able to introduce a formal correspondence between some nodes of the MD-representation and the nodes of the PQ-representation, based on their associated sets of vertices. This correspondence will be of great help in the vertex insertion algorithm where we use simultaneously the two structures.

From Theorem 5, for all nodes \( u \in T^c \), there exists \( u' \in T^m \) such that \( V(u') = u^s \setminus X_u \). Then, the following application \( \xi \) is properly defined.

\[
\xi : \quad T^c \to T^m \\
\quad u \mapsto \xi(u) = u' \text{ such that } V(u') = u^s \setminus X_u
\]

**Lemma 8.** Application \( \xi \) is a one-to-one mapping from the internal nodes of \( T^c \) to the set of parallel nodes and prime nodes of \( T^m \).

**Proof.** Since, from Lemmas 3 and 5, \( |u^s \setminus X_u| \geq 2 \) for all internal nodes \( u \) of \( T^c \), then \( \xi(u) \) is an internal node of \( T^m \). In addition, from Lemma 7, either \( G[u^s \setminus X_u] \) is not connected (when \( u \) is degenerate), and then \( \xi(u) \) is a parallel node of \( T^m \), or \( G[u^s \setminus X_u] \) is connected and co-connected (when \( u \) is prime), and then \( \xi(u) \) is a prime node of \( T^m \). We also have that \( \xi \) is injective since all the internal nodes \( u \) of \( T^c \) have pairwise distinct sets \( u^s \setminus X_u \) (from Lemmas 3 and 5). And finally, \( \xi \) is surjective since Theorem 5 gives all the non trivial strong modules \( M \) of \( G \) and the only case where \( G[M] \) is co-connected (which is precisely the case for parallel nodes and prime nodes of \( T^m \)) is the case where \( M = u^s \setminus X_u \) for some \( u \in T^c \). \( \square \)

This allows us to use the following vocabulary in the rest of the paper.

**Definition 5.** For any node \( u \in T^c \), \( u \) and \( \xi(u) \) are called associate nodes.

As mentioned above, we use associate nodes in the first part of our dynamic algorithm in order to simplify its presentation: we will be able to get for free some information about nodes of \( T^c \) thanks to the information computed for their associate nodes in \( T^m \). But beyond this technical point, the fact that \( \xi \) is a one-to-one mapping implies that the internal part of the PQ-tree of a graph is the internal part of its modular decomposition tree where the series nodes have been removed. As we will see in the next two sections, some of the series nodes of \( T^m \) simply disappear from the tree, while some others become leaves of the PQ-tree.

### 3.2.2. From the PQ-representation to the MD-representation

We now exhibit an application \( \phi \) from the set of PQ-representations of interval graphs to the set of MD-representations of interval graphs, which we call the PQ-MD-transformation. We define \( \phi \) as a bottom-up process that builds the tree \( T^m(G[u^s]) \) for each node \( u \) of \( T^c(G) \). The process ends with the computation of \( \phi(T^c(G)) = T^m(G[r^s]) = T^m(G) \), where \( r \) is the root of \( T^c(G) \). We first give the description of the process defining \( \phi \), then we prove, thanks to Theorem 5, that \( \phi(T^c(G)) = T^m(G) \), and finally we show that \( \phi \) can be computed in \( O(n) \) time.

The process starts with the computation of \( T^m(G[l^s]) \) for each leaf \( l \) of \( T^c(G) \) st. \( l^s \neq \varnothing \). Since \( l^s \) is a clique, \( T^m(G[l^s]) \) has one series node (or none if \( |l^s| = 1 \) having a leaf child for each vertex of \( l^s \). Then, we inductively build \( T^m(G[u^s]) \) for any internal node \( u \) of \( T^c(G) \), denoting \( \{u_1, \ldots, u_k\} \) the set of children of \( u \) in \( T^c \). We have to consider three different cases.

1. **Creation of a series node.** If \( X_u \neq \varnothing \) (Figure 3), we first ignore the vertices of \( X_u \) and build \( T^m(G[u^s \setminus X_u]) \) like in the cases where \( X_u = \varnothing \), described below. Then, we introduce a new series node whose children are the leaves representing vertices of \( X_u \) and the root of \( T^m(G[u^s \setminus X_u]) \).
2. Creation of a parallel node. If $X_u \neq \emptyset$ and $u$ is a degenerate node (Figure 4), the root $\tilde{u}$ of $T^m(G[\ast u])$ is a parallel node whose children are the roots of the trees \{ $T^m(G[u_1^*]), \ldots, T^m(G[u_k^*])$ \}.

3. Creation of a prime node. If $X_u = \emptyset$ and $u$ is a prime node (Figure 5). The root $\tilde{u}$ of $T^m(G[\ast u])$ is a prime node. The interval model of $G_{\tilde{u}}$ is made with the list $Z$ of children of $u$ ordered by $\sigma_u$. The set of simplicial vertices of $G_{\tilde{u}}$ is the set $S = \{ v \in C(u) \mid v^* \neq \emptyset \}$. For any $v \in S$, the root of $T^m(G[v^*])$ is made a child of $\tilde{u}$ and its corresponding vertex in $G_{\tilde{u}}$ has two pointers toward the cell of $v$ in $Z$. The non simplicial vertices of $G_{\tilde{u}}$ are the classes $\bar{y}$ of vertices $y \in Y_u$ having the same secondary pointers. The child $\tilde{v}$ of $\tilde{u}$ corresponding to $\bar{y}$ is a series node (or a leaf if $|\bar{y}| = 1$) whose children are the vertices of $\bar{y}$. The pointers of $\tilde{v}$ toward $Z$ are the same as the pointers of any $y \in \bar{y}$.

Let us check that the process described above correctly computes $T^m(G[\ast u])$ for each node $u$ of $T^c$. To that purpose, we need to identify the maximal strong modules of $G[u^*]$, which can be done on $T^c(G[u^*])$ thanks to Theorem 5. This is a well known fact that $T^c(G[u^*]) = T^c_u(G)$. Thus, we have to check that in each of the three cases above, the children assigned to the new node $u$ created in the MD-representation are the maximal strong modules given by Theorem 5 applied on $T^c_u(G)$.

1. If $X_u \neq \emptyset$, then from Theorem 5 there is only one non-trivial maximal strong module, which is $u^* \setminus X_u$. This implies that the other maximal strong modules, those containing the vertices of $X_u$, are trivial: they are singletons. Since all the vertices of $X_u$ are adjacent to all the vertices of $u^* \setminus X_u$, it follows that the MD-representation built in this case is correct.

2. If $X_u = \emptyset$ and $u$ is a degenerate node, then from Theorem 5 the maximal strong modules of $G[u^*]$ are the sets $u_1^*, \ldots, u_k^*$. Since these sets of nodes are all pairwise disconnected, the MD-representation built is correct.
3. If $X_u = \emptyset$ and $u$ is a prime node, then Theorem 5 gives that the maximal strong modules are the classes $\bar{y}$ of vertices $y \in Y_u$ having the same secondary pointers and the sets $v^* \neq \emptyset$, where $v$ is a child of $u$. Replacing each of these sets by a single vertex indeed result in the quotient graph whose interval model is described in Case 3 above. Since this quotient graph is obviously not a clique nor a stable, the well known modular decomposition theorem (see Section 2.2) implies that it is prime. Finally, since all the vertices of a class $\bar{y}$ form a clique, the node corresponding to $\bar{y}$ in the $MD$-representation is a series node having only leaf children (or simply one leaf if $|\bar{y}| = 1$).

This proves that the process defining $\phi$ correctly builds $T^m(G[u^*])$ at each step and that, consequently, it ends with the computation of $T^m(G[r^*]) = T^m(G)$, where $r$ is the root of $T^c(G)$. Thus, for each $PQ$-tree $T^c(G)$ of an interval graph $G$, the image of $T^c(G)$ by $\phi$ is the modular decomposition tree $T^m(G)$ of $G$: $\phi(T^c(G)) = T^m(G)$. And since the $PQ$-tree and the modular decomposition tree of an interval graph are both unique, it follows that $\phi$ is a bijection from the set of $PQ$-representations of interval graphs to the set of $MD$-representations of interval graphs.

From the validity of the process defining $\phi$, we immediately derive the following theorem, which we need in the next section to define the converse transformation process: from the $MD$-representation to the $PQ$-representation. We do not prove formally Theorem 6 since it is clear that the rules of the process defining $\phi$ imply the following structure on the $MD$-representation produced.

**Theorem 6.** The $MD$-representation of an interval graph $G = (V,E)$ satisfies the three following properties.

1. every series node of $T^m(G)$ has at most one non-leaf child; and
2. every prime node $u$ of $T^m(G)$ is such that the children of $u$ corresponding to non-simplicial vertices of $G_u$ are leaves or series node whose children are leaves; and
3. every prime node $u$ of $T^m(G)$ is such that $G_u$ is an interval graph.

Let us now prove that the process defining $\phi$ can be implemented in $O(n)$ time. Clearly, the initial processing of the leaves of $T^c(G)$ takes $O(n)$ time. For a node $u$ s.t. $X_u = \emptyset$, Treatment 1 takes $O(|X_u|)$ time. For a degenerate node $u$, Treatment 2 takes $O(|C(u)|)$ time. In the processing of a prime node, the difficult operation is to find the equivalence classes $\bar{y}$ in $Y_u$. To that purpose, we can bucket sort the vertices $y \in Y_u$ with the rank of $e_y^1$ in $Z$ as primary
key, and the rank of $c_2^u$ as secondary key. As we sort $|Y_u|$ elements having values between 1 and $|C(u)|$, this takes $O(|Y_u| + |C(u)|)$ time. It follows that the processing time of a prime node is $O(|Y_u| + |C(u)|)$. Thus, the total computation time of $T^{m}(G)$ is $O(\sum_{u \in T^C} |X_u| + \sum_{u \in T^C} |Y_u| + \sum_{u \in T^C} |C(u)|) = O(n)$.

3.2.3. From the MD-representation to the PQ-representation

We now exhibit the converse application $\psi$ of $\phi$ from the set of MD-representations of interval graphs to the set of PQ-representations of interval graphs, which we call the MD-PQ-transformation. As previously, we describe the image of $\psi$ as a result of a bottom-up process that computes the PQ-representation of an interval graph $G$, whose MD-representation is given, by inductively computing $T^c(G[V(u)])$ for all nodes $u$ of $T^m(G)$ as follows.

For any leaf $l_x$ of $T^m(G)$ corresponding to vertex $x \in V(G)$, $T^c(G[V(l_x)])$ has only one leaf and no internal node. The main pointer of $x$ points to this leaf. For an internal node $u$ of $T^m(G)$, whose set of children is $\{u_1, \ldots, u_k\}$, we consider three different cases regarding the label of $u$.

1. $u$ is a series node (Figure 6). From Theorem 6, $u$ has at most one non-leaf child. If it has no non-leaf child, then $T^c(G[V(u)])$ has only one leaf and no internal node, and the vertices of $V(u)$ point to that leaf. If $u$ has one non-leaf child $u_1$, then $T^c(G[V(u)])$ is obtained from $T^c(G[V(u_1)])$, whose root is denoted $\tilde{u}_1$ and may be either a degenerate or a prime node, by making all the vertices $x_2, \ldots, x_k$ corresponding to the leaf children $u_2, \ldots, u_k$ of $u$ point toward $\tilde{u}_1$.

2. $u$ is a parallel node (Figure 7). In this case, the root $\tilde{u}$ of $T^c(G[V(u)])$ is a degenerate node whose children are the roots of the trees $T^c(G[V(u_1)]), \ldots, T^c(G[V(u_k)])$. The pointers of vertices of $V(u)$ are unchanged.

3. $u$ is a prime node (Figure 8). The root $\tilde{u}$ of $T^c(G[V(u)])$ is a prime node. The children of $\tilde{u}$ are in bijection with the cells of the list $Z$ constituting the interval model of the representative graph $G_u$, and $\sigma_\tilde{u}$ is precisely the order of the cells in $Z$.

For a cell $c$ of $Z$ whose corresponding maximal clique of $G_u$ contains no simplicial vertex, the child of $\tilde{u}$ corresponding to $c$ is a leaf. For a cell $c$ of $Z$ whose corresponding maximal
clique of $G_u$ contains one simplicial vertex $x$, the child of $\tilde{u}$ corresponding to $c$ is the root of $T^c(G[V(u_x)])$, where $u_x$ is the child of $u$ corresponding to $x$ in $T^m(G)$. The vertices of $V(u_x)$ keep their pointers toward $T^c(G[V(u_x)])$.

Let $\mathcal{NS}$ be the set of children of $u$ whose corresponding vertex in $G_u$ is not simplicial. We have $Y_{\tilde{u}} = \bigcup_{u_{ns} \in \mathcal{NS}} V(u_{ns})$. For any $u_{ns} \in \mathcal{NS}$ corresponding to vertex $y$ of $G_u$, all the vertices of $V(u_{ns})$ are given a main pointer toward $\tilde{u}$ and two secondary pointers toward the children of $\tilde{u}$ corresponding to the cells of $Z$ pointed by $y$. Remind that, from Theorem 6, the vertices of $V(u_{ns})$ form a clique.

It is easy to check that $\psi$ is the reciprocal bijection of $\phi$ since the three transformations described above are the converse transformations of those used in the definition of $\phi$. Thus, for each $MD$-representation $T^m(G)$ of an interval graph $G$, the image of $T^m(G)$ by $\psi$ is the $PQ$-representation $T^c(G)$ of $G$: $\psi(T^m(G)) = T^c(G)$.

Let us analyse the running time of the process defining $\psi$. A leaf of $T^m(G)$ needs constant time. A parallel or series node $u$ is treated in $O(|C(u)|)$ time. For a prime node $u$, we first build the list of its children ordered by $\sigma_u$. Initially, all the children of $u$ are made leaves. Their number and order are given by the list $Z$. This operation takes $O(|Z|)$ time, where $|Z|$ is the length of $Z$. In order to find the cells $c$ of $Z$ whose corresponding maximal clique of $G_u$ contains one simplicial vertex $x$, we can parse the vertices of $G_u$ and check whether their two pointers toward $Z$ are the same. When a vertex $y \in G_u$, whose corresponding child of $u$ is denoted $u_y$, indeed points twice to the same cell $c$ of $Z$, the leaf child of $\tilde{u}$ corresponding to $c$ is replaced by the root of $T^c(G[V(u_y)])$. Otherwise, when $y$ has two distinct pointers toward cells $c_1, c_2$ of $Z$, we assign to the vertices of $V(u_y)$ secondary pointers toward the children of $\tilde{u}$ corresponding to

\[^3\text{Since } G_u \text{ is prime, there cannot be more than one simplicial vertex in a given clique of } G_u.\]
and the computation of a prime node \( u \in T^m(G) \) is \( O(|Z|+|C(u)|+\sum_{y \in \tilde{NS}(u)}|V(u_y)|) \), where \( \tilde{NS}(G_u) \) is the set of non-simplicial vertices of \( G_u \). Since \( G_u \) is an interval graph on \( |C(u)| \) vertices, \( |Z| = O(|C(u)|) \), and the computation of a prime node \( u \) costs \( O(|C(u)|+\sum_{y \in \tilde{NS}(G_u)}|V(u_y)|) \). Furthermore, since for any \( y \in \tilde{NS}(G_u), u_y \) is a leaf or a series node having only leaf children (Theorem 6), it follows that for any vertex \( x \in G \) there exists at most one prime node \( u \) and one vertex \( y \in \tilde{NS}(G_u) \) such that \( x \) belongs to \( u_y \). Consequently, \( \sum_{u \in T^m(G), u \text{ prime}} \sum_{y \in \tilde{NS}(G_u)}|V(u_y)| = O(n) \). Thus, the total computation time of \( T^e(G) = O(n) + O(\sum_{u \in T^m(G)}|C(u)|) = O(n) \), since the number of nodes in \( T^m(G) \) is \( O(n) \).

The following remark will be useful in the first step of our algorithm: thanks to the MD-PQ-transformation, we will be able to get some information about the nodes of \( T^c \) that we already computed for the nodes of \( T^m \).

**Remark 7.** The node \( \tilde{u} \) in cases 2 and 3 of the MD-PQ-transformation is precisely the associate node of \( u \) in \( T^c \) (see Definition 5). Thus, the correspondences between associate nodes of \( T^m \) and \( T^c \) can be computed without extra cost during the MD-PQ-transformation.

As a general conclusion of Section 3.2, we obtained that the MD-representation and the PQ-representation of an interval graph are linearly equivalent structures. In other words, any of them can be retrieved from the other in linear time, that is \( O(n) \) time. In particular, this implies that any algorithm taking as input one of the two structures and whose complexity is at least \( O(n) \) can equivalently take as input the other structure and still achieve the same complexity. And the same remark holds when the MD-representation or the PQ-representation is the output of the algorithm rather than its input. In particular, this is the case of our dynamic algorithm which aims at producing both structures as output in \( O(n) \) time. Therefore, we can focus on producing only one of them and get the other one in the same complexity thanks to the transformations \( \phi \) and \( \psi \) described in Sections 3.2.2 and 3.2.3.

### 3.3. Equivalence of the PQ-representation and an interval model

In order to achieve the proof of the linear-time equivalence of the three structures we use in our algorithm, we will now establish the equivalence between the PQ-representation and an interval model. The difficult part in doing so is to show that we can compute the PQ-representation from any interval model in \( O(n) \) time. This challenging task has been treated in [37] (Theorem 14). However, their algorithm is not quite sufficient to achieve our goal since it computes the PQ-tree in the form introduced by [6], and we need it in the form introduced by [21], which we call the PQ-representation. The only difference between the two structures is the set of pointers from the vertices of the graph to the nodes of the PQ-tree. Fortunately, this task is not difficult, and once the tree has been built from the interval model, the pointers from all vertices of the graphs can be computed efficiently, namely in \( O(n) \) time. We note that the algorithm of [37] could be modified to do so, but for sake of clarity, we prefer to describe an independent algorithm to get these pointers afterwards. Moreover, this extends a result of [11] which shows that you can obtain the PQ-representation form the PQ-tree and the graph in \( O(n+m) \) time (Theorem 7). In this section, we note that if the graph is given by one of its interval models instead of its adjacency lists, this time bound can be lowered to \( O(n) \).

The input of the algorithm described in the rest of this section is an interval model \( \sigma \) of the interval graph \( G \) and the PQ-tree \( T \) of \( G \), where each maximal clique has a unique ID which is an integer whose value is \( O(n) \) and which is stored both in the corresponding cell of the list constituting the interval model (see Section 3.1.1) and in the corresponding leaf of the PQ-tree. In particular, this is the case in the PQ-tree being the output of the algorithm of [37]. Since the values of the IDs are \( O(n) \), it is possible to compute the correspondence between the leaves
of $T$ and the cells of $\sigma$ in $O(n)$ time, using an array of size $O(n)$. Consequently, from now, we consider that each cell of $\sigma$ has a pointer to its corresponding leaf in $T$, and that conversely, each leaf of $T$ has a pointer to its corresponding cell in $\sigma$.

In order to compute the $PQ$-representation, we proceed in three steps: i) we compute the solidification $\pi$ of the tree which corresponds to the interval model $\sigma$ given as input, ii) we assign to each node of the tree the pointers to the first and last clique of its subtree in $\sigma$ and iii) for each vertex $y$ of $G$ we compute the pointers from $y$ to $e_y, e^1_y$ and $e^2_y$.

First of all, for convenience of the description of the algorithm, we start by selecting and keeping a single representative vertex for each class of equivalence of vertices having the same two pointers to the cells of $\sigma$. This can be done in $O(n)$ time by simply bucket-sorting all the vertices with their left pointer as primary key and their right pointer as secondary key. Once we have assigned the correct pointers $e_y, e^1_y, e^2_y$ to the representative vertices $y$ of all the classes of equivalence, it will be very easy to assign the same pointers to all the vertices of the considered class within $O(n)$ time overall complexity. So from now, we assume that all the vertices of $G$ have distinct couples of pointers toward the cells of $\sigma$.

Let us now show how to achieve task i) in $O(n)$ time. For each node $u$, we want to compute the order $\pi(u)$ of its children corresponding to the desired solidification, namely the solidification resulting in the consecutive ordering $\sigma$ given as input. We start by initialising all lists $\pi(u)$ to the empty list. Then, for each maximal clique $K$ taken in the order defined by $\sigma$, we parse the branch of $T$ starting from the leaf $l_K$ corresponding to $K$ toward the root of $T$ and we stop when we find a node $s$ of $T$ that we have already encountered before. For each node $u$ on the path from parent$(l_K)$ to $s$, both included, we place the child of $u$ we arrived from at the end of the list $\pi(u)$ of the children of $u$ that have been discovered so far. The process ends when we have parsed all the cliques $K$ in $\sigma$. Then, since the cliques $K$ are considered in the order defined by $\sigma$, it is clear that the solidification of $T$ defined by the orders $\pi(u)$ computed for each node $u$ of $T$ is precisely the solidification resulting in $\sigma$. Moreover, since for each clique $K$, we stop climbing the branch starting at $l_K$ when we encounter a node that has already been discovered before, the complexity of task i) is dominated by the size of the tree, that is $O(n)$.

We achieve task ii) by a simple bottom-up process along the tree where each node inductively forwards to its parent the two pointers to the first and last clique of its subtree in $\sigma$. The process is initialised on the leaves of the tree, for which we already know their two (identical) pointers to $\sigma$. When a node $u$ has received the pointers from all its children, its left pointer to $\sigma$ is assigned the leftmost left pointer of its children and its right pointer is assigned the rightmost right pointer of its children. Then, node $u$ forwards its two pointers to its parent, and so on, until the root of the tree is assigned its two pointers. This takes $O(n)$ time.

For task iii), we start by placing in each cell $c$ of $\sigma$ two sorted lists: the list of vertices whose left bound is $c$ and the list of vertices whose right bound is $c$, both sorted according to inclusion order (i.e. smaller intervals appear first in the list). In order to create the lists of left bounds, one can bucket-sort all the vertices by increasing right bounds, then parse the obtained list and place each vertex in the list of the cell being its left bound. One can proceed similarly to get the lists of right bounds sorted appropriately. Thanks to these lists stored in the cells of $\sigma$, it becomes easy to assign the pointers from the vertices of $G$ to the nodes of $T$. We parse $\sigma$ starting from its first cell. For each cell $K$ having a non empty list $L_{\text{left}}$ of left bounds, we build the list $L_{\text{anc}}$ of nodes we encounter when going up in $T$ from the leaf $l_K$ corresponding to $K$ until we reach a node $s$ which is not the first child of its parent in solidification $\pi$ (i.e. $s$ is not the first element of $\pi_{\text{parent}(s)}$). List $L_{\text{anc}}$ includes $s$ but not parent$(s)$. Note that the nodes $u$ in $L_{\text{anc}}$ are sorted according to inclusion of the interval of cliques corresponding to $u$ (i.e. the leaves of $T_u$). Also note that all the vertices whose left bound is in $L_{\text{left}}$ are included in the interval of parent$(s)$. We merge the two sorted lists $L_{\text{anc}}$ and $L_{\text{left}}$ in order to obtain the
list \(L_{\text{merge}}\) sorted according to interval inclusion. When there is equality between the intervals of a node in \(L_{\text{anc}}\) and a vertex in \(L_{\text{left}}\), we break the tie by saying that the element of \(L_{\text{anc}}\) is less than the one in \(L_{\text{left}}\), i.e. it appears before in \(L_{\text{merge}}\). Moreover, we had the node parent(s) at the end of the list \(L_{\text{merge}}\), which respects the inclusion order as noted before.

For each vertex \(y\) in \(L_{\text{left}}\), we determine the node \(u_1\) which is the first node of \(L_{\text{anc}}\) below \(y\) in \(L_{\text{merge}}\) and node \(u_2\) which is the first node of \(L_{\text{anc}}\) above \(y\) in \(L_{\text{merge}}\). If the interval of \(y\) is equal to the interval of \(u_1\), then we set \(e_y = u_1\) and \(y\) has no secondary pointers. Otherwise, we set \(e_y = u_2\) and \(e^1_y = u_1\). We can proceed similarly to treat the lists of right bounds and to assign \(e^2_y\). The complexity of merging the two sorted lists \(L_{\text{left}}\) and \(L_{\text{anc}}\) is \(O(|L_{\text{left}}| + |L_{\text{anc}}|)\). The computation of \(u_1\) and \(u_2\) can be done for all the vertices \(y \in L_{\text{left}}\) of \(L_{\text{merge}}\) by two scans of \(L_{\text{merge}}\), which takes \(O(|L_{\text{merge}}|) = O(|L_{\text{left}}| + |L_{\text{anc}}|)\) time. Thus, the total time needed to complete task iii) is \(O(\sum_{K \in \sigma} |L_{\text{left}}| + |L_{\text{anc}}|)\). Clearly, \(\sum_{K \in \sigma} |L_{\text{left}}| = n\) since each vertex appears exactly once in the lists of left bounds. Moreover, two distinct lists \(L_{\text{anc}}\) may intersect only on their last element. Thus, the set of edges of the tree \(T\) covered by two distinct lists are disjoints, and it follows that \(\sum_{K \in \sigma} |L_{\text{anc}}| = (|T|) = O(n)\). Therefore, task iii) can be accomplished in \(O(n)\) time.

Finally, computing the \(PQ\)-representation from the \(PQ\)-tree and an interval model can be done in \(O(n)\) time. And thus, together with the algorithm of [37], we obtain that the \(PQ\)-representation can be computed from an interval model in \(O(n)\) time.

It is well known that the converse operation, that is computing an interval model from the \(PQ\)-representation, can be done in \(O(n)\) time. Indeed, a consecutive ordering \(\sigma\) can be obtained by a simple Depth First Search on \(T\). Then, one can execute task ii) above to get the left and right bounds of the interval formed by the cliques of \(T_u\), for each node \(u\) in \(T\). At last, one can assign to each vertex \(y\) of \(G\) its interval bounds in \(\sigma\) by taking the same bounds as \(e_y\) if \(y\) has no secondary pointers, or by taking the left bound of \(e^1_y\) and the right bound of \(e^2_y\) otherwise.

As a general conclusion of Section 3, we showed that the three representations we will use throughout the paper, namely interval models, \(PQ\)-representation and \(MD\)-representation, are linear-time equivalent, that is any of them can be obtained from any of the two others in \(O(n)\) time. We will extensively use these results in the following. First, in our dynamic algorithm, this will allow us to maintain only one of the three representations in \(O(n)\) time, and get the two others for free within the same time complexity. Second, we will use the correspondence we highlighted between the \(PQ\)-representation and the \(MD\)-representation in order to work with the more convenient representation at each step of the algorithm, see Section 5.3.

4. Edge modification and vertex deletion

Our algorithm is fully dynamic in the sense that it can handle both deletions and additions, either of an edge or of a vertex (along with the edges defining its neighbourhood). In general, in dynamic algorithms, the modification operations considered may not all have the same difficulty to be treated (see e.g. [27]). In our case, it turns out that the difficulties of treating the four operations we consider are about the same. Nevertheless, the rest of the paper concentrates on the sole addition of a vertex. The reason is that vertex modifications can simulate edge modifications, and we will rely on the results we presented in Section 3 and on the result of [37] in order to treat vertex deletions.

One should keep in mind that we maintain three representations at each step of our algorithm: the \(MD\)-representation, the \(PQ\)-representation and a minimal interval model. Then, we can use all these three representations in order to treat a given modification, but we only need to show how to maintain one of them in \(O(n)\) time, since we already showed in Section 3, that we can obtain the two other representations in \(O(n)\) time from any of the three representations.
Before inserting \( xy \)

![Diagram showing before and after edge modifications]

Figure 9: An edge modification implying \( \Omega(n) \) changes in the \( PQ \)-tree. Before the insertion of \( xy \), there are \( 4n + 3 \) nodes in the tree, while after the insertion, there are only \( 2n + 4 \) nodes.

**Edge modifications.** As we mentioned above, we will not specifically consider edge modifications but get them as a consequence of the vertex modification algorithm. Indeed, since we treat vertex insertion and deletion in \( O(n) \) time, we can handle the modification of an edge incident to vertex \( x \) by first removing \( x \) and then inserting \( x \) again with the updated neighbourhood. This gives an \( O(n) \) time complexity algorithm for edge modifications. We did not try to improve this complexity because there are examples of edge modifications resulting in \( O(n) \) changes in each of the three representations we want to maintain (see Figure 9).

**Vertex deletions.** We now present how to perform the deletion of a vertex \( x \). This operation can be handled very easily thanks to a minimal interval model. First, remove vertex \( x \) from the model: you obtain an interval model of \( G - x \). But, this model may not be minimal, since some of the cliques of the consecutive ordering may no longer be maximal\(^5\) after the removal of \( x \). Then, we just have to remove the cells of the list implementing the model that no longer correspond to maximal cliques: it is straightforward to see that these cells are precisely those that receive no left pointer from any vertex of the graph, or receive no right pointer from any vertex of the graph. A simple parse of the vertices and of the list allows to remove those cells in \( O(n) \) time.

The case of removing a vertex may give a false feeling of simplicity because we use the results of Section 3 that give us the \( PQ \)-representation (using the result of [37]) and the \( MD \)-representation from an interval model in \( O(n) \) time. This is precisely where the difficulty of vertex removal lies, since in order to get a fully dynamic algorithm, we cannot avoid to maintain these representations during a vertex deletion, as we need them in the case of a vertex insertion.

**Theorem 7.** Updating the \( MD \)-representation, the \( PQ \)-representation and a minimal interval model of an interval graph on \( n \) vertices under vertex deletion costs \( O(n) \) time.

**5. Vertex insertion**

We now concentrate, until the end of the paper, on the insertion of a vertex \( x \) given together with its neighbourhood in \( G \). In all the following, the graph resulting from the insertion of \( x \) in \( G \) is denoted by \( G' = G + x \).

As already discussed, since the three representations we aim at maintaining are linear-time equivalent (see Section 3), we can choose to maintain only one of them in \( O(n) \) time, and get

\(^4\)Note that even renumbering the cells of an interval model may take \( \Omega(n) \) time.

\(^5\)Note that, actually this may happen only for the two cliques being the bounds of the interval of \( x \).
Before inserting $z$

![Diagram showing the tree before inserting $z$.]

After inserting $z$

![Diagram showing the tree after inserting $z$.]

Figure 10: The insertion of vertex $z$ having two neighbours and implying $\Omega(n)$ changes in the $PQ$-tree. Before the insertion of $z$, there are $4n + 3$ nodes in the tree, while after the insertion, there are only $2n + 5$ nodes.

the two others for free within the same time complexity. In the case of the insertion of a vertex, we choose to maintain the $MD$-representation. The reason of this choice is that this will allow us to distinguish three parts of the algorithm that can be treated separately:

1. Update the shape of the modular decomposition tree, without regard of the fact that $G'$ is an interval graph or not. This is possible as every graph (not necessarily interval) admits a modular decomposition tree. Note that at this stage of the algorithm, we determine the entire shape of the tree as well as the interval models of the representative graphs associated to all the prime nodes of the tree, except for one new prime node $w'_s$ that may be created after the insertion of $x$.

2. Determine whether $G'$ is an interval graph.

3. In the positive, complete the $MD$-representation by computing a minimal interval model of the representative graph of node $w'_s$.

In turns out that part 1 has already been achieved in [36, 24] for arbitrary graphs. This is the reason why we choose to maintain the $MD$-representation: we save much work to determine the updated shape of the tree. Nevertheless, to achieve part 2 and 3, we will use the $PQ$-representation which is more directly related to interval models than the $MD$-representation is.

Concerning the complexity of our algorithm, namely $O(n)$ time, we would like to emphasize the fact that it is very challenging to achieve a better complexity in the worst case. Indeed, as shown on Figure 10, there exist insertions of one vertex having only two neighbours that result in $\Omega(n)$ changes in both the $PQ$-representation and the $MD$-representation: that is the numbers of nodes in $T_m$ before and after the modification differ from $\Omega(n)$. Therefore, any dynamic algorithm willing to maintain the $MD$-representation of the graph and storing this structure alone (free from any additional information) in a separate part of the memory cannot avoid the $O(n)$ worst case time complexity. This does not mean that there does not exist a fully dynamic algorithm maintaining the $MD$-representation in a lower complexity. But any algorithm willing to do so must store the $MD$-representation as part of a larger structure which is possible to maintain with a complexity lower than $O(n)$ time. Finding such a data-structure and such a dynamic algorithm, if possible, is a highly challenging problem and would certainly open a new field of investigation in algorithmic theory.

Section 5.1 below describes the modifications of the modular decomposition tree under vertex insertion, Section 5.2 characterises the cases where the insertion results in an interval graph; and Section 5.3 gives the whole algorithm and analyses its complexity.
5.1. Modification of $T^m$

In this section, we refer to the previous works of \cite{36, 24} in order to determine the modifications of the modular decomposition tree $T^m$ under the insertion of the vertex $x$ in $G$. To this purpose, we don’t need to worry whether $G'$ is an interval graph or not, since all graphs admit a modular decomposition tree. In addition, we also obtain an interval model for all the prime nodes of $T^m(G')$ except one: a new prime node, denoted $w'_m$ in the following, which may be created after the insertion of $x$. All the other prime nodes of $T^m(G')$ are also nodes of $T^m(G)$ and have the same representative graph in both trees. Therefore, in this section, not only we determine the shape of $T^m(G')$ but we also determine an interval model of all its prime nodes except one.

Let us now describe the modifications of $T^m$. They occur only in a restricted part of the tree. In order to determine it, \cite{24} introduced the following definition.

**Definition 6.** \cite{24} A node $u$ of $T^m$ is a proper node iff either $u$ is uniform with respect to $x$, or $u$ is a mixed node with a (unique) mixed child $\gamma$ such that $V(\gamma) \cup \{x\}$ is a module of $G'[V(u) \cup \{x\}]$. Otherwise $u$ is a non-proper node.

**Remark 8.** The reason why the word unique is between parentheses in the definition above is that if there exists a mixed child $\gamma$ such that $V(\gamma) \cup \{x\}$ is a module of $G'[V(u) \cup \{x\}]$, then it is necessarily unique (the other children must be uniform).

The part of $T^m$ subject to modifications after the insertion of $x$ is the part rooted at the node $w_m$ called the insertion node, formally defined below.

**Definition 7.** \cite{24} The insertion node, denoted $w_m$, is defined as being the least common ancestor of the non-proper nodes of $T^m$.

It is worth to note that, in the following, we do not consider the trivial case where the vertex set of $G$ is uniform with respect to $x$. In this case, $x$ is either linked to all the vertices of $G$ or to none of them and the MD-representation is easy to update. As we do not consider this case, the root of $T^m$ (as well as the root of $T^c$) is mixed and the insertion node always exists. In \cite{24}, it is shown that it satisfies the following property.

**Lemma 9.** \cite{24} Let $G' = G + x$ and let $w_m$ be the least common ancestor of non-proper nodes of $T^m(G)$. Node $w_m$ is mixed, non-proper and is such that $V(w_m) \cup \{x\}$ is a strong module of $G'$.

This result is of key interest as it implies that only the part of $T^m$ rooted at $w_m$ is affected by the insertion of $x$. Indeed, since $V(w_m) \cup \{x\}$ is a strong module of $G'$, there is a node $w'_m$ in $T^m(G')$ corresponding to the set of vertices $V(w_m) \cup \{x\}$. Moreover, from the properties of modular decomposition, we know that replacing $w'_m$ by a leaf in $T^m(G')$ gives the modular decomposition tree of the quotient graph $G'/\{V(w_m) \cup \{x\}\}$. On the other hand, $G'/\{V(w_m) \cup \{x\}\}$ is equal to $G/\{V(w_m)\}$, for which we know the modular decomposition tree: this the tree obtained from $T^m(G)$ by replacing node $w_m$ by a leaf. Then, we conclude that the part of $T^m(G')$ which is outside of the subtree of $T^m(G')$ rooted at $w'_m$ is exactly the same as the part of $T^m(G)$ which is outside of the subtree of $T^m(G)$ rooted at $w_m$. As a consequence, in all the rest of the paper, we aim at determining $T^m(G[V(w_m)] + x)$, that is we focus on the insertion of $x$ in $G[V(w_m)]$ and we do not consider any more the part of $T^m$ which is out of $T_w^m$. This is what is stated by the following corollary.
Corollary 1. Under the insertion of a vertex $x$, the only part of $T^m$ which is affected by changes is the subtree $T_{w_m}^m$ rooted at the insertion node $w_m$. The rest of the tree remains unchanged, as well as the representative graphs of the prime nodes contained in it.

In order to describe precisely $T^m(G[V(w_m)] + x)$, which will be our goal from now and until the end of Section 5.1, we have to distinguish two main cases, depending on the way $x$ is linked to the children of $w_m$. We refer to these two cases saying that $w_m$ is cut or uncut, as defined below.

Definition 8. The insertion node $w_m$ of $T^m(G)$ is cut iff $w_m$ has no mixed child and is either

1. a prime node with a (unique) child $\gamma$ such that $V(\gamma) \cup \{x\}$ is a module of $G'[V(w_m) \cup \{x\}]$, or
2. a degenerate node.

Otherwise $w_m$ is uncut.

Remark 9. Note that when $w_m$ is a cut prime node, the child $\gamma$ of $w_m$ such that $V(\gamma) \cup \{x\}$ is a module of $G'[V(w_m) \cup \{x\}]$ is necessarily unique.

We now discuss depending on whether $w_m$ is cut or uncut, starting by the easier case where $w_m$ is cut.

5.1.1. $T^m(G')$ when the insertion node is cut

Let us describe $T^m(G[V(w_m)] + x)$ in the case where the insertion node is a cut degenerate node (see Figure 11). If $w_m$ is a series (resp. parallel) node, then the root $w'_m$ of $T^m(G[V(w_m)] + x)$ is a series (resp. parallel) node. The children of $w'_m$ are the full (resp. hollow) children of $w_m$ and a new parallel (resp. series) node $v'_m$. The children of $v'_m$ are $\{x\}$ and the hollow (resp. full) children of $w_m$.

The case where the insertion node is a cut prime node is also easy to deal with (see Figure 12). Recall that, as stated by Remark 9, the child $\gamma$ of $w_m$ satisfying the condition in the definition of a cut node is unique. Then, in the children of $w_m$, this child $\gamma$ is replaced by a new degenerate node $v'_m$ (i.e. $v'_m$ takes the place of $\gamma$ in the children of $w_m$). The label of $v'_m$ is series if $\gamma$ is full, and parallel if $\gamma$ is hollow. If the label of $\gamma$ is different from the one of $v'_m$, then $\{x\}$ and $\gamma$ are made children of $v'_m$. Otherwise, i.e. if $\gamma$ as the same label as $v'_m$ (which is precisely the case depicted on Figure 12), $\gamma$ is removed from the tree and the children of $v'_m$ are $\{x\}$ and the children of $\gamma$.

Note that when the insertion node is cut, the $MD$-representation is entirely determined by the description above, that is the prime nodes of the updated $MD$-representation are the same as those of $MD(G)$ and have the same representative graphs.
5.1.2. $T^m(G')$ when the insertion node is uncut

Let us now consider the much more difficult case where the insertion node $w_m$ is uncut. In the following, $C_f(u)$, $C_h(u)$ and $C_m(u)$ stand for the set of full, hollow and mixed children of $u$, respectively. For $t \in \{m, f, h\}$, we denote $F_t(u) = \bigcup_{v \in G(u)} V(v)$.

Roughly speaking, in the case where $w_m$ is uncut, the insertion of $x$ will leave unchanged the uniform parts of $T_m^m$ and the non uniform parts will collapse to form a new prime node (Theorem 8), denoted $w'_m$ in the following. We now define the subset $W_s$ of vertices of $G$ which is such that the set of vertices $V(w'_m)$ associated to this new prime node $w'_m$ in $T^m(G')$ is precisely $W_s \cup \{x\}$.

**Notation 5.** Let us define the vertex set $W_s$ as the set $V(w_m)$ if $w_m$ is a prime node and as the set $F_m(w_m) \cup F_h(w_m)$ (resp. $F_m(w_m) \cup F_f(w_m)$) if $w_m$ is a series node (resp. parallel node).

Determining the modular decomposition of $G[W_s] + x$ (see Theorem 8 below) is the key to obtain the modular decomposition tree of $G[V(w_m)] + x$. From now on, we denote $\mathcal{MUM}(G)$ the set of maximal uniform (with respect to $x$) modules of a graph $G$. Note that $\mathcal{MUM}(G)$ is, by definition, a congruence partition of $G$, that is a partition of the vertex set of $G$ into (disjoint) modules.

**Theorem 8.** [24] Let $x$ be a vertex to be inserted in a graph $G$. If the insertion node $w_m$ of the modular decomposition tree $T^m$ of $G$ is uncut, then $G[W_s] + x$ is connected and co-connected and $\mathcal{MSM}(G[W_s] + x) = \mathcal{MUM}(G[W_s]) \cup \{\{x\}\}$.

Thanks to Theorem 8, we are able to entirely determine $T^m(G[W_s] + x)$, from which we very easily deduce $T^m(G[V(w_m)] + x)$. Indeed, from Theorem 8, it follows that the root $w'_m$ of $T^m(G[W_s] + x)$ is a prime node (see Section 2.2) whose children are the maximal uniform modules of $G[W_s]$ and $\{x\}$ (see Figure 13). The maximal uniform modules of $G[W_s]$ are nothing else but the sets $^6F_f(u)$ and $F_h(u)$ that are not empty, with $u$ being any mixed degenerate node of $T_m^m$, and the sets $V(u)$ with $u$ being any uniform child of any prime node of $T_m^m$. It turns out that obtaining the tree $T^m(G[M])$ for each maximal uniform module $M$ of $G[W_s]$ is very easy:

---

^6Excepted set $F_f(w_m)$ when $w_m$ is series and set $F_h(w_m)$ when $w_m$ is parallel, which are not included in $W_s$. 

Figure 12: Modification of $T^m$ under the insertion of $x$ when $w_m$ is a cut prime node.
5.2. Dynamic characterisation of interval graphs

which is explicit and independent of the algorithm we design. To characterise the cases where this gives a structural characterisation of the neighbourhood of a vertex in an interval graph how to compute a model of the representative graph of w purpose of Section 5.2 below. From the algorithmic point of view, we will show in Section 5.3 actually, there is even no reason why this representative graph should admit an interval model, which is MD do the interval models of their representative graphs in the mixed prime nodes, the situation is quite different as they simply disappear from graphs are preserved in T of prime nodes. From what precedes, the uniform prime nodes of T is the tree by the description above. Let us now examine what happens for the MD parallel node whose children are the full (resp. hollow) children of F that M m such that F M 1. If M = F f (u) (resp. M = F h (u)) for some degenerate node u of T w m, then T m (G [M]) is the tree formed by making all the nodes in C f (u) (resp. C h (u)) children of a degenerate node having the same label as u, and which is the root of T m (G [M]). 2. If M = V (u) for some uniform child u of some prime node of T w m, then T m (G [M]) is simply equal to T m.

As a summary, the tree T m (G [W s] + x) is made of a prime node as its root, namely w s′, and the children of w s′ are the leaf corresponding to vertex x and the roots of the trees T m (G [M]) for each maximal uniform module M of G [W s], as described above (see Figure 13).

Now that we have entirely determined T m (G [W s] + x), it is straightforward to obtain T m (G [V (w m)] + x) as follows. In the case where w m is a prime node or w m is a series (resp. parallel) node such that F f (w m) = ∅ (resp. F h (w m) = ∅), we have W s = V (w m) and then T m (G [V (w m)] + x) = T m (G [W s] + x). Otherwise, if w m is a series (resp. parallel) node such that F f (w m) ̸= ∅ (resp. F h (w m) ̸= ∅), the root w m′ of T m (G [V (w m)] + x) is a series (resp. parallel) node whose children are the full (resp. hollow) children of w m and the root w s′ of T m (G [W s] + x) (this is precisely the case depicted on Figure 13).

Thus, when w m is uncut, the shape of the tree T m (G [V (w m)] + x) is entirely determined by the description above. Let us now examine what happens for the MD-representation, that is the tree T m (G [V (w m)] + x) augmented with the interval models of the representative graphs of prime nodes. From what precedes, the uniform prime nodes of T w m and their representative graphs are preserved in T m (G [V (w m)] + x), and so are their minimal interval models. For the mixed prime nodes, the situation is quite different as they simply disappear from T m, and so do the interval models of their representative graphs in the MD-representation. On the other hand, MD (G′) contains a new prime node w s′ for which we know the representative graph, which is G [W s] + x / MD (G [W s]) ∪ {x}, but we do not have a minimal interval model of it. Actually, there is even no reason why this representative graph should admit an interval model, as we did not worry until now to determine whether G′ is an interval graph or not. This is the purpose of Section 5.2 below. From the algorithmic point of view, we will show in Section 5.3 how to compute a model of the representative graph of w s′ when G′ is an interval graph.

5.2. Dynamic characterisation of interval graphs

In this section, we characterise the insertions of a vertex x in an interval graph G that result in an interval graph G′ = G + x. This is done by Lemmas 20 to 23 and Theorem 10. Note that this gives a structural characterisation of the neighbourhood of a vertex in an interval graph which is explicit and independent of the algorithm we design. To characterise the cases where G + x is an interval graph, we will check whether it admits an interval model. That is the reason
why we use the $PQ$-representation, which is more directly related to interval models, instead of the $MD$-representation. As previously, we don’t need to consider the whole graph but only part of it (cf. Theorem 9). It is worth to note that the interval model we build to show that $G'$ is an interval graph (see the proof of Theorem 10) contains, as an induced sub-model, a model of $G[W_s] + x/\mathcal{MU}(G[W_s]) \cup \{x\}$, which is the unique model we need in order to complete the $MD$-representation of $G'$, i.e. the model of the representative graph of the new prime node $w'_s$ (see Section 5.1.2 above).

### 5.2.1. The Key Node $w$

The aim of this section is to show that in order to determine whether $G'$ is an interval graph, we only need to concentrate on the part of $T^c$ rooted at a particular node $w$, which we call the **key node** and which is, roughly speaking, the node of $T^c$ corresponding to node $w_m$ of $T^m$.

But before being able to properly define node $w$ and to state the general characterisation of a successful insertion, we need to exclude the case where the neighbourhood of $V(w_m)$ in $G$ is not a clique or $w_m$ is cut. We start by dealing with the case where the neighbourhood of $V(w_m)$ in $G$ is not a clique. In this case, the insertion of $x$ is always unsuccessful.

**Lemma 10.** Let $G$ be an interval graph and let $x$ be a vertex to be inserted in $G$. If the neighbourhood of $V(w_m)$ in $G$ is not a clique, then $G + x$ is not an interval graph.

**Proof.** Indeed, as we saw previously (Lemma 9), $V(w_m) \cup \{x\}$ is a module of $G'$. Then, the neighbourhood of $V(w_m) \cup \{x\}$ in $G'$ is the same as the one of $V(w_m)$ in $G$, which is not a clique. Moreover, since $w_m$ is mixed (Lemma 9), it follows that $V(w_m) \cup \{x\}$ is not a clique. Thus, Lemma 1 implies that $G'$ is not an interval graph. 

Note that, from the algorithmic point of view, it will be easy to check whether the condition of Lemma 10 holds: the neighbourhood of $V(w_m)$ is not a clique if and only if parent$(w_m)$ is prime and $w_m$ is non-simplicial in the representative graph $G_{\text{parent}(w_m)}$, that is its interval in the corresponding model contains strictly more than one maximal clique (i.e. strictly more than one cell in the list implementing the model).

As a consequence, from now on, we only consider the case where the neighbourhood of $V(w_m)$ in $G$ is a clique. And we now treat once and for all the case where $w_m$ is cut. As we saw in Section 5.1, when $w_m$ is cut, it is easy to determine $T^m(G')$. It turns out that it is also easy to check whether $G + x$ is an interval graph.

**Lemma 11.** When the neighbourhood of $V(w_m)$ in $G$ is a clique and $w_m$ is cut, $G + x$ is not an interval graph iff $w_m$ is series and has a non-leaf full child or $w_m$ is prime and its child $\gamma$ such that $V(\gamma) \cup \{x\}$ is a module of $G'[V(w_m) \cup \{x\}]$ (cf. Definition 8) is hollow and non-simplicial in the representative graph $G_{w_m}$ of $w_m$.

**Proof.** Let us analyse the different cases that can occur. Along the proof, keep in mind that since $G$ is an interval graph, for any subset $S \subseteq V$ of vertices which is uniform, $G'[S \cup \{x\}]$ is an interval graph.

- If $w_m$ is degenerate, as previously, we denote $C_h(w_m)$ for the set of its hollow children and $C_f(w_m)$ for the set of its full children.

- If $w_m$ is parallel, then $M' = \bigcup_{v \in C_f(w_m)} V(v) \cup \{x\}$ is a module of $G'$ and the neighbourhood of $M'$ in $G'$ is the same as the one of $V(w_m)$ in $G$, which is a clique. Then, Lemma 1 concludes that $G'$ is an interval graph.
If \(w_m\) is series and its full children are all leaves, then \(M' = \bigcup_{v \in C_h(w_m)} V(v) \cup \{x\}\) is a module of \(G'\) and the neighbourhood of \(M'\) in \(G'\) is the union of \(\bigcup_{v \in C_l(w_m)} V(v)\) and the neighbourhood of \(V(w_m)\) in \(G\), which is a clique since all the full children of \(w_m\) are leaves. Then, from Lemma 1, \(G'\) is an interval graph.

If \(w_m\) is series and has a non-leaf full child, then \(\bigcup_{v \in C_h(w_m)} V(v) \cup \{x\}\) is a module of \(G'\) and its neighbourhood in \(G'\) is the union of \(\bigcup_{v \in C_l(w_m)} V(v)\) and the neighbourhood of \(V(w_m)\) in \(G\), which is not a clique since some full child of \(w_m\) (which is series) is not a leaf. And since \(\bigcup_{v \in C_h(w_m)} V(v) \cup \{x\}\) is not a clique, then, from Lemma 1, \(G'\) is not an interval graph.

- If \(w_m\) is prime, let \(\gamma\) be its child such that \(V(\gamma) \cup \{x\}\) is a module of \(G'[V(w_m) \cup \{x\}]\) (cf. Definition 8).

  - If \(\gamma\) is simplicial in the representative graph \(G_{w_m}\) of \(w_m\), then the neighbourhood of \(V(\gamma)\) in \(G\) is a clique and so is the neighbourhood of \(V(\gamma) \cup \{x\}\) in \(G'\), since \(V(\gamma) \cup \{x\}\) is a module of \(G'\). Then, Lemma 1 implies that \(G'\) is an interval graph.

  - If \(\gamma\) is not simplicial in \(G_{w_m}\) but full, since, from Lemma 1, \(V(\gamma)\) is a clique, then \(V(\gamma) \cup \{x\}\) is a clique. Since \(V(\gamma) \cup \{x\}\) is a module of \(G'\), consequently, from Lemma 1, \(G'\) is an interval graph.

  - If \(\gamma\) is not simplicial in \(G_{w_m}\) and hollow, then the neighbourhood of \(V(\gamma)\) in \(G\) is not a clique and neither is the one of \(V(\gamma) \cup \{x\}\) in \(G'\). Moreover, since \(\gamma\) is hollow, \(V(\gamma) \cup \{x\}\) is not a clique. Thus, from Lemma 1 again, \(G'\) is not an interval graph.

\[\square\]

Again, from the algorithmic point of view, the conditions of Lemma 11 are easy to check. Then, in Section 5.3, we check these conditions and if they are satisfied, that is \(G + x\) is not an interval graph, then the algorithm stops; otherwise, when \(w_m\) is cut and \(G + x\) is an interval graph, our algorithm computes \(MD(G')\) as described in Section 5.1.1.

Consequently, in the following, we do not consider any more the case where the neighbourhood of \(V(w_m)\) in \(G\) is not a clique and the case where \(w_m\) is cut: until the end of Section 5.2, the neighbourhood of \(V(w_m)\) in \(G\) is a clique and \(w_m\) is uncut. Then, since the neighbourhood of \(V(w_m)\) in \(G\) is a clique, it follows that the module \(V(w_m)\) of \(G\) does not satisfy Condition 2 of Theorem 5, which justifies the following definition for the key node \(w\).

**Definition 9.** The key node \(w\) is the node of \(T^c\) such that \(V(w_m) = w^* \text{ or } V(w_m) = w^* \setminus X_w\).

The main property of the key node is the following. This is the property that will allow us to restrict our attention to the subtree \(T^c_w\) of \(T^c\) rooted at \(w\) in all the rest of Section 5.2.

**Theorem 9.** \(G + x\) is an interval graph iff \(G[w^*] + x\) is an interval graph.

**Proof.** Since \(V(w_m) \cup \{x\}\) is a module of \(G + x\) and since \(w^*\) is a module of \(G\) and \(V(w_m) \subseteq w^*\) (see Definition 9), it follows that \(w^* \cup \{x\}\) is a module of \(G + x\). Furthermore, since the neighbourhood of \(V(w_m)\) in \(G\) is a clique, the neighbourhood of \(w^* \cup \{x\}\) in \(G + x\) is also a clique. Then, Lemma 1 implies the equivalence of the claim. \[\square\]

Thanks to Theorem 9, in our characterisation of a successful insertion (Section 5.2.3), we will be able to restrict our attention to the subtree \(T^c_w\) of \(T^c\) rooted at \(w\). We will also need to express the fact that \(w_m\) is uncut in terms of properties of \(T^c_w\), since the rest of the section on vertex insertion deals with this case. This is done by the lemma below.
Lemma 12. When \( w_m \) is uncut, \( w \) has no child \( v \) such that \( v^* \cup \{x\} \) is a module of \( G[w^*] + x \).

**Proof.** Let \( v \) be a child of \( w \) such that \( v^* \cup \{x\} \) is a module of \( G[w^*] + x \). Then, \( v^* \cup \{x\} \) is also a module of \( G[w^* \setminus X_w] + x \). From Definition 9, either \( w^* \setminus X_w = V(w_m) \) or \( w^* = V(w_m) \).

In the former case, where \( w^* \setminus X_w = V(w_m) \), since from Corollary 5, \( v^* \) is a maximal strong module of \( G[w^* \setminus X_w] \), then there exists a child \( \gamma \) of \( w_m \) such that \( V(\gamma) = v^* \), and \( V(\gamma) \cup \{x\} \) is a module of \( G[V(w_m)] + x \). Thus, \( w_m \) is cut (see Definition 8).

In the case where \( w^* = V(w_m) \), from Corollary 5, \( w^* \setminus X_w \) is a maximal strong module of \( V(w_m) \). That is, there exists a child \( \gamma \) of \( w_m \) such that \( V(\gamma) = w^* \setminus X_w \). Since \( v^* \cup \{x\} \) is a module of \( G[V(w_m)] + x \), and since \( V(\gamma) \equiv G[V(w_m)] \) and \( v^* \subseteq V(\gamma) \), it follows that \( V(\gamma) \cup \{x\} \) is a module of \( G[V(w_m)] + x \). And again, \( w_m \) is cut. \( \square \)

5.2.2. Preliminary definitions and properties

In this section, we introduce some notations and establish some technical properties that we use in the proof of our characterisation theorem (Theorem 10 of Section 5.2.3). The proofs of these properties contain some key ideas of our characterisation, but still, they can be skipped in a first lecture. From now on, we consider the case where the neighbourhood of \( V(w_m) \) is a clique and \( w_m \) is uncut, the other cases have already been treated in Section 5.2.1.

The two lemmas below show that there is a natural way to obtain a consecutive ordering of \( G \) from one of \( G' \). This construction plays a key role in the rest of the paper. First, Lemma 13 shows that when removing \( x \) from a consecutive ordering of \( G + x \), the only cliques that may no longer be maximal after the removal of \( x \), i.e. included in some other clique of the ordering, are the bounds of the interval of \( x \).

**Lemma 13.** For any consecutive ordering \( \sigma' \) of \( \mathcal{K}(G') \), and for any clique \( K' \in \mathcal{K}(G') \), if \( K' \setminus \{x\} \subseteq K'_1 \setminus \{x\} \) for some \( K'_1 \in \mathcal{K}(G') \), then \( x \in K' \) and there exists \( K \in \mathcal{K}(G') \) such that \( K \) is next to \( K' \) in \( \sigma' \) and \( x \notin K \) (and then, necessarily, \( K \) is maximal in \( G \)).

**Proof.** If \( K' \in \mathcal{K}(G') \) is such that \( K' \setminus \{x\} \subseteq K'_1 \setminus \{x\} \) for some \( K'_1 \in \mathcal{K}(G') \), then, because of the consecutiveness constraints, it follows that the clique \( K \in \mathcal{K}(G) \) that is between \( K' \) and \( K'_1 \) and next to \( K' \) in \( \sigma' \) is such that \( K' \setminus \{x\} \subseteq K \setminus \{x\} \). Since \( K' \) is maximal in \( G' \), necessarily, \( x \in K' \) and \( x \notin K \). \( \square \)

**Remark 10.** Moreover, note that for all \( K', K'' \in \mathcal{K}(G') \), we have \( K' \setminus \{x\} \neq K'' \setminus \{x\} \), because otherwise at least one of \( K', K'' \) would be included in the other one.

Lemma 14 states that removing \( x \) from a consecutive ordering \( \sigma' \) of \( G' \), and possibly the at most two cliques that are the bounds of its interval (if they are included in some other clique), results in a consecutive ordering of \( G \).

**Lemma 14.** For any consecutive ordering \( \sigma' \) of \( \mathcal{K}(G') \), consider the linear ordering \( \sigma' - x \) on some cliques of \( G \) obtained by:

1. removing \( x \) from all the maximal cliques in \( \sigma' \), and
2. removing each of the at most two cliques \( K'_1 \setminus \{x\} \) and \( K'_2 \setminus \{x\} \) that were the bounds of the interval of \( x \) in \( \sigma' \) if they are included in some other clique after the removal of \( x \).

Then \( \sigma' - x \) is a consecutive ordering of \( \mathcal{K}(G) \).
Proof. Clearly, both removing \( x \) from all the maximal cliques in \( \sigma' \) and removing some of the resulting cliques preserve consecutiveness constraints of the vertices of \( V(G') \setminus \{x\} \). Then, we just have to check that after those removals, the obtained sequence of cliques contains all the maximal cliques of \( G \) exactly once. It is easy to see that after the removal of \( x \), all the maximal cliques of \( G \) are in the sequence. Indeed, consider a maximal clique \( K \) of \( G \). Either all the vertices of \( K \) are adjacent to \( x \), and then \( K \cup \{x\} \) is a maximal clique of \( G' \), or some vertex of \( K \) is not adjacent to \( x \), and then \( K \) is a maximal clique of \( G' \). In any case, \( K \) or \( K \cup \{x\} \) is in \( \mathcal{K}(G') \), and it follows that there is some clique equal to \( K \) after the removal of \( x \).

On the other hand, Lemma 13 states that the only clique that may be included in some other after the removal of \( x \) are the bounds of its interval. Then, from the definition of \( \sigma' - x \), it follows that the obtained sequence contains only the maximal cliques of \( G \), and at most once. Consequently, \( \sigma' - x \) is a consecutive ordering of \( \mathcal{K}(G) \).

We now state some basic relationships between the consecutive orderings of the maximal cliques of \( G + x \) and those of the maximal cliques of \( G \).

Remark 11. Let \( \sigma' \) be a consecutive ordering of \( G' \), let \( u \) be a node of \( T = T^c(G) \) and let \( K' \) be a maximal clique of \( G' \) such that \( K' \setminus \{x\} \) is not a leaf of the subtree \( T_u \) but the maximal cliques of \( G \) containing \( K' \setminus \{x\} \) are all leaves of \( T_u \). Then, there exists a clique \( K'' \) of \( G \) that is next to \( K' \) in \( \sigma' \) and such that \( K'' \setminus \{x\} \) is a leaf of \( T_u \).

Proof. This is a corollary of Lemma 13. First, observe that if \( K' \setminus \{x\} \) is maximal in \( G \), then, since all the maximal cliques of \( G \) containing \( K' \setminus \{x\} \) are leaves of \( T_u \), \( K' \setminus \{x\} \) must be a leaf of \( T_u \). Thus, \( K' \setminus \{x\} \) is not maximal in \( G \). It follows, from Lemma 13, that \( K' \setminus \{x\} \) is included in some maximal clique \( K'' \) of \( G' \) that is next to \( K \) in \( \sigma' \) and that does not contain \( x \). Therefore \( K'' \) is also a maximal clique of \( G \). Moreover, since the maximal cliques of \( G \) containing \( K' \setminus \{x\} \) are leaves of \( T_u \), then \( K'' \) is a leaf of \( T_u \) and so is \( K'' \setminus \{x\} \), since \( K'' = K'' \setminus \{x\} \). □

In the following, we will often use some intervals \( I_{\sigma'}(v) \) of a consecutive ordering \( \sigma' \) of \( G + x \) that are associated with the nodes \( v \in T^c(G) \). Lemma 15 states that these intervals are disjoint for two nodes incomparable for the ancestor relationship and that they appear in \( \sigma' \) in an order that respects the order on the children of prime nodes.

Lemma 15. Let \( \sigma' \) be a consecutive ordering of \( \mathcal{K}(G') \) and \( T = T^c(G) \). For any node \( u \in T \), we denote \( I_{\sigma'}(u) \) the smallest interval of \( \sigma' \) containing the cliques \( K' \in \mathcal{K}(G') \) such that \( K' \setminus \{x\} \) is a leaf of \( T_u \). Then, the two following properties hold.

1. For all pairs \( u_1, u_2 \) of nodes of \( T \) such that none of them is an ancestor of the other one, \( I_{\sigma'}(u_1) \) and \( I_{\sigma'}(u_2) \) are disjoint.

2. For all prime nodes \( u \in T \), up to reversing \( \sigma_u \), we have \( \forall u_1, u_2 \in C(u), u_1 <_{\sigma_u} u_2 \Rightarrow I_{\sigma'}(u_1) \) is before \( I_{\sigma'}(u_2) \) in \( \sigma' \).

Proof. Let \( \sigma' \) be a consecutive ordering of \( \mathcal{K}(G') \). Let \( u_1, u_2 \in T \) independent for the parent relationship. From Lemma 14, \( \sigma' - x \) is a consecutive ordering of \( \mathcal{K}(G) \). Since the leaves of \( T_{u_1} \) and the leaves of \( T_{u_2} \) are disjoint intervals of \( \sigma' - x \), so are \( I_{\sigma'}(u_1) \) and \( I_{\sigma'}(u_2) \) in \( \sigma' \).

Moreover, for a prime node \( u \in T \), up to reversing \( \sigma_u \), the leaves of \( T_v \) for each \( v \in C(u) \) form an interval of \( \sigma' - x \) and these intervals appear in the same order in \( \sigma' - x \) than the children of \( u \) do in \( \sigma_u \). So do the intervals \( I_{\sigma'}(v) \) in \( \sigma' \). □

The following lemma establishes a relationship between the fact that a node \( u \in T^c(G) \) is non-full or linked or saturated and the presence of \( x \) in the sets of cliques of \( G' \) associated to \( u \).
Lemma 16. Let \( u \) be a node of \( T = T^c(G) \). The following properties hold.

1. If \( u \) is not full, then there exists a clique \( K' \subseteq \mathcal{K}(G') \) such that \( x \notin K' \) and \( K' \) is a leaf of \( T_u \).
2. If \( u \) is linked, then there exists a clique \( K' \subseteq \mathcal{K}(G') \) such that \( x \in K' \) and all the maximal cliques of \( G \) containing \( K' \setminus \{x\} \) are leaves of \( T_u \).
3. \( u \) is saturated iff \( x \) belongs to all the cliques \( K' \subseteq \mathcal{K}(G') \) such that \( K' \setminus \{x\} \) is a leaf of \( T_u \).

Proof.

If \( u \) is not full, then there exists \( y \in u^* \) such that \( y \) is not adjacent to \( x \). Let \( K' \) be a leaf of \( T_u \) that contains \( y \). Because \( y \) is not adjacent to \( x \), then \( K' \) is also a maximal clique of \( G' \), which proves the first property of the lemma.

If \( u \) is linked, there exists \( y \in u^* \cap N(x) \). Then there is a maximal clique \( K' \subseteq G' \) containing both \( y \) and \( x \). Since \( y \in K' \setminus \{x\} \), necessarily the maximal cliques of \( G \) containing \( K' \setminus \{x\} \) are leaves of \( T_u^c \) and so of \( T_u \), which proves the second property of the lemma.

If \( u \) is saturated, let \( K' \subseteq \mathcal{K}(G') \) such that \( K' \setminus \{x\} \) is a leaf of \( T_u \). If \( x \notin K' \), then \( K' \) is a leaf of \( T_u \). Consequently, since \( u \) is saturated, \( x \) is adjacent to all the vertices of \( K' \) which is therefore not maximal in \( G' \). Thus, \( x \) must belong to \( K' \). Conversely, if \( u \) is not saturated, there exists a maximal clique \( K \subseteq G \) that is a leaf of \( T_u \) and that is not full. Then \( K \) is maximal in \( G' \), \( K \) does not contain \( x \) and \( K \setminus \{x\} \) is a leaf of \( T_u \). \( \Box \)

Lemma 17 gives some conditions on the way \( x \) touches a node \( u \) of \( T_u^c(G) \) under which it is always possible, in any consecutive ordering \( \sigma' \) of \( G' \), to find a clique containing \( x \) which is out of \( I_{\sigma'}(u) \).

Lemma 17. For any consecutive ordering \( \sigma' \) of \( \mathcal{K}(G') \) and any node \( u \) of \( T = T^c(G) \), we denote \( I_{\sigma'}(u) \) the smallest interval of \( \sigma' \) containing the cliques \( K' \subseteq \mathcal{K}(G') \) such that \( K' \setminus \{x\} \) is a leaf of \( T_u \). If \( u \in T_u \setminus \{w\} \) is such that \( B_u \) is full (resp. if \( w \) is such that \( B_u \) is not full), then there exists a clique \( K' \subseteq \mathcal{K}(G') \) such that \( K' \) contains \( x \) and for any consecutive ordering \( \sigma' \) of \( \mathcal{K}(G') \), \( K' \notin I_{\sigma'}(u) \) (resp. \( K' \notin I_{\sigma'}(w) \)).

Proof. Let \( \sigma' \) be a consecutive ordering of \( \mathcal{K}(G') \). Let us start with the case of node \( w \). Since \( B_w \) is not full, \( B_w \setminus N(x) \neq \emptyset \) and there is a maximal clique \( K_x \) of \( G' \) containing \( x \) and not containing some vertex \( y \) of \( B_w \). Since all the cliques of \( I_{\sigma'}(w) \) contain all the vertices of \( B_w \), \( K_x \notin I_{\sigma'}(w) \).

Let \( u \) be a node of \( T_u \setminus \{w\} \) such that \( B_u \) is full, and let \( v \) be the unique node in \( C(w) \cap \text{Anc}(u) \). Since \( w \) is not proper and not cut, from Lemma 12, \( v^+ \cup \{x\} \) is not a module of \( G' \). The neighbours of the nodes of \( v^+ \) in \( G' \) are the nodes of \( B_v \), which are also adjacent to \( x \) since \( B_u \), and \( B_v \), is full. It follows, since \( v^+ \cup \{x\} \) is not a module of \( G' \), that there exists some \( y \in V(G) \setminus (B_v \cup v^+) \) such that \( y \) is adjacent to \( x \) (while \( y \) is not adjacent to the vertices of \( v^+ \)). Consequently, there is a clique \( K' \subseteq \mathcal{K}(G') \) containing both \( x \) and \( y \). Clearly, since \( y \in K' \), the maximal cliques of \( G \) that contain \( K' \setminus \{x\} \) are leaves of \( T_{v^+} \). Then, from Remark 11, \( K' \in I_{\sigma'}(v^+) \) or \( K' \) is next to some clique of \( I_{\sigma'}(v^+) \). On the other hand, since \( v^+ \) and \( v \) are independent for the ancestor relationship, from the first property of Lemma 15, it follows that \( I_{\sigma'}(v) \) and \( I_{\sigma'}(v^+) \) are disjoint. Therefore, either \( K' \) is out of \( I_{\sigma'}(v) \) or \( K' \) is a bound of \( I_{\sigma'}(v) \). But since \( y \in K' \), \( K' \setminus \{x\} \) is not a leaf of \( T_v \) and it follows that \( K' \) is not a bound of \( I_{\sigma'}(v) \). Consequently, \( K' \notin I_{\sigma'}(v) \) and as \( I_{\sigma'}(u) \subseteq I_{\sigma'}(v) \), we obtain that \( K' \notin I_{\sigma'}(u) \), which ends the proof. \( \Box \)

Lemmas 18 and 19 give some conditions on the way \( x \) touches a prime node \( u \) of \( T^c(G) \) which force some children of \( u \) to be saturated.
Lemma 18. Let \( u \) be a prime node of \( T^w(G) \) and let \( u_1, u_2 \in \mathcal{C}(u) \) such that \( u_1 <_w u_2 \). If \( u_1 \) is linked or \( u_1 \) is saturated or there exists \( y \in Y_u \cap N(x) \) such that \( e^y_2 = u_1 \), and if \( u_2 \) is linked or \( u_2 \) is saturated or there exists \( z \in Y_u \cap N(x) \) such that \( e^z_1 = u_2 \), then all the children \( v \) of \( u \) such that \( u_1 < v < u_2 \) are saturated.

Proof. Let \( \sigma' \) be a consecutive ordering of \( K(G') \) and let \( v \in \mathcal{C}(u) \) such that \( u_1 < v < u_2 \). As previously, for any node \( u \) of \( T = T^w(G) \), we denote \( I_{\sigma'}(u) \) the smallest interval of \( \sigma' \) containing the cliques \( K' \in K(G') \) such that \( K' \setminus \{x\} \) is a leaf of \( T_u \). If \( u_1 \) is linked or saturated then, from Lemma 16, there exists a clique \( K_a \in K(G') \) that contains \( x \) and such that \( K_a \setminus \{x\} \) is a leaf of \( T_u \). If there exists \( y \in Y_u \cap N(x) \) such that \( e^y_2 = u_1 \), then there exists a clique \( K_b \) containing both \( x \) and \( y \). Since \( y \) belongs to no other maximal cliques of \( G \) than those that are leaves of \( T_o \), for \( \alpha \in C_D(y) \), from Remark 11, \( K_b \in \bigcup_{\alpha \in C_D(y)} I_{\sigma'}(\alpha) \) or \( K_b \) is next to a clique in \( \bigcup_{\alpha \in C_D(y)} I_{\sigma'}(\alpha) \). It follows from Lemma 15 that up to reversing \( \sigma' \), both \( K_a \) and \( K_b \) are before the cliques of \( I_{\sigma'}(v) \) in \( \sigma' \). Then, in any case, there always exists some clique, denoted \( K_{x_1} \), that contains \( x \) and that is before the cliques of \( I_{\sigma'}(v) \) in \( \sigma' \). And similarly, because the same conditions are satisfied for \( u_2 \), there is always a clique \( K_{x_2} \) containing \( x \) that is after the cliques of \( I_{\sigma'}(v) \) in \( \sigma' \). From the third property of Lemma 16, this implies that \( v \) is saturated. \( \square \)

Lemma 19. Let \( \sigma' \) be a consecutive ordering of \( K(G') \). For any node \( u \) of \( T = T^w(G) \), we denote \( I_{\sigma'}(u) \) the smallest interval of \( \sigma' \) containing the cliques \( K' \in K(G') \) such that \( K' \setminus \{x\} \) is a leaf of \( T_u \). Let \( u \) be a prime node of \( T \) such that for any children \( v_1, v_2 \) of \( u \), \( v_1 < v_2 \) iff \( I_{\sigma'}(v_1) \) is before \( I_{\sigma'}(v_2) \) in \( \sigma' \). Let \( u_1 \) be a child of \( u \). If \( u_1 \) is linked or \( u_1 \) is saturated or there exists \( y \in Y_u \cap N(x) \) such that \( e^y_2 = u_1 \), and if there exists a clique \( K_x \in K(G') \) that contains \( x \) and that is after \( I_{\sigma'}(u) \) in \( \sigma' \), then for all \( v \in \mathcal{C}(u) \) such that \( u_1 < v \), \( v \) is saturated.

Proof. The proof is the same as the one of Lemma 18, replacing \( K_{x_2} \) with \( K_x \). \( \square \)

The notions of left and right properties defined below play a key role in our characterisation of successful insertions.

Definition 10 (left and right properties). A child \( v \) of a prime node \( u \) satisfies the left property (resp. right property) iff for all \( y \in Y_u \cap N(x) \), we have \( v \leq_v e^y_2 \) (resp. \( e^y_2 \leq_v v \)).

With the notations we adopted and the technical properties shown above, we are now ready to state the characterisation we aim at.

5.2.3. The main theorem

The goal of this section is to establish necessary and sufficient conditions on the way \( x \) touches the nodes of \( T^w(G) \) such that \( G' \) is an interval graph: Lemmas 20 to 23 give some necessary conditions, and Theorem 10 states that they are also sufficient.

One key property of our characterisation is that these conditions are local to each of the nodes of \( T^w \). This will allow us to test them in \( O(n) \) total time in the algorithmic part of the paper (Section 5.3). Another very important feature of our proof of the fact that the conditions we require are sufficient is that it is constructive: we explicitly build a consecutive ordering of \( G[w^*] + x \). We will use this construction in our algorithm in order to get a minimal interval model of the new prime node \( w'_s \) created in \( T^m \) after the insertion of \( x \).

Remind that in all the rest of the section we deal with the insertion case where the neighbourhood of \( V(w_m) \) is a clique and \( w_m \) is uncut.
The first necessary conditions apply on the types (linked or not) of the nodes of $T_w^c$. In particular, it requires that the mixed nodes of $T_w^c$ are spread on at most two branches rooted at $w$.

**Lemma 20.** If $G + x$ is an interval graph, then any node $u \in T_w^c(G) \setminus \{w\}$ has at most one mixed child and $w$ has at most two mixed children. Furthermore, for all $u \in T_w^c(G)$, if $B_u$ is not full, then $u$ has at most one linked child.

**Proof.** For simplicity of notations, let us denote $T = T^c(G)$. If $B_u$ is not full, there exists $z \in B_u \setminus N(x)$. Suppose that $u$ has two linked children $u_1, u_2$, then there exist $y_1 \in u_1^1 \cap N(x)$ and $y_2 \in u_2^1 \cap N(x)$. Note that $z$ is adjacent to both $y_1$ and $y_2$. Then, the four vertices $x, y_1, z, y_2$ induce a $C_4$ in $G + x$, which is impossible since any interval graph is chordal.

For any node $u$ of $T$, we denote $I_{\sigma'}(u)$ the smallest interval of $\sigma'$ containing the cliques $K' \in \mathcal{K}(G')$ such that $K' \setminus \{x\}$ is a leaf of $T_u$. From Lemma 15, in any linear ordering $\sigma'$ of $\mathcal{K}(G')$, the intervals $I_{\sigma'}(w_1), \ldots, I_{\sigma'}(w_k)$, where $\{w_1, \ldots, w_k\} = C(w)$, are disjoint. In addition, from Lemma 16, for any non-full node $u \in T$, $I_{\sigma'}(u)$ contains a clique that does not contain $x$. On the other hand, also from Lemma 16, any linked node $u \in T$ is such that there exists a clique $K' \in \mathcal{K}(G')$ such that $x \in K'$ and all the maximal cliques of $G$ containing $K' \setminus \{x\}$ are leaves of $T_u$. And from Remark 11, it follows that this clique $K'$ is next to some clique of $I_{\sigma'}(u)$. Then, the consecutiveness constraint imposed by $x$ on $\sigma'$ implies that $w$ cannot have three (or more) mixed children, i.e. that are both linked and non-full.

At last, for a node $u \in T_w \setminus \{w\}$ such that $B_u$ is full, Lemma 17 implies that there exists a clique containing $x$ that does not belong to $I_{\sigma'}(u)$, for any consecutive ordering $\sigma'$ of $\mathcal{K}(G')$. Again, Lemmas 15 and 16, together with the consecutiveness constraint imposed by $x$ on $\sigma'$, imply that $u$ cannot have two (or more) mixed children.

The other necessary conditions for $G'$ to be an interval graph apply only to prime nodes of $T_w^c(G)$. Lemma 21 states that the saturated children of a prime node form an interval and that (almost) all the children out of this interval are hollow.

**Lemma 21.** If $G + x$ is an interval graph, then, for all prime nodes $u \in T_w^c(G)$, the set of saturated children of $u$ is an interval $S_u$ of $\sigma_u$. And if $S_u \neq \emptyset$, then any node $v_1 \in C(u) \setminus (S_u \cup \{l_u, r_u\})$ is hollow, where $l_u$ (resp. $r_u$) denotes the child of $u$ immediately preceding (resp. following) the interval $S_u$ in $\sigma_u$, when such a node exists, and $l_u$ (resp. $r_u$) denotes the first (resp. last) child of $u$ in $\sigma_u$ otherwise.

**Proof.** Lemma 18 implies that all the children of $u$ that lie in $\sigma_u$ between two saturated children are themselves saturated. Thus, the set of saturated children of $u$ is an interval $S_u$. If $S_u \neq \emptyset$ and if there exists a child $v$ of $u$ such that $v <_{\sigma_u} l_u$, then, necessarily, $l_u \not\in S_u$ and there exists a saturated child $u_s$ of $u$ such that $u_s >_{\sigma_u} l_u$. It follows that the children $v$ of $u$ such that $v <_{\sigma_u} l_u$ are necessarily hollow, since if they were not, from Lemma 18, $l_u$ would be saturated. By symmetry, the same holds for children $v$ of $u$ such that $r_u <_{\sigma_u} v$. □

Then, from now on, when $G + x$ is an interval graph, from Lemma 21, we can adopt the following notation.

**Notation 6** $(S_u, l_u, r_u)$. When $G + x$ is an interval graph, we denote $S_u$ the interval of $\sigma_u$ formed by the saturated children of $u$. And if $S_u \neq \emptyset$, then $l_u$ (resp. $r_u$) denotes the child of $u$ immediately preceding (resp. following) the interval $S_u$ in $\sigma_u$, when such a node exists, and $l_u$ (resp. $r_u$) denotes the first (resp. last) child of $u$ in $\sigma_u$ otherwise.
Lemma 22 and 23 claim that the children, \( l_u \) and \( r_u \), of a prime node \( u \) that are located on the side of the interval of saturated children of \( u \) must satisfy the left or right property. Lemma 22 is for nodes \( u \) different from \( w \), while Lemma 23 treats the specific case of node \( w \).

**Lemma 22.** If \( G + x \) is an interval graph, then any prime node \( u \neq w \) of \( T_w^c(G) \) satisfies one of the following conditions.

1. \( B_u \) is full and \( S_u \neq \emptyset \); and, up to reversing \( \sigma_u \), \( \max(\sigma_u) \in S_u \) and \( l_u \) satisfies the left property.
2. \( B_u \) is full and \( S_u = \emptyset \), or \( B_u \) is not full; and, up to reversing \( \sigma_u \), \( \max(\sigma_u) \) satisfies the left property and the nodes of \( \mathcal{C}(u) \setminus \{\max(\sigma_u)\} \) are hollow.

**Proof.** Let \( \sigma' \) be a consecutive ordering of \( \mathcal{K}(G') \). For any node \( u \) of \( T = T^c(G) \), we denote \( I_{\sigma'}(u) \) the smallest interval of \( \sigma' \) containing the cliques \( K' \in \mathcal{K}(G') \) such that \( K' \setminus \{x\} \) is a leaf of \( T_u \).

- Let us first examine the cases where \( B_u \) is full. Lemma 17 implies that there is a clique \( K_x \in \mathcal{K}(G') \) that contains \( x \) and that does not belong to \( I_{\sigma'}(u) \). Up to reversing \( \sigma' \), we can assume that \( K_x \) is after \( I_{\sigma'}(u) \) in \( \sigma' \). And, from Property 2 of Lemma 15, we can assume that, up to reversing \( \sigma_u \), \( \max(\sigma_u) \) is the child \( v \) of \( u \) whose interval \( I_{\sigma'}(v) \) is the closest from \( K_x \).

  - If \( S_u \neq \emptyset \), then there exists a child \( u_1 \) of \( u \) which is saturated, and Lemma 19 implies that \( \max(\sigma_u) \) is also saturated.

  - If \( S_u = \emptyset \), and if there exists a child \( u_1 \) of \( u \) which is linked, then Lemma 19 implies that all the children \( v \) of \( u \) such that \( u_1 \prec_{\sigma_u} v \) are saturated. Since \( u \) has no saturated child, it implies that \( u_1 = \max(\sigma_u) \). Thus, the nodes of \( \mathcal{C}(u) \setminus \{\max(\sigma_u)\} \) are hollow.

  Now, let us denote \( \lambda \) for \( l_u \) when \( S_u \neq \emptyset \) and for \( \max(\sigma_u) \) when \( S_u = \emptyset \). Note that, in both cases, \( \lambda \) is not saturated. Suppose for contradiction that there exists \( y \in Y_u \) such that \( e_{y}^2 <_{\sigma_u} \lambda \). Since there exists a clique \( K_x \) containing \( x \) that is after \( I_{\sigma'}(u) \) in \( \sigma' \), Lemma 19 implies that \( \lambda \) is saturated, which is a contradiction. Thus, \( \lambda \) satisfies the left property and \( u \) satisfies either condition 1 (when \( S_u \neq \emptyset \)) or condition 2 (when \( S_u = \emptyset \)).

- In the case where \( B_u \) is not full, since necessarily \( B_w \) is not full, Lemma 17 implies that there exists a clique \( K_x \in \mathcal{K}(G') \) that contains \( x \) and that does not belong to \( I_{\sigma'}(w) \). Since \( I_{\sigma'}(u) \subseteq I_{\sigma'}(w) \), \( K_x \notin I_{\sigma'}(u) \). Then, up to reversing \( \sigma' \) and/or \( \sigma_u \) as done previously in the case where \( B_u \) is full, we can assume wlog. that \( K_x \) is after \( I_{\sigma'}(u) \) in \( \sigma' \) and that \( \max(\sigma_u) \) is the child \( v \) of \( u \) whose interval \( I_{\sigma'}(v) \) is the closest from \( K_x \).

  Since \( B_u \) is not full, Lemma 20 implies that \( u \) has at most one linked child \( u_1 \). Suppose that \( u_1 \neq \max(\sigma_u) \). Then, Lemma 19 implies that \( \max(\sigma_u) \) is saturated. Since \( \max(\sigma_u)^* \neq \emptyset \) (this is a consequence of Lemma 6), it follows that \( \max(\sigma_u) \) is linked, which is a contradiction with the fact that \( u \) has at most one linked child. Thus, \( u_1 = \max(\sigma_u) \) is the only possibly linked child of \( u \). That is, the nodes of \( \mathcal{C}(u) \setminus \{\max(\sigma_u)\} \) are hollow.

  Now, suppose that there exists \( y \in Y_u \cap N(x) \) such that \( e_{y}^2 <_{\sigma_u} \max(\sigma_u) \). From Lemma 19, this implies that \( \max(\sigma_u) \) is saturated. Let \( z_2 \in \max(\sigma_u)^* \cap N(x) \). Since \( B_u \) is not full, there exists \( z_1 \in B_u \setminus N(x) \), and the four vertices \( x, y, z_1, z_2 \) induces a \( C_4 \) in \( G + x \), which is a contradiction. Thus, \( \max(\sigma_u) \) satisfies the left property and \( u \) satisfies Condition 2.
The conditions of Lemma 23 are essentially the same than those of Lemma 22, except that the interval \( S_w \) of saturated children does not need to reach one extremity of \( \sigma_w \). This implies that the node on the left of \( S_w \) must satisfy the left property, while the node on the right of \( S_w \) must satisfy the right property.

**Lemma 23.** If \( G + x \) is an interval graph and if \( w \) is a prime node, then \( w \) satisfies one of the following conditions:

1. \( B_w \) is full and \( S_w \neq \emptyset \); and \( l_w \) and \( r_w \) satisfy respectively the left and right property.
2. \( B_w \) is full and \( S_w = \emptyset \); and, one of the two following conditions holds:
   a. there exist two consecutive elements \( l \) and \( r \) in \( \sigma_w \), with \( l <_{\sigma_w} r \), that satisfy resp. the left and right property, and the nodes of \( C(w) \setminus \{l, r\} \) are hollow, and all the vertices of \( Y_w \) that cover both \( l \) and \( r \) are linked; or
   b. up to reversing \( \sigma_w \), \( \max(\sigma_w) \) satisfies the left property and the nodes of \( C(w) \setminus \{\max(\sigma_w)\} \) are hollow.
3. \( B_w \) is not full; and, up to reversing \( \sigma_w \), \( \max(\sigma_w) \) satisfies the left property and the nodes of \( C(w) \setminus \{\max(\sigma_w)\} \) are hollow.

**Proof.** Like previously, for any consecutive ordering \( \sigma' \) of \( \mathcal{K}(G') \) and for any node \( u \) of \( T = T^*(G) \), we denote \( I_{\sigma'}(u) \) the smallest interval of \( \sigma' \) containing the cliques \( K' \in \mathcal{K}(G') \) such that \( K' \setminus \{x\} \) is a leaf of \( T_u \). The conditions of Lemma 23 are close to but different from those of Lemma 22 because of the special position of \( w \). In particular, when \( B_w \) is full, there may not be any clique containing \( x \) out of \( I_{\sigma'}(w) \) for any consecutive ordering \( \sigma' \) of \( \mathcal{K}(G') \). The numbers of the case by case analysis below refer to those numbering conditions of Lemma 23.

1. The proof that \( l_w \) satisfies the left property is exactly the same as the proof that \( l_u \) satisfies the left property in Condition 1 of Lemma 22. By symmetry, \( r_w \) must satisfy the right property.
2. Let \( \alpha = \min\{e_y^2 \mid y \in Y_w \cap N(x)\} \) and \( \beta = \max\{e_y^1 \mid y \in Y_w \cap N(x)\} \). The children of \( w \) that are not after \( \alpha \) in \( \sigma_w \) are those that satisfy the left property, and those that are not before \( \beta \) are those that satisfy the right property. If \( \alpha <_{\sigma_w} \beta \), then, from Lemma 18 all the nodes strictly between \( \alpha \) and \( \beta \) have to be saturated. Consequently, since \( w \) has no saturated child, we have \( \beta \leq_{\sigma_w} \alpha \) or \( \alpha \) is the predecessor of \( \beta \). It follows that every child of \( w \) satisfies at least one of the left and right property. Since none of the children of \( w \) are saturated, and since Lemma 18 implies that the children strictly between two linked children are saturated, it follows that \( w \) has at most two linked children, and they must be consecutive. Moreover, if there is a linked child \( v \) of \( w \) and a vertex \( y \in Y_w \cap N(x) \) such that \( v <_{\sigma_w} e_y^1 \) (resp. \( e_y^2 <_{\sigma_w} v \)), then Lemma 18 implies that all the nodes strictly between \( v \) and \( e_y^1 \) (resp. \( e_y^2 \)) have to be saturated. It follows that for any linked child \( v \) of \( w \), its successor (if it exists) satisfies the right property and its predecessor satisfies the left property.

- Consequently, if \( w \) has two linked children \( u_1 \) and \( u_2 \) such that \( u_1 <_{\sigma_w} u_2 \), then they are consecutive in \( \sigma_w \), \( u_1 \) satisfies the left property and \( u_2 \) satisfies the right property. Suppose that there exists \( y \in (\Delta_{u_1} \cap \Delta_{u_2}) \setminus N(x) \). Let \( z_1 \in u_1^1 \cap N(x) \) and let \( z_2 \in u_2^4 \cap N(x) \), then the four vertices \( x, z_1, y, z_2 \) induces a \( C_4 \) in \( G + x \), which is a contradiction. Thus, \( \Delta_{u_1} \cap \Delta_{u_2} \subseteq N(x) \) and Condition 2a is satisfied.

- Let us examine the case where \( w \) has exactly one linked child \( v \).
  - If \( v \) does not satisfy one of the left and right properties, then we can assume, up to reversing \( \sigma_w \), that \( v \) does not satisfy the right property. Then, \( v \neq \max(\sigma_w) \)
since \( \max(\sigma_w) \) satisfies the right property. As shown before, the successor \( v_+ \)
of \( v \) must satisfy the right property. Since \( v_+ \) satisfies it but \( v \) does not, there exists \( y \in Y_\sigma \) such that \( e^1_y = v_+ \). It follows that any \( z \in \Delta_v \cap \Delta_{v_+} \) must be adjacent to \( x \): otherwise, \( x, y, z \) and any vertex \( y_2 \in v^* \cap N(x) \) would induce a \( C_4 \) in \( G + x \). Thus, the couple \( (v, v_+) \) shows that \( v \) satisfies Condition 2a.

Consider now the case where \( v \) satisfies both the left and right properties. If \( v \) is the first or last node of \( \sigma_w \), then \( v \) satisfies Condition 2b. Otherwise, if \( v \) has a predecessor \( v_- \) and a successor \( v_+ \) in \( \sigma_w \), then suppose for contradiction that there exists \( y_- \in (\Delta_{v_-} \cap \Delta_{v_+}) \setminus N(x) \) and \( y_+ \in (\Delta_v \cap \Delta_{v_+}) \setminus N(x) \). Let \( \sigma' \) be a consecutive ordering of \( G' \). Since \( v^* \cap N(x) \neq \emptyset \), there is a clique \( K_{xy} \in \mathcal{K}(G') \) that contains both \( x \) and some vertex \( y \in v^* \cap N(x) \). Since \( y_- \) and \( y_+ \) are not adjacent to \( x \), \( K_{xy} \) contains neither \( y_- \) nor \( y_+ \). It follows that \( K_{xy} \notin I_{\sigma'}(v_-) \cup I_{\sigma'}(v) \cup I_{\sigma'}(v_+) \), since the cliques in these three intervals all contain either \( y_- \) or \( y_+ \). Moreover, since \( K_{xy} \) contains \( y \in v^* \), it follows from Remark 11 that \( K_{xy} \) is next to some clique of \( I_{\sigma'}(v) \). Consequently, \( K_{xy} \) is either between the cliques of \( I_{\sigma'}(v_-) \) and those of \( I_{\sigma'}(v) \), or between the cliques of \( I_{\sigma'}(v) \) and those of \( I_{\sigma'}(v_+) \). The former would contradict the fact that \( y_- \notin K_{xy} \) and the latter would contradict the fact that \( y_+ \notin K_{xy} \). Thus, \( \Delta_{v_-} \cap \Delta_v \subseteq N(x) \) or \( \Delta_v \cap \Delta_{v_+} \subseteq N(x) \). Since \( v_- \) satisfies the left property, \( v \) satisfies both the left and right properties and \( v_+ \) the right one, it follows that either \( (v_-, v) \) or \( (v, v_+) \) suits for the couple \((l, r)\) of Condition 2a.

• If \( w \) has no linked child, and if \( \beta = \min(\sigma_w) \) or \( \alpha = \max(\sigma_w) \) then \( w \) satisfies Condition 2b. Otherwise, we consider a consecutive ordering \( \sigma' \) of \( G' \) and distinguish two cases.

If \( \alpha \) is the predecessor of \( \beta \), suppose for contradiction that there is a vertex \( y \in (\Delta_{\alpha} \cap \Delta_{\beta}) \setminus N(x) \). Let \( z_1 \in Y_\sigma \cap N(x) \) such that \( e^1_{z_1} = \alpha \) and let \( z_2 \in Y_\sigma \cap N(x) \) such that \( e^1_{z_2} = \beta \). Then, vertices \( x, z_1, y, z_2 \) induce a \( C_4 \) in \( G + x \), which is a contradiction. Thus, \( \Delta_{\alpha} \cap \Delta_{\beta} \subseteq N(x) \) and \( w \) satisfies Condition 2a.

If \( \beta \leq \sigma_w \alpha \), and if the interval \([\beta, \alpha]\) has length \( k \), with \( k \geq 1 \), then we denote \((v_1, \ldots, v_k)\) for \([\beta, \alpha]\). Furthermore, we denote \( v_0 \) and \( v_{k+1} \) respectively for the child preceding and following \([\beta, \alpha]\) in \( C(w) \). By definition, all the vertices of \( Y_\sigma \cap N(x) \) cover the nodes of \([\beta, \alpha]\). And there is a clique \( K_x \) containing \( x \) and the vertices of \( Y_\sigma \cap N(x) \). Suppose for contradiction that for all \( i \in [0, k] \), there exists a vertex \( y_i \in Y_\sigma \setminus N(x) \) that covers both \( v_i \) and \( v_{i+1} \). Since \( K_x \) does not contain any \( y_i \) for \( 1 \leq i \leq k \), \( K_x \) cannot belong to \( \bigcup_{1 \leq i \leq k} I_{\sigma'}(v_i) \). But since the only children of \( w \) containing all the vertices of \( Y_\sigma \cap N(x) \) are the nodes in \([\beta, \alpha]\), then, from Lemma 13, \( K_x \) is next to some clique of \( \bigcup_{1 \leq i \leq k} I_{\sigma'}(v_i) \). Thus, there exists \( i \in [0, k] \) such that \( K_x \) is between the cliques of \( I_{\sigma'}(v_i) \) and those of \( I_{\sigma'}(v_{i+1}) \). But \( y_i \) is in all the cliques of \( I_{\sigma'}(v_i) \) and \( I_{\sigma'}(v_{i+1}) \) and does not belong to \( K_x \). This is a contradiction with the consecutiveness constraint of \( y_i \). Thus, there exists \( i \in [0, k] \) such that \( \Delta_{v_i} \cap \Delta_{v_{i+1}} \subseteq N(x) \) and \((v_i, v_{i+1})\) suits for the couple \((l, r)\) of Condition 2a.

3. From Lemma 17, there exists a clique \( K_x \) containing \( x \) such that for any consecutive ordering \( \sigma' \) of \( \mathcal{K}(G') \), \( K_x \) does not belong to \( I_{\sigma'}(w) \). Then, the rest of the proof follows like in Case 2 of Lemma 22 when \( B_\sigma \) is not full.

\[ \square \]

Lemmas 20 to 23 give some necessary conditions so that the insertion of a vertex \( x \) results in an interval graph. We will now show (Theorem 10) that these conditions are also sufficient, which
Remark 12. Every full node satisfies property P. To that purpose, we will first show (Proposition 1) that the mixed nodes of G[w*] + x, provided that the conditions of Lemma 20 to 23 are satisfied. The construction is bottom-up: we start by building consecutive orderings for the lower nodes of T^c_w and we compose these orderings in order to obtain consecutive orderings of the nodes located above in the tree. In order to conveniently describe these compositions of orderings, and make the proof as light as possible, we make use of the following notations.

Notation 7. As we did previously for T^m, for any node u ∈ T^c, we denote C_h(u) for the set of its hollow children, C_m(u) for the set of its mixed children and C_f(u) for the set of its full children.

Notation 8. Let σ_1 be a linear ordering on set S_1 and let σ_2 be a linear ordering on set S_2, we denote σ_1 + σ_2 the linear ordering on set S = S_1 ∪ S_2 defined by:
∀x, y ∈ S, x ≤ y ⇔ (x ∈ S_1 and y ∈ S_2) or (x, y ∈ S_1 and x ≤_{σ_1} y) or (x, y ∈ S_2 and x ≤_{σ_2} y).

When S_2 (resp. S_1) is a singleton {e}, we simply denote σ_1 + e (resp. e + σ_2) instead of σ_1 + σ_2.

We define a neutral element, denoted ⊥, such that for all orderings σ we have σ + ⊥ = ⊥ + σ = σ.

Since the operator + defined above is associative, for a set I = {i_1, ..., i_k} where k ≥ 1 is an integer, we use the classic notation ∑_{i∈I} σ_i = σ_{i_1} + ... + σ_{i_k}. And by convention, ∑_{i∈∅} σ_i = ∅.

Notation 9. Let σ = (S_1, ..., S_k) be a linear ordering where k ≥ 1 is an integer and for all i ∈ [1, k], S_i is a set. Let X be a set disjoint from \bigcup_{1≤i≤k} S_i, we denote σ_{<X>} for the linear ordering (S_1 ∪ X, ..., S_k ∪ X).

Let us now state and prove our characterisation theorem. As we mentioned earlier, the constructive proof we provide will also constitute part of our algorithm: it gives us a minimal interval model of G[w*] + x from which we extract a model of the representative graph of w^*_4, which is the new prime node created in T^m after the insertion of x. Later, in the algorithmic part of the paper, we show how to implement the construction of the proof below in O(n) total running time.

Theorem 10. G + x is an interval graph if and only if the conditions of Lemmas 20 to 23 are satisfied.

Proof. We show that if the necessary conditions of Lemmas 20 to 23 are satisfied, then G[w*] + x admits a consecutive ordering, which, from Theorem 9, is enough for G + x itself to be an interval graph. To that purpose, we will first show (Proposition 1) that the mixed nodes of T^c_w \ {w} satisfy property P below, then, we will use this property to build a consecutive ordering of G[w*] + x (Proposition 2).

Property P(u): G[u*] + x admits a consecutive ordering whose last clique contains x, and if B_u is not full, then no other maximal clique contains x.

Remark 12. Every full node u satisfies Property P. Moreover, if u is full and B_u is not, then u* is a clique.

Proof of Remark 12: For a full node u, all the maximal cliques of G[u*] + x contain x, so does the last one of any consecutive ordering. In addition, if B_u is not full, since the conditions of Lemma 20 are satisfied, then u has at most one linked child. But any internal node has at least two children c_1, c_2 such that c_1 \neq \emptyset and c_2 \neq \emptyset. Then, since u is full, it is not an internal node but a leaf. Thus, u* is a clique and u satisfies Property P. □
Proposition 1. If the conditions of Lemmas 20 to 22 are satisfied, then every mixed node \( u \in T_w \setminus \{ w \} \) satisfies property \( \mathcal{P} \).

Proof of Proposition 1: When a mixed node \( u \) satisfies property \( \mathcal{P} \), we denote \( \sigma^{u+x} \) for a consecutive ordering of \( G[u^*] + x \) whose last clique contains \( x \). If \( u \) is uniform and \( u^* \neq \emptyset \), we denote \( \sigma^u \) for a consecutive ordering of \( G[u^*] \), and if \( u^* = \emptyset \), \( \sigma^u \) denotes for (\( \emptyset \)), i.e. the order on one unique element which is the empty set.

We use an induction to show that Property \( \mathcal{P} \) holds for the mixed nodes of \( T_w \setminus \{ w \} \). Let \( u \in T_w \setminus \{ w \} \) be a mixed node such that every mixed child of \( u \) satisfies \( \mathcal{P} \). Let us show that \( u \) satisfies \( \mathcal{P} \).

Let us first consider the case where \( u \) is a degenerate node. Since \( u \) is degenerate, any child \( u_c \) of \( u \) is such that \( u^*_c \neq \emptyset \). Then, the children of \( u \) are unambiguously partitioned by \( C_h(u) \), \( C_m(u) \) and \( C_f(u) \). Since the conditions of Lemma 22 are satisfied, \( C_m(u) \) contains at most one element \( q \) (possibly none) and from induction hypothesis \( G[q^*] + x \) has a consecutive ordering \( \sigma^{q+x} \) whose last clique contains \( x \); and \( \sigma^{q+x} \) denotes for \( \perp \) if \( C_m(u) = \emptyset \).

If \( B_u \) is full, then \( \sigma^{u+x} = \sum_{v \in C_h(u)} \sigma^v_{<X_u>} + \sigma^{q+x} + \sum_{v \in C_f(u)} \sigma^v_{<X_u \cup \{ x \}>} \) is a consecutive ordering of \( G[u^*] + x \) whose last clique contains \( x \). Thus, property \( \mathcal{P}(u) \) holds.

If \( B_u \) is not full, the conditions of Lemma 20 implies that \( u \) has at most one linked child.

- If \( u \) has one full child \( u_1 \), since \( B_{u_1} \) is not full, then, as we showed previously, \( u^*_1 \cup \{ x \} \) is a clique. If \( X_u \setminus N(x) \neq \emptyset \), we denote \( K_1 \) for \( u^*_1 \cup X_u \), and \( K_1 = \perp \) otherwise. Then, \( \sigma^{u+x} = \sum_{v \in C_h(u)} \sigma^v_{<X_u>} + K_1 + u^*_1 \cup \{ X_u \cap N(x) \} \cup \{ x \} \) is a consecutive ordering of \( G[u^*] + x \) whose last clique is the only one containing \( x \).

- If \( u \) has no full child but one mixed child. From induction hypothesis, \( u_1 \) admits a consecutive ordering \( \sigma^{u_1} = \sigma^\text{beg} + K_x \) whose last clique \( K_x \) is the only one containing \( x \). Moreover, if \( K_x \setminus \{ x \} \) is maximal in \( G[u^*] \) and \( X_u \setminus N(x) \neq \emptyset \), then we denote \( K_1 \) for \( (K_x \setminus \{ x \}) \cup X_u \) and \( K_1 = \perp \) otherwise. Then \( \sigma^{u+x} = \sum_{v \in C_h(u)} \sigma^v_{<X_u>} + \sigma^\text{beg}_{<X_u>} + K_1 + K_x \cup (X_u \cap N(x)) \) is a consecutive ordering of \( G[u^*] + x \) whose last clique is the only one containing \( x \).

- If \( u \) has only hollow children, since \( u \) is mixed, then \( X_u \cap N(x) \neq \emptyset \). \( \sigma^{u+x} = \sum_{v \in C_h(u)} \sigma^v_{<X_u>} + (X_u \cap N(x)) \cup \{ x \} \) is a consecutive ordering of \( G[u^*] + x \) whose last clique is the only one containing \( x \).

We now deal with the case where \( u \) is a prime node. We denote \( \alpha \) for \( l_u \) when \( u \) satisfies Condition 1 of Lemma 22, and for \( \max(\sigma_u) \) when \( u \) satisfies Condition 2 of Lemma 22. In any case, up to reversing \( \sigma_u \), the nodes before \( \alpha \) in \( \sigma_u \) are hollow, the nodes after \( \alpha \) are saturated and \( \alpha \) is not saturated and satisfies the left property.

Let us first consider the case where \( B_u \) is full. Note that \( \alpha \) may be the first or last child of \( u \) and that, in that case, thanks to the conventions we adopted, what follows remains valid.

If \( \alpha \) is hollow, let \( \sigma^{u+x} = \sum_{v \leq 0} \sigma^v_{<\Delta_u \cup X_u>} + K_{\alpha} + \sum_{v > 0} \sigma^v_{<\Delta_u \cup X_u \cup \{ x \}>} \) where \( K_{\alpha} = (\Delta_u \cap N(x)) \cup X_u \cup \{ x \} \) if there exists \( y \in Y_u \cap N(x) \) such that \( e^2_y = \alpha \) and \( K_{\alpha} = \emptyset \) otherwise. Then \( \sigma^{u+x} \) shows that \( \mathcal{P}(u) \) is true.

If \( \alpha \) is not hollow, we distinguish two cases.

- If \( B_u \) is full, then \( \alpha \) is not full and \( \sigma^{u+x} = \sum_{v \leq 0} \sigma^v_{<\Delta_u \cup X_u>} + \sum_{v > 0} \sigma^v_{<\Delta_u \cup X_u \cup \{ x \}>} \) is a consecutive ordering of \( G[u^*] + x \) whose last clique contains \( x \).
This ends the proof of Proposition 1.

Proposition 2. If the conditions of Lemma 23 are satisfied and if the mixed children of \( w \) satisfy Property \( \mathcal{P} \), then \( G[w^*] + x \) is an interval graph.

Proof of Proposition 2: We build a consecutive ordering of \( G[w^*] + x \), denoted \( \sigma_w^x \), as we did for the mixed\(^7\) nodes \( u \) of \( T^*_w \setminus \{w\} \). Since \( w \) satisfies the conditions of Lemma 20, it has at most two mixed children \( v_1 \) and \( v_2 \).

Let us first consider the case where \( w \) is a degenerate node. If \( B_w \) is full, then \( \sigma_w^x = \sum_{w \in C_h(u)} \sigma_{w}^{\nu_{x}} + \sigma_{x}^{\nu_{x}} + \sum_{w \in C_{f}(u)} \sigma_{x}^{\nu_{x}} + \sigma_{x}^{\nu_{x}} + \sigma_{x}^{\nu_{x}} + \sigma_{x}^{\nu_{x}} \) is a consecutive ordering of \( G[w^*] + x \). If \( B_w \) is not full, then \( w \) is at most one mixed child and we obtain \( \sigma_w^x \) exactly in the same way as we obtained \( \sigma_w^x \) for a degenerate mixed node \( u \in T^*_w \setminus \{w\} \).

We now deal with the case where \( w \) is a prime node.

The case where \( B_w \) is full and the set \( \mathcal{S}_w \) of the saturated children of \( w \) is not empty is very similar to the corresponding case for a prime node \( u \in T^*_w \setminus \{w\} \). The main difference is that \( \mathcal{S}_w \) does not need to include an extremal element of \( \sigma_w \). As a consequence, there are two possibly linked non-saturated children of \( w \), namely \( l_w \) and \( r_w \). \( l_w \) plays exactly the same role as \( l_u \) while \( r_w \) plays the symmetric role. Then the case by case analysis led on \( l_u \) (depending on whether \( l_u \) is linked or not and whether \( B_u \) is full or not) has to be led on both \( l_w \) and \( r_w \), resulting in numerous cases. Since these cases are all identical to the cases previously treated for \( u \), we just give as an example the case where \( \mathcal{S}_w \) contains no extremal element of \( \sigma_w \), \( l_w \) is mixed, and \( B_w = B_{l_w} = B_{r_w} \). Since \( l_w \) satisfies Property \( \mathcal{P} \), \( G[l^*_w] + x \) admits a consecutive ordering \( \sigma_{l_w}^x \) such that its last clique contains \( x \); and \( r_w \) satisfies the same property. Then, \( \sigma_w^x = \sum_{w \in l_w} \sigma_{w}^{\nu_{x}} + \sigma_{w}^{\nu_{x}} + \sigma_{w}^{\nu_{x}} + \sum_{w \in l_w} \sigma_{w}^{\nu_{x}} + \sigma_{w}^{\nu_{x}} + \sigma_{w}^{\nu_{x}} + \sigma_{w}^{\nu_{x}} \), where \( \sigma \) denotes for the reverse order of \( \sigma \), is a consecutive ordering of \( G[w^*] + x \).

---

\(^7\)Remember that, by definition, \( w \) is mixed.
• In the case where \( B_w \) is full and \( S_w = \emptyset \), we have to distinguish two cases.

  - If \( w \) satisfies Condition 2b of Lemma 23, the case is strictly similar to the one of a node \( u \in T_w^c \setminus \{w\} \) satisfying Condition 2 of Lemma 22, and the construction made in that later case gives a consecutive ordering of \( G[w^*] + x \) in the present case.

  - The case where \( w \) satisfies Condition 2a of Lemma 23 is a particular case of the case where \( S_w \neq \emptyset \). In the construction made previously, simply remove the cliques of \( \sum_{v \in C_f(w)} \sigma_{< \Delta_w \cup X_w \cup \{x\}}(v) \), since \( C_f(w) = \emptyset \), to obtain a consecutive ordering in the present case. The condition that no vertex \( y \in Y_w \setminus N(x) \) covers both \( l_w \) and \( r_w \) guarranties that the ordering of the cliques you obtain contains all maximal cliques of \( G[w^*] + x \). In other words, it prevents \( K = X_w \cup (\Delta_l_w \cap \Delta_r_w) \) to be maximal in \( G[w^*] + x \), which could compromise the consecutiveness constraint of \( x \), since \( K \) does not contain \( x \) and would necessarily be between the maximal cliques \( K' \) of \( G' \) such that \( K' \setminus \{x\} \) is a leaf of \( T_{l_w}^c \), some of which do contain \( x \), and those such that \( K' \setminus \{x\} \) is a leaf of \( T_{r_w}^c \), some of which also contain \( x \).

• The case where \( B_w \) is not full is identical to the one of a node \( u \in T_w^c \setminus \{w\} \) satisfying Condition 2 of Lemma 22, and the construction made in that later case gives a consecutive ordering of \( G[w^*] + x \) in the present case.

Thus, in every case, we can build a consecutive ordering of \( G[w^*] + x \) which then turns out to be an interval graph. This completes the proof of Proposition 2.

Finally, if the conditions of Lemmas 20 to 23 are satisfied, then Proposition 1 implies that the mixed children of \( w \) satisfy Property \( P \) and it follows from Proposition 2 that \( G[w^*] + x \) is an interval graph. Thus, from Theorem 9, \( G + x \) itself is an interval graph, which achieves the proof of Theorem 10.

Thanks to Theorem 10, we know how to test whether the insertion of a vertex results in an interval graph or not. And in the positive, the proof also gives us an interval model of \( G[w^*] + x \). From this model, we can derive a model for the representative graph of new prime node \( w'_m \) created in \( T^m \) after the insertion of \( x \). Since we already determined in Section 5.1 what is the rest of tree \( T^m(G') \), we can now describe the algorithm maintaining \( T^m \) under vertex insertion and analyse its complexity.

5.3. Algorithm and complexity

We now present the algorithm for vertex insertion. As we noticed earlier, since the three representations we aim to maintain are linear-time equivalent, we can maintain only one of them and get the two others within the same \( O(n) \) time complexity thanks to the transformations described in Sections 3.2.2 and 3.2.3. For vertex insertion operations, we chose to focus on the maintain of the MD-representation, but, in fact, we both use the MD-representation and the PQ-representation. The reason is that, for sake of simplicity, we separate in the algorithm the maintain of the tree and the decision whether the augmented graph is still an interval graph.

It turns out that maintaining the MD-representation under vertex insertion has already been done in [36, 24] for general graphs. Thus we are able to directly use these results to get the shape of the MD-representation of the augmented graph. Roughly speaking, the new MD-tree is the same as the old one, except that a part of the tree, rooted at the insertion node \( w_m \) (see Section 5.1), collapses in one single prime node, named \( w'_m \) in this paper. Actually, [36, 24] determine the whole MD-representation of the augmented graph, except the quotient
of \( w'_s \). And the main constraint so that \( G + x \) is an interval graph is precisely that the quotient of this new prime node \( w'_s \) is itself an interval graph.

Testing this later condition is more convenient with the PQ-representation. Indeed, this representation, which is based on the notion of consecutive ordering of the cliques, offers a more direct way to check that consecutiveness constraints introduced by the new incoming vertex \( x \) can integrate the current constraints imposed by the vertices of \( G \) in such a way that the new graph \( G + x \) is an interval graph. The purpose of Section 5.2 was precisely to give necessary and sufficient conditions on the way \( x \) touches the PQ-representation of \( G \) so that \( G + x \) is an interval graph. Our proof of Theorem 10 is constructive: it shows how to build an interval model when the necessary conditions we gave in Lemmas 20 to 23 are satisfied. We make use of this construction in the algorithm to build an interval model of the quotient of the new prime node \( w'_s \) created by the insertion of \( x \), thus completing the MD-representation.

Our algorithm is in three steps. The first step, called the marking step, collects some information about \( T^m \) and \( T^c \), and finds the key node \( w \) (introduced in Section 5.2.1), which is the node of \( T^c \) corresponding to the insertion node \( w_m \) of \( T^m \). The second step, called the testing step, checks whether \( T^c_w \) satisfies the conditions of Lemmas 20 to 23, that is whether \( G + x \) is an interval graph. In the positive, the third and last step, called the insertion step, updates \( MD(G) \) by building \( MD(G') \).

### 5.3.1. Some useful routines

In this subsection we describe two routines that we use in the marking step and in the testing step of our algorithm. Routine \texttt{FindTwin} checks whether a vertex \( x \) to be inserted in a prime interval graph \( G \), given by an interval model, has a twin in \( G + x \) and it finds it in the positive. We use it in the marking step to find the insertion node \( w_m \) in \( T^m \). Routine \texttt{PartNonCov} computes the subset of elements of a linear order that are not covered by a family of intervals of this linear order. We use it in the marking step to determine the types associated to branches of nodes of \( T^c \), that is, whether these branches are full, hollow or mixed. We also use it twice in the testing step: once to check whether the saturated children of each prime node form an interval, and once to check whether there exists some couple \((l, r)\) of children of node \( w \) that satisfies Condition 2a of Lemma 23.

In the following, for an interval \( I \) of a linear ordering \( \sigma \), we denote \( l(I) \) and \( r(I) \) for respectively the left and right bound of \( I \) in \( \sigma \) (\( l(I) \) is less than or equal to \( r(I) \) in \( \sigma \)).

**Routine \texttt{FindTwin}**. Let \( G \) be a prime interval graph given with an interval model \( \sigma \), and let \( x \) be a vertex to be inserted in \( G \). Routine \texttt{FindTwin} determines whether \( x \) has a twin in \( G + x \), and outputs it in the positive, with a total complexity of \( O(n) \) time, where \( n \) is the number of vertices of \( G \). Note that, since \( G \) is prime, \( x \) has at most one twin in \( G + x \).

For any vertex \( a \) of \( G \), we denote \( I_a \) the interval of \( a \) in \( \sigma \). We can identify a unique candidate \( y \) to be the twin of \( x \) by computing \( l_x = \min\{r(I_z) \mid z \in N(x)\} \) and \( r_x = \max\{l(I_z) \mid z \in N(y)\} \).

We now show that if \( x \) is the twin of some vertex \( y \) of \( G \), then \( l_x = l(I_y) \) and \( r_x = r(I_y) \). Indeed, since all the neighbours of \( x \) are also neighbours of \( y \), and since \( x \) has some neighbour whose interval right bound is \( l_x \), then \( l(I_y) \leq l_x \) and \( l_x \leq r(I_y) \). Moreover, from Lemma 6, there is an interval whose right bound is precisely \( l(I_y) \). Since the vertex \( z \) corresponding to this interval is adjacent to \( y \), and since \( y \) and \( x \) are twins, then \( z \) is adjacent to \( x \). It follows that \( l(I_y) \leq l_x \), and finally we obtain \( l_x = l(I_y) \).

Consequently, to check whether \( x \) has a twin, we compute \( l_x \) and \( r_x \) by a simple parse of \( N(x) \), which takes \( O(n) \) time. Then, by parsing the vertices of \( G \), we check whether there is some vertex \( y \) of \( G \) such that \( l(I_y) = l_x \) and \( r(I_y) = r_x \). In the negative, \( x \) has no twin. In the positive, we check whether \( y \), which is necessarily unique, has the same neighbours as \( x \) among
the vertices of \( G \) different from \( y \). We can do so by parsing the vertices of \( G \) one more time. Thus, we can determine whether \( x \) has a twin in \( G + x \), and finds it, in \( O(n) \) time.

**Routine PartNonCov**(\( \sigma, I \)). Let \( \sigma \) be a linear ordering on a set \( S \), and let \( I \) be a subset of intervals of \( \sigma \). We define \( NC(\sigma, I) \) as the subset of elements of \( S \) that do not belong to any of the intervals in \( I \), i.e. \( NC(\sigma, I) = S \setminus \bigcup_{i \in I} I \). For any subset \( S_1 \subseteq S \), the set of intervals \( I \) of \( \sigma \) such that \( I \subseteq S_1 \) and \( I \) is maximal for inclusion forms a partition of \( S_1 \), which we call the interval partition of \( S_1 \). Given \( \sigma \) and \( I \), Routine PartNonCov outputs the interval partition of \( NC(\sigma, I) \) with its intervals sorted by increasing order wrt. \( \sigma \) (recall that these intervals do not intersect). It proceeds as described below.

First, we bucket sort the intervals \( I \in I \) with key \( l(I) \). It takes \( O(|S| + |I|) \) time. We denote \( \pi \) for the resulting order on \( I \). We then parse \( I \) according to \( \pi \) and, at each step, we maintain the interval partition \( \mathcal{P}_i \) of the elements of \( S \) that do not belong to any of the first \( i \) intervals of \( \pi \), in the following way.

Initially, partition \( \mathcal{P}_0 \) contains a single interval which is \( \sigma \) itself. Along the process, \( \mathcal{P}_i \) is a list whose elements are pairs \( ((J), r(J)) \) for every interval \( J \) in the partition, the list being sorted with increasing \( l(J) \) (and so with increasing \( r(J) \) since the intervals do not intersect). The process stops either when the last (according to order \( \pi \) interval in \( I \) has been examined, or when the rightmost element \( \text{max}(\sigma) \) of \( \sigma \) leaves the partition: then, \( \mathcal{P}_i \) is the interval partition of \( NC(\sigma, I) \). We now show that updating \( \mathcal{P}_i \) to get \( \mathcal{P}_{i+1} \), when examining the \( i+1 \)th interval \( I \in I \), takes only constant time. Thus, the time needed for parsing \( I \) and maintaining \( \mathcal{P}_i \) is \( O(|I|) \).

We claim the two following invariants, whose proof is straightforward (and omitted). When the routine has examined the \( i \) first elements of \( \pi \) and is about to examine interval \( I \) which is the \( i+1 \)th, we have:

1. The rightmost element \( \text{max}(\sigma) \) of \( \sigma \) belongs to \( \mathcal{P}_i \); and
2. \( I \) does not intersect, and is on the right of, any interval of \( \mathcal{P}_i \) except possibly the rightmost one.

Property 2 is a consequence of the fact that we examine the intervals \( I \in I \) with increasing \( l(I) \). From this property, it follows that, treating \( I \), the only elements of the intervals of \( \mathcal{P}_i \) it may contain are necessarily in the rightmost interval \( I_{\text{last}} \) of \( \mathcal{P}_i \). Then, we get \( \mathcal{P}_{i+1} \) by dividing \( I_{\text{last}} \) into two new (possibly empty) intervals, namely \( I_{\text{last}} \cap [\min(\sigma), l(I)] \) and \( I_{\text{last}} \cap [r(I), \text{max}(\sigma)] \). This takes constant time.

Thus, Routine PartNonCov computes the interval partition of \( NC(\sigma, I) \) in \( O(|S| + |I|) \) time.

### 5.3.2. Marking step

During this step, we determine for each node of \( T^m \) and \( T^c \) and for the branches of the nodes of \( T^c \), whether they are full, mixed or hollow. We call this piece of information the type of nodes and branches. These types are at the core of our characterisation of successful insertions. Computing them once and for all allows us to save a great amount of time in the rest of the algorithm, and to achieve the desired \( O(n) \) time complexity. We also identify the insertion node \( w_m \) of \( T^m \).

We first determine for each node \( u \) of \( T^m \) whether it is full, mixed or hollow, which we call the type of \( u \). We proceed by a well-known bottom-up marking process of the tree which is exactly the one of [36], where the marks 1, −1 and 0 have been replaced by the types full, hollow and mixed. Each node receives its type in a bottom-up process. A leaf \( y \) of \( T^m \) is typed full if \( y \in N(x) \) and hollow otherwise. Each node forwards its type to its parent node. If a node \( u \) receives the same type from all its children, then \( u \) is given this type. Otherwise, \( u \) is
given the type mixed. The process ends when the root is given a type. It is clear that the types given to the nodes along this process are the right ones. Since the number of nodes in $T^m$ is $O(n)$ (see Section 3.1.3) and since each edge of $T^m$ is crossed once, the typing routine runs in $O(n)$ time.

Then, we find the insertion node $w_m$ by following a path from the root to $w_m$. While the node $u$ visited on this path is proper (see Definition 6), we visit its unique mixed child. The first non-proper node $u_{np}$ found is precisely $w_m$. Indeed, From Definition 6, it follows that all the descendants of a proper node that are not descendant of its unique mixed child are either full or hollow, and thus proper. Then, the first non-proper node $u_{np}$ found on the path is clearly the least common ancestor of all non-proper nodes. Consequently, by definition, $u_{np}$ is the insertion node $w_m$. This search in $T^m$ can be implemented in $O(n)$ time, since testing whether node $u$ is proper can be done as follows. If $u$ is a series node (resp. parallel node), then $u$ is proper iff all its children but one are typed full (resp. hollow) and the remaining child is mixed. If $u$ is a prime node, then $u$ is proper iff it has a unique mixed child $\gamma$, and, in $G_u$, $\gamma$ is adjacent to $v \in \mathcal{C}(u)$ iff $v$ is full wrt. $x$. This can be checked by examining all the nodes of $\mathcal{C}(u) \setminus \{\gamma\}$. In any case, testing whether $u$ is a proper node can be done in $O(|\mathcal{C}(u)|)$ time. Thus, finding $w_m$ takes $O(n)$ time.

We also compute the types of the nodes of $T^c$, within the same $O(n)$ time complexity. Remember that the type of a node $u$ of $T^c$ refers to the set $u^*$ of vertices of $G$. We can easily get the type of $X_u$ for each $u \in T^c$ by simply parsing $T^c$ and parse the list of vertices in $X_u$ for each node $u$. This takes $O(n)$ time. Then, in order to get the type of $u^*$, we just have to determine the type of $u^* \setminus X_u$. This type is precisely the type of the node of $T^m$ associated to $u$ (see Definition 5). Thanks to the $MD$-$PQ$-transformation (see Section 3.2.3), we obtain the $PQ$-representation in $O(n)$ time, as well as the correspondences between associate nodes of $T^m$ and $T^c$. Since we already computed the types of the nodes of $T^m$, we can deduce the type of node $u$ of $T^c$ using the types of $X_u$ and of its associate node in $T^m$. This is done in $O(n)$ time complexity.

Finally, we need to determine for each node of $T^c$ the type of $B_u$. We proceed by a top-down search of $T^c$. For a child $u$ of $v$, since $B_u = B_v \cup X_u \cup \Delta_u$ and since these three sets are disjoint, we can deduce the type of $B_u$ from those of $B_v$, $X_u$ and $\Delta_u$. The type of $X_u$ has been determined previously and when treating node $u$ during the top-down search, we already know the type of $B_v$. Then, we only have to determine the type of $\Delta_u$. When $v$ is prime, we can determine the type of $\Delta_u$ for each child $u$ of $v$ as follows. Thanks to Routine $PartNonCov$, we can compute $N\mathcal{C}(\sigma_v,\mathcal{N})$ and $N\mathcal{C}(\sigma_v,\bar{\mathcal{N}})$, where $\mathcal{N} = \{I_y \mid y \in Y_v \cap N(x)\}$ and $\bar{\mathcal{N}} = \{I_y \mid y \in Y_v \setminus N(x)\}$ and $I_y$ is the interval of $y$ in $\sigma_v$. The set of children $u$ of $v$ such that $\Delta_u$ is full is $N\mathcal{C}(\sigma_v,\mathcal{N})$, its set of children $u$ such that $\Delta_u$ is hollow is $N\mathcal{C}(\sigma_v,\bar{\mathcal{N}})$, and its set of children $u$ such that $\Delta_u$ is mixed is $\mathcal{C}(v) \setminus (N\mathcal{C}(\sigma_v,\mathcal{N}) \cup N\mathcal{C}(\sigma_v,\bar{\mathcal{N}}))$. These three sets can be computed in $O(|\mathcal{C}(u)| + |Y_u|)$ time, which is the complexity of $PartNonCov$, and the total complexity of the top-down search for determining the types of the branches of $T^c$ is therefore $O(n)$.

Finally, the whole marking step runs in $O(n)$ time.

Treating particular cases

Thanks to the information collected about $T^m$ and $T^c$, we are now ready to check whether $G + x$ is an interval graph and to update the $MD$-representation in the positive. The general case is the one where $w_m$ is uncut and the neighbourhood of $V(w_m)$ in $G$ is a clique. These are the conditions of applications of Lemmas 20 to 23 and Theorem 10. In this paragraph, we treat the remaining cases. In these cases, either $G + x$ is not an interval graph, and the algorithm stops, or $G + x$ is an interval graph and we can easily update the $MD$-representation without
going through the difficulty of the general case.

First we check whether \(w_m\) is cut or not (see Definition 8). When \(w_m\) is degenerate, it is cut iff it has no mixed child. When \(w_m\) is a prime node, in order to check whether \(w_m\) is cut, we first check that it has only uniform children. In the positive, the adjacency relationships between \(x\) and vertices of \(V(w_m)\) are compatible with the quotient \(G_{w_m}\), and consequently, the graph \(G_{w_m} + x\) can be naturally defined as \(G[V(w_m) \cup \{x\}]/\langle\text{MSM}(G[V(w_m)]) \cup \{x\}\rangle\). From Definition 8, \(w_m\) is cut iff there exists a child \(\gamma\) of \(w_m\) such that \(V(\gamma) \cup \{x\}\) is a module of \(G'[V(w_m) \cup \{x\}]\). This condition is equivalent to the fact that there exists a child \(\gamma\) of \(w_m\) such that \(x\) is a twin of \(\gamma\) in \(G_{w_m} + x\), which can be checked thanks to a call to Routine \text{FindTwin}(x, G_{w_m})\). Thus, the test whether \(w_m\) is cut takes \(O(n)\) time.

If \(w_m\) is cut, our algorithm determines whether \(G + x\) is an interval graph and updates \(MD(G)\) in the positive. From Lemma 11, the fact that \(G + x\) is an interval graph can be determined by examining the labels and the types of \(w_m\) and its children. In the case where \(w_m\) is prime, we also need to check whether its child \(\gamma\) (the one such that \(V(\gamma) \cup \{x\}\) is a module of \(G'[V(w_m) \cup \{x\}]\)) is non-simplicial, which can be done in constant time by checking that the left bound and the right bound of the interval of \(\gamma\) in the quotient \(G_{w_m}\) are different. Thus, the conditions of Lemma 11 can be tested in \(O(|C(w_m)|) = O(n)\) time. If \(G + x\) is not an interval graph, then the algorithm stops. Otherwise, we update the \(MD\)-representation as shown in Section 5.1.1. This requires only to handle children of \(w_m\) and to create at most one new node in the tree. It is easy to see that all the modifications of the tree described in Section 5.1.1 can be done in \(O(|C(w_m)|) = O(n)\) time.

In the case where \(w_m\) is uncut, we test whether the neighbourhood of \(V(w_m)\) is a clique. This test is easy to perform since the neighbourhood of \(V(w_m)\) is a clique if and only if \(w_m\) is the root of \(T_m\) or \(w_m\) is simplicial in the quotient \(G_{\text{parent}(w_m)}\). That is, \(\text{parent}(w_m)\) is degenerate, or \(\text{parent}(w_m)\) is prime and \(w_m\) belongs to a unique maximal clique of the interval model of \(G_{\text{parent}(w_m)}\), which is the case when the left bound and the right bound of \(w_m\) in this model are the same. If the neighbourhood of \(V(w_m)\) is not a clique, then \(G + x\) is not an interval graph and the algorithm stops. Otherwise, we are in the general case where \(w_m\) is uncut and the neighbourhood of \(V(w_m)\) is a clique. Thus, all the particular cases can be treated in \(O(n)\) time.

When we are in the general case mentioned above, the algorithm goes on by finding the key node \(w\). From Definition 9, the key node \(w\) is the unique node such that \(V(w_m) = w^*\) or \(V(w_m) = w^* \setminus X_w\). When \(w_m\) is a prime node or a parallel node, from Lemma 8, we are in the case where \(V(w_m) = w^* \setminus X_w\) and \(w\) is precisely the associate node of \(w_m\) in \(T^c\). When \(w_m\) is series, from Lemma 6, \(w_m\) has a unique non-leaf child \(w_n\), which is either prime or parallel, and which is such that its corresponding node \(w\) in \(T^c\) satisfies \(V(w_m) = w^*\) (see case 1 of the \(MD-PQ\)-transformation). Then, the key node \(w\) can be determined in \(O(|C(w_m)|) = O(n)\) time. Once the key node \(w\) of \(T^c\) has been determined, we can check whether the conditions of Lemmas 20 to 23 are satisfied, and update the \(MD\)-representation in the positive. These are the purpose of the last two steps of the algorithm, detailed below.

5.3.3. Testing step

Theorem 10 states that \(G + x\) is an interval graph iff all the nodes of \(T^c_w\) satisfy the conditions of Lemmas 20 to 23. Thanks to the information collected about \(T^c\) in the first step, we can check whether the nodes of \(T^c_w\) satisfy these conditions in \(O(n)\) time as follows.

**Testing the conditions of Lemma 20.** For a node \(u \in T^c_w\), these conditions can be tested in \(O(|C(u)|)\) time by first examining the type of \(B_u\), computed in the marking step, and then performing a simple search of the children of \(u\) where we examine their types (remember that a node is linked iff it is not hollow).
Testing the conditions of Lemma 21. The difficulty of checking these conditions for a prime node $u \in T_w^*$ is to decide whether the saturated children of $u$ form an interval $S_u$. To that purpose, we determine the set $S = \{v \in C(u) \mid \Delta_v \subseteq N(x)\}$ thanks to a call to PartNonCov($\sigma_u$, $\{[e^1_y, e^2_y] \mid y \in Y_u \setminus N(x)\}$). At the end of the routine, we obtain an interval partition of $S$. Then, we can check that the full nodes belonging to $S$ form an interval $S_u$ of $\sigma_u$. And we can parse the children of $u$ again in order to check that the nodes in $C(u) \setminus (S_u \cup \{l_u, r_u\})$ are hollow. The whole test takes $O(|C(u)| + |Y_u|)$ time, and in the case where the test is positive, we also determined $S_u$ in the same complexity.

Testing the conditions of Lemma 22. These conditions apply only for a prime node $u$, for which we already computed the interval $S_u$ of its saturated children when testing the conditions of Lemma 21. Then, the key property to test, in the conditions of Lemma 22, is to determine whether a given child $v$ of $u$ satisfies one of the left or right property: this can be done very easily by scanning the vertices $y \in Y_u$ and by comparing the positions of $e^1_y$ and $e^2_y$ to the position of $v$ in $\sigma_u$. This takes $O(|Y_u|)$ time and we have to perform this test at most twice: for $l_u$ and $r_u$ in Case 1, or for the first node and the last node of $\sigma_u$ in Case 2. The rest of the conditions of Case 2 can be tested simply by examining the types of the children of $u$. Then, the whole complexity of testing conditions of Lemma 22 is $O(|C(u)| + |Y_u|)$.

Testing the conditions of Lemma 23. These conditions apply only to node $w$ and they are very similar, except Condition 2a, to the conditions of Lemma 22, which have been showed above to be testable in $O(|C(w)| + |Y_w|)$ time. Consequently, we now concentrate on Condition 2a and we show how to identify a set of candidates for being the couple $l, r$. Let $w_1 = \max_{\sigma_w} \{e^1_y \mid y \in Y_w \cap N(x)\}$ and $w_2 = \min_{\sigma_w} \{e^2_y \mid y \in Y_w \cap N(x)\}$. The children of $w$ satisfying the left property are exactly the nodes $v \leq_{\sigma_w} w_2$, and those satisfying the right property are the nodes $v \geq_{\sigma_w} w_1$. Let $w_1^−$ be the predecessor of $w_1$ in $\sigma_w$. If $w_2 < w_1^−$ then no couple $(l, r)$ of consecutive nodes of $\sigma_w$ is such that $l$ satisfies the left property and $r$ satisfies the right property. In this case, Condition 2a of Lemma 23 is not satisfied. Otherwise, i.e. if $w_1^− \leq w_2$, set $A_w = \{(l, r) \in C(w)^2 \mid w_1^− \leq l \leq w_2\}$ and $r$ is the successor of $l$ is exactly the set of couples $(l, r)$ such that $l$ satisfies the left property and $r$ satisfies the right property. We denote $\pi$ the linear order over $A_w$ induced by order $\sigma_w$ on the first component of couples $(l, r) \in A_w$. For any interval $I$ of $\sigma_w$, we define $tr(I) = \{(l, r) \in A_w \mid \{l, r\} \subseteq I\}$. Clearly, $tr(I)$ is an interval of $\pi$. We denote $I = \{tr([e^1_y, e^2_y]) \mid y \not\in N(x)\}$. By definition, couples $(l, r)$ satisfying Condition 2a of Lemma 23 are all in $NC(\pi, I)$, which can be computed by a call to PartNonCov($\pi, I$) in $O(|A_w| + |I|) = O(|C(w)| + |Y_w|)$ time. There is an additional condition for a couple $(l, r)$ to satisfy Condition 2a: all the nodes of $C(w) \setminus \{l, r\}$ must be hollow. Then, if all the children of $w$ are hollow, it follows that any of the couple $(l, r)$ belonging to $NC(\pi, I)$ satisfies Condition 2a. If there is only one linked node $v$ in $\sigma_w$, we have to check that at least one of the two couples $(l, r)$ containing $v$ is in $NC(\pi, I)$. And if there are exactly two consecutive linked nodes $v_1, v_2$ in $\sigma_w$, we must check that $(v_1, v_2)$ belongs to $NC(\pi, I)$. In all other cases, Condition 2a is not satisfied. Thus, we can check whether Condition 2a is satisfied and, in the positive, determine a couple $(l, r)$ satisfying it in $O(|C(w)| + |Y_w|)$ time. Finally, since all the conditions of Lemmas 20 to 23 can be tested for a node $u \in T_w^*$ in $O(|C(u)| + |Y_u|)$ time, then, by an arbitrary traversal of $T_w^*$, we can determine whether $G + x$ is an interval graph in $O(\sum_{u \in T_w^*} |C(u)| + |Y_u|) = O(n)$ time.

\*One may be surprised that this complexity does not depend on $|X_u|$. But the vertices of $X_u$ have already been examined and counted in the complexity in Step 1, when determining for each node $u$ of $T^*$ whether $B_u$ is full or not.
5.3.4. Insertion step

If \( G + x \) is not an interval graph, then the algorithm stops. Otherwise, the three representations are updated. As we said previously, thanks to the linear-time equivalence between the three structures, we only need to show how to maintain the \( MD \)-representation in \( O(n) \) time.

If \( w_m \) is cut (which has been tested during the marking step of the algorithm), the updates to be performed on \( T^m \) are described in Section 5.1.1. From the algorithmic point of view, as noted in the “Treating particular cases” paragraph of Section 5.3.2, it is straightforward to see that these updates can be handled in \( O(n) \) time.

Consider now the general case where \( w_m \) is uncut. The modifications of \( T^m \) in this case have been described in Section 5.1.2 (Theorem 8). Roughly speaking, Theorem 8 states that after the insertion of \( x \), the part of \( T^m(G) \) rooted at \( w_m \) collapses into a new prime node \( w'_s \) (see Notation 5), whose children are completely characterised by Theorem 8. Thus, in order to obtain \( MD(G') \), two main tasks have to be accomplished:

1. compute the trees rooted at the children of \( w'_s \) in \( T^m(G') \),
2. compute an interval model of the quotient \( G'[V(w'_s)]/\text{MSM}(G'[V(w'_s)]) \) of node \( w'_s \) in \( MD(G') \).

For the first task, from Theorem 8, the maximal strong modules of \( G'[V(w'_s)] \) (i.e. the children of \( w'_s \) in \( T^m(G') \)) are the singleton \( \{ x \} \) and the maximal uniform modules of \( G[W_s] \). These modules are either the union of uniform children of the same type (linked or not linked) of a mixed degenerate node of \( T^m_{w_m} \) or a uniform child of a mixed prime node of \( T^m_{w_m} \). Since the types of the nodes of \( T^m(G) \) have been already determined in the marking step of our algorithm, we can find all these maximal uniform modules \( M \) by an arbitrary traversal of \( T^m_{w_m} \) in \( O(n) \) time. Note that once such a module \( M \) is found, it comes together with \( T^m(G[M]) \) which is simply the restriction of \( T^m(G) \) to \( M \). More precisely, if \( M \) is a uniform child \( u \) of a mixed prime node then \( T^m(G[M]) = T^m_u \), and if \( M \) is the union of uniform children \( u_1, \ldots, u_k \) of a degenerate node \( u \), then \( T^m(G[M]) \) is formed by the trees \( T^m_{u_1}, \ldots, T^m_{u_k} \) linked by a parent node having the same label as \( u \).

Then, \( T^m(G') \) is obtained from \( T^m(G) \) by replacing node \( w_m \) by the new prime node \( w'_s \) for which we have just shown above how to compute its children trees. Note that, according to Section 5.1.2, when \( w_m \) is a series (resp. parallel) node such that \( F_f(w_m) \neq \emptyset \) (resp. \( F_h(w_m) \neq \emptyset \)), there is some additional minor rearrangement of the tree around \( w_m \), which can be very easily handled in \( O(n) \) time as well. Finally, the total computation time of \( T^m(G') \) from \( T^m(G) \) is \( O(n) \).

Thus, in order to complete the computation of \( MD(G') \), we only have to determine an interval model of the quotient graph \( G_{w'_s} \) of the new prime node \( w'_s \) (remind that we have tested in the previous step that \( G' \) is an interval graph). We achieve this goal in two steps: first, we compute a minimal interval model of \( G[w^*] + x \), and then, we extract from it a minimal model of \( G_{w'_s} \).

Let us first show that \( G[w^*] + x \) indeed contains a model of \( G_{w'_s} \) and how to extract it in \( O(n) \) time. From Notation 5, \( W_s \subseteq V(w_m) \), and from Definition 9, \( V(w_m) \subseteq w^* \). It follows that \( V(w'_s) = W_s \cup \{ x \} \subseteq w^* \cup \{ x \} \). Then, if we have a minimal interval model of \( G[w^*] + x \), we get a minimal interval model of \( G_{w'_s} \) as follows. We first remove from this model all the vertices of \( w^* \setminus W_s \). Then, we keep in the model one single representative vertex in \( V(u') \) for each child \( u' \) of \( w'_s \) in \( T^m(G') \). Since we already computed the subtrees \( T^m_u \) of \( T^m(G') \), this can be done in constant time for each \( u' \), by simply choosing the leftmost leaf of \( T^m_u \). Then, now that we obtained a model on the desire set of vertices, we parse this model in order to remove the cliques that are no longer maximal: these cliques are precisely those which have no left pointer or no right pointer from any remaining vertex. This clearly takes \( O(n) \) time.
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Thus, the only task left in order to be able to compute a minimal interval model of $G_{w^*}$ is to compute a minimal interval model of $G[w^*] + x$. To that purpose, we can follow the constructive proof of Theorem 10: it shows how to build a consecutive ordering of $G[w^*] + x$ by a bottom-up traversal of $T^c_w$. At each step, we build a consecutive ordering of $G[u^*] + x$ for the current node $u$ in $T^c_w$ by concatenating the orderings computed for the children of $u$, and assigning their correct pointers to the vertices of $X_u$, $Y_u$ and $x$. The concatenation of the orderings takes $O(|C(u)|)$ time, as we simply have to concatenate the lists constituting these orderings. Note that for complexity issues, we do not number the cells of the resulting list. We will compute this numbering only at the end of the process when we obtain the consecutive ordering of $G[w^*] + x$.

It is worth noticing that, actually, according to the proof of Theorem 10, this bottom-up concatenation process has to be done only for mixed nodes $u$ of $T^c_w$, which are spread on two branches rooted at $w$ according to Lemma 20. Indeed, for the uniform children $v$ of the current mixed node $u$, the constructive proof of Theorem 10 only requires a consecutive ordering of $G[v^*]$ which can be obtained directly from $T^c_v$; the reason for this being that, for a uniform node $v$, a consecutive ordering of $G[v^*]$ and $G[v^*] + x$ are essentially the same.

At each step, considering a mixed node $u$ in $T^c_w$, we have to assign the correct pointers for the vertices of $X_u$, $Y_u$ and $x$. The way to do so is entirely described in the proof of Theorem 10, we will not describe it again completely, but it is rather easy to see that it can be achieved in $O(|X_u| + |Y_u|)$ time. Roughly speaking, we have to do the following:

- the vertices of $X_u$ are involved in (almost) all the maximal cliques and are then assigned pointers on the first and last clique of the consecutive ordering of $G[u^*] + x$,

- when $u$ is prime, the vertices $y$ of $Y_u$ are assigned pointers to the first clique of the consecutive ordering of $G[v^*_1]$ and to the last clique of the consecutive ordering of $G[v^*_2]$, where $v_1 = e^1_y$ and $v_2 = e^2_y$,

- $x$ is assigned a pointer to the first clique containing $x$ in the consecutive ordering of $G[v^*] + x$ if $u$ has a mixed child $v$ (already computed in the bottom-up concatenation process), or to the first clique of the consecutive ordering of the first full child $v$ of $u$ otherwise; and the second pointer of $x$ is on the last clique of the consecutive ordering of $G[u^*] + x$.

Note that in the case where $u$ is prime, we don’t have to re-order its children. On the other hand, if $u$ is degenerate, then we re-order its children starting with the hollow ones, then the possible mixed one and finally the full ones; this takes $O(|C(u)|)$ time thanks to the information on the nodes computed in the marking step. Then, each assignment of pointers described above is made in constant time, which results in a total complexity of $O(|C(u)| + |X_u| + |Y_u|)$ time for assigning their pointers to the vertices of $X_u$, $Y_u$ and $x$.

It must be clear that the assignments of pointers described above constitute only a rough general scheme that has to be tempered by many particular cases, as described in extension in the proof of Theorem 10. In particular there may be the creation of an extra maximal clique on the side of the interval of $x$. In this case, we may need to differentiate the vertices of $X_u \cap N(x)$ from those of $X_u \setminus N(x)$, which will be assigned different pointers. To that purpose, we can simply parse the vertices of $X_u$ and separate those that are adjacent to $x$ from those that are not, this takes $O(|X_u|)$ time. A similar situation may also occur with the node denoted $\alpha$ in the proof of Theorem 10, when $u$ is a prime node. In this case, we have to separate the vertices of $\Delta_\alpha \cap N(x)$ from those of $\Delta_\alpha \setminus N(x)$. This can be done by first parsing the vertices $y$ of $Y_u$ and determine which ones belong to $\Delta_\alpha$ by examining the pointers of $y$ on the children of $u$ and using the local numbering on the children of $u$ in $T^c(G)$, and then separate those that are adjacent to $x$ from those that are not, this takes $O(|Y_u|)$ time. Thus, these particular cases, as...
well as the others, can still be treated within the \(O(|\mathcal{C}(u)| + |X_u| + |Y_u|)\) time complexity. And consequently, the whole processing of \(T_u^w\) takes \(O(n)\) time and gives a minimal interval model of \(G[w^* + x]\).

Finally, putting everything together, we conclude that the total computation time of \(MD(G')\) is \(O(n)\). And since \(PQ(G')\) and a minimal interval model of \(G'\) can be obtained from \(MD(G')\) in \(O(n)\) time, then all the three structures we aim at maintaining for \(G'\) can be obtained within this complexity.

6. Conclusion

We have just shown that it is possible to maintain a minimal interval model, the \(PQ\)-representation and the \(MD\)-representation of a dynamically changing interval graph within \(O(n)\) time complexity, under addition or deletion of an edge or a vertex (along with the edges defining its neighbourhood). In addition, we also showed the algorithmic equivalence of the three structures we maintain, which implies that any algorithm taking one of these structures as input or producing one of them as output can equivalently work with any of the two other structures and achieve the same time complexity, provided that the complexity of the algorithm is at least \(O(n)\).

The \(O(n)\) time complexity of our dynamic algorithm is to be compared with the \(O(n + m)\) time complexity of static recognition algorithms for interval graphs, which is also the best known complexity for building an interval model, the \(PQ\)-representation and the \(MD\)-representation from the adjacency lists of the graph. It shows that these representations of interval graphs can be efficiently maintained dynamically when the graph is subject to elementary modifications. As we emphasized in the introduction, this is both a fundamental theoretic question and a key issue in practice. Beside purely dynamic concerns, our result is of great interest to solve other algorithmic problems, using incremental approaches. For example, [22] used our dynamic algorithm for the maintain of the \(PQ\)-representation of an interval graph in order to design the fastest known algorithm for minimal interval completion of an arbitrary graph, in \(O(n^2)\) time complexity.

This asks for the question whether it is possible to follow the same approach to obtain similar results for other classes of graphs, and in particular for chordal graphs which generalise the class of interval graphs (see e.g. [3]). Indeed, the problem of finding a minimal completion of an arbitrary graph into a chordal graph has received a lot of attention (see [45] for an excellent survey on the subject), mainly because of its connections with the computation of treewidth and the resolution of sparse linear systems. The best known complexity for the problem is \(O(nm)\) or \(O(n^a \log n)\), where \(O(n^a)\) is the complexity of matrix multiplication. Then, it is natural to ask whether it is possible to obtain an \(O(n^2)\) complexity following the approach of [22]. The key to do so is to be able to dynamically maintain a representation of all the intersection models of a graph in the class in \(O(n)\) time, as for the \(PQ\)-representation in the case of interval graphs. It turns out that, while interval graphs are the intersection graphs of subpaths of a path, chordal graphs are the intersection graphs of subtrees of a tree. Moreover, the clique graph (see e.g. [20]) is a compact representation of all minimal intersection models of a chordal graph. Is it possible to maintain the clique graph of a dynamically changing chordal graph in \(O(n)\) time under vertex insertion? Answering this question is of great interest for the field of algorithmic graph theory, but may not be easy; and the clique graph representation seems actually quite different from the \(PQ\)-representation. As a first step toward this goal, one may rather consider the same question for the intermediate class of path graphs (properly containing interval graphs and properly included in chordal graphs) for which a representation quite similar to the \(PQ\)-representation, called \(PR\)-trees, has been discovered [46].
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