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BP 527, F-90016 Belfort Cedex, France
3 LORIA, UMR CNRS 7503, University Henri Poincaré Nancy-1, France

Abstract. The purpose of this work is to further study the relevance of
accelerating the Monte-Carlo calculations for the gamma rays external
radiotherapy through feed-forward neural networks. We have previously
presented a parallel incremental algorithm that builds neural networks of
reduced size, while providing high quality approximations of the dose de-
posit [4]. Our parallel algorithm consists in an optimized decomposition
of the initial learning dataset (also called learning domain) in as much
subsets as available processors. However, although that decomposition
provides subsets of similar signal complexities, their sizes may be quite
different, still implying potential differences in their learning times. This
paper presents an efficient data extraction allowing a good and balanced
training without any loss of signal information. As will be shown, the
resulting irregular decomposition permits an important improvement in
the learning time of the global network.

Keywords: Pre-clinical studies, Doses Distributions, Neural Networks, Learn-
ing algorithms, External radiotherapy, Data extraction.

1 Introduction

The work presented in this paper takes place in a multi-disciplinary project called
Neurad [1], involving medical physicists and computer scientists whose goal is
to enhance the treatment planning of cancerous tumors by external radiother-
apy [12]. The final objective of our work is to propose a new tool to evaluate
the result of an external radiotherapy treatment. In our previous works [2,4], we
have proposed an original approach to solve scientific problems whose accurate
modeling and/or analytical description are/is difficult. A short review of this
problem is described in [10]. One of the major originality of that work is to use
a Monte-Carlo simulator to build a very accurate dataset instead of measured
data [6] (less accurate and sparser).



More precisely, the Neurad project proposes a new mechanism to simulate
the dose deposit during a clinical irradiation. Our method consists in using a set
of neural networks (one per processor), which act as universal approximators, in
combination with a specific computational code. Each neural network predicts
the dose delivered in a homogeneous environment on a subdomain of the do-
main to be treated, whereas a specific algorithm expresses the rules to manage
any heterogeneous environment. The feasibility of this original project has been
clearly established in [12]. It was shown that our approach results in an accuracy
similar to the Monte-Carlo one and fulfills the time constraints of the external
radiotherapy evaluation. The accuracy of a neural network is a crucial issue;
therefore it is the subject of many research works on neural network learning
algorithms.

The main idea of our work is to improve the performance of our incremental
learning algorithm [3,4] by an efficient decomposition of the learning set. We have
already proposed an optimized decomposition method based on an evaluation of
the signal complexities of each data subset [17]. This approach provides subsets
of similar signal complexities, however these subsets may have different sizes. So,
although that decomposition offers a better homogeneity in the learning times
of the subsets than classical decompositions, it can still be enhanced. A way to
further improve the learning step is to work on the subsets sizes. More precisely,
the work presented thereafter is motivated by the following question:

“If two data sets have the same complexity, why do they not have the
same number of data samples?”.

2 Extraction of a representative set from massive data

Our study deals with the construction of a representative dataset from a larger
database, in order to train a neural network. The data samples have the following
characteristic: they are usually regularly spaced and often they contain statisti-
cal noise. These samples could not be used directly to obtain an efficient data
learning. Indeed, the larger is the dataset, the longer is the learning time. When
the dataset is too large, the neural network behaves more like a database with a
low generalization (interpolation) capacity. In our first studies we have removed
the statistical noise, but the limits of this approach were rapidly reached. There-
fore, we are now looking for a method that limits the size of the dataset and
captures the salient characteristics of the original dataset to be approximated.

There are many solutions in the literature to limit the size of a dataset.
In particular, Jankowski and Grochowski present in [8,11] a state of the art of
these methods in the context of neural networks used for classification. On the
one hand they describe solutions that filter data to remove noise and on the other
hand, they present ones doing data selection based on a good value repartition
or using a mask. Another solution is to keep only the most homogeneous data
to build the dataset [7,9]. However, those solutions are not fully adapted to
neural networks used as universal approximators where the data must reflect the
signal on the entire domain while preserving the sharp variations. In the classifier
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Fig. 1. A mixed selection method for optimized dataset decomposition

context, the most important data are at the frontiers between the different data
classes and their accuracy must be preserved whereas other parts can be sparser
and less accurate.

In this paper, we present an innovative method to select data samples based
on the combination of two existing solutions together with a selection based on
the complexities (see Fig. 1). As shown in the following, the proposed method is
designed for neural networks used as approximators. The interest of this method
is to improve the learning time thanks to a suitable selection of the data samples,
leading to an optimized dataset decomposition. That approach prevents over-
fitting due to the presence of useless noising data and reduces the computational
cost of the learning step [19].

2.1 Conservation of the global aspect of the signal

The general aspect of the signal could be easily guaranteed by the use of a
uniform grid applied to the ranges of the dataset. The first tool used to build
our dataset is very simple: the position of the new uniform grid is evaluated and
we select the corresponding samples to build the subset Ru. The resolution of
that grid could be quite low because its only interest is to constrain the learning
on the global aspect of the signal. Its particularities will be taken into account
by another group of data samples selected according to their complexities.



2.2 Conservation of the particularities of the signal

The most difficult point during the learning phase of a neural network used as
a universal approximator is to keep its general aspect without forgetting the
quality of interpolation in local areas having an important gradient value. The
equilibrium between these two parts is always difficult to preserve. The solution
presented here consists in only selecting the most important values taking into
account their local complexity. Our notion of data complexity has already been
presented in [17]. We recall here that, in order to evaluate the local complexity
lCi,j at spatial point (i, j), we use the variations between that point and a given
set of its neighbors (x, y), each of them being distance weighted. So, the local
complexity at point (i, j) has the following form:

lCi,j =
i+r∑

x=i−r

j+r∑
y=j−r,(x,y) 6=(i,j)

|f(x, y)− f(i, j)|
||
−−−→
(x, y)−

−−→
(i, j)||

(1)

where parameter r defines the size of the neighborhood taken into account.
The algorithm used to select n points is described in Algorithm 1. This

algorithm evaluates the complexities of every point according to (1) and produces
a decreasing order sorted list. Once the list is built, the algorithm returns a subset
of the initial dataset composed of the n most characteristic points. The resulting
subset corresponds to the Rc data subset.

Algorithm 1 Most particular points selection

Require: Dataset viewed as elements set E = {e1, e2, . . . },
|E| = m, and n < m is the number of points to select.

1: Rc = {}, Rp = {}
2: for i = 1 to m do
3: c = evaluateComplexity(ei)
4: decreasingOrderInsertion(ei, c, Rp)
5: end for
6: append(Rc, Rp{1, n})
7: return Rc

2.3 Homogeneous density of the complexity classes

The combination of the two previous methods does not ensure that the obtained
dataset provides an optimal learning. In [15], the authors have shown for a
neural network used as a classifier that a dataset is composed of a few sets
of data samples with the same complexity. They called such a set a class and
also showed that the different classes should have the same density (number of
samples).



In our case, the neural network is used as an approximator, so the data sam-
ples values are just discretized to define the complexity classes induced by a
dataset. Hence, we firstly compute the complexity classes considering the data
samples that compose subsets Ru and Rc. Secondly, once the classes are iden-
tified, new data samples are selected from the initial dataset to complete the
classes that are not sufficiently represented. The objective is to obtain classes
with similar densities, in order to respect the quality constraint. The new data
samples selected to complete Ru and Rc are chosen with a classical random
method, they define the data subset Ra.

2.4 Global building of the dataset

To obtain each dataset affected to a single processor, more precisely a subset of
the global dataset, the process is as follows.

Firstly, the initial global dataset is decomposed in p subsets, where p is the
number of available processors, using our URB based decomposition described
in [17]. Since the resulting decomposition is irregular, the subsets have different
sizes. In order to have similar sizes, we impose that all the subsets (Rsd) have
N data samples: the size of the smaller subset in the decomposition. Obviously,
this last subset keeps all its data samples, while in the remaining p− 1 subsets,
some data samples must be discarded.

The second step, which reduces the size of the larger Rsd subsets, uses the
three methods previously described to select for each of them the N data samples
that will be retained. In fact, Ru, Rc, and Ra are computed for each subset Rsd

such that these data subsets have each N data samples. Then, the reduced
subset Rsd is built by picking elements from its corresponding sets Ru, Rc, and
Ra, according to the respective proportions α, β and γ, such that:

α = ||Rsd∩Ru||
N , β = ||Rsd∩Rc||

N , γ = ||Rsd∩Ra||
N

(2)

where α+ γ + β = 1. In a first approach, similar ratios might be used (α = γ =
β = 1/3), but this choice could not be retained because Ra is not a real data
subset. Indeed, its main interest is to guarantee the equilibrium between the
complexity classes. 20% of the data subset Ra (γ) are sufficient and necessary
to balance the complexities. The most important data are provided by Ru, thus
50% of the data samples from Rsd are selected in it. Finally, the remaining
samples correspond to the 30% (β) most characteristic ones in Rc.

Once the p data subsets of N samples have been built, they are learned using
our fault-tolerant parallel algorithm [4].

3 Experimental results

In this section, both quality and performance of our approach are experimentally
assessed. Our algorithm has been implemented in standard C++ with Open-
MPI [14] for the parallel part. All the experiments have been performed using
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Fig. 2. Synthetic dataset generated from the function: f(x, y) = sin(0.1 ∗ x ∗ y)

the computing resources from the Mesocenter of Franche-Comté [13]: a cluster
consisting of 8-core nodes (two Intel Xeon Nehalem quad-core processors) with
12GB RAM.

3.1 Generic function

The objective of our method is to provide an accurate learning using only a
selection of samples from a large dataset. To perform a first evaluation, we have
built a synthetic dataset using a generic 2D function given in Fig. 2. The dataset
is composed of 10000 points uniformly distributed over the two dimensions.

We have evaluated the training times to obtain the desired accuracy of learn-
ing in two cases. In the former case, the domain decomposition method presented
in [4] has been used with the entire dataset. In the latter case, a filtered version
of the dataset has been used. The decomposition method allows us to obtain dif-
ferent subdomains with a relative similarity of complexities. We have also chosen
to limit the size of each data subset using as reference the size of the smaller
subset obtained with the decomposition mechanism. Several dataset decompo-
sitions have been tested and for each one we give the average size of the data
subsets.

The results are presented in Table 1. They show the average learning time
of the subdomains for each decomposition, as well as the standard deviation.
This last information allows us to check the good balancing of the training times
between the subdomains. Finally, the last column indicates the speedup between
the average learning time obtained with the full dataset and the one obtained
with the filtered one. We show with this first test the good performance of our
data subset reduction method: an average speedup value of 3 can be observed.
Furthermore, the speedup remains almost constant, whatever the decomposition
degree used. This observation can be explained by the structure of the function,
since it presents only a few parts with important gradient values which are also
regularly distributed on the studied domain. Let us notice that the cumulative
size of all the subdomains resulting from a decomposition is greater than the
size of the initial global dataset (10000 samples in this case). Indeed, to ensure a
homogeneous quality of the results of our parallel algorithm [4] throughout the
global domain, each subdomain must have a small overlapping area with all its
neighbors, thus some data samples belong to several subdomains.
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3.2 Radiotherapy context

In the radiotherapy context, we use data resulting from a Monte-Carlo simulation
that represents an irradiation in a homogeneous environment. The first part is
the evaluation of the initial dataset obtained with a Monte-Carlo simulator [5].
These data are very dense and quite noisy. To enhance the learning process, a first
treatment is used to limit the negative impact of the noise, as shown in Fig. 3. We
use a simple filter to reduce the noise. Figure 4 presents a comparative view of
the original data and the final data obtained from our selection process. These
curves correspond to the dose deposit for a single material. The next step is
the learning process. The neural networks obtained after the learning phase are
then used in conjunction with a specific algorithm to compute the result of an
irradiation in any kind of environment, potentially heterogeneous [18].

To evaluate the behavior of our algorithm, we have chosen a restricted learn-
ing set. This configuration allows us to verify the interest of our algorithm with-
out requiring a very long learning time. In fact, we have chosen to use only two
materials (tissue and bones) and one configuration of irradiation. Since we use a
grid of 120×100 points, the dataset is obviously composed of 120×100×2 sam-
ples. Each sample is characterized by seven components: the position in the three
spatial dimensions; the material density; its distance from the irradiation source
and the beam width (minimum and maximum values).

The tests have be performed with different decomposition degrees to evaluate
the accuracy of the learning and to determine the limits of our solution. The

Subdomains
Original dataset Selective dataset

Speedup
Size Average times (s) SD Size Average times (s) SD

4 2962 393 92 1155 131 14 3.0
8 1591 173 61 519 59 5 2.9
16 846 92 37 221 29 3 3.1

Table 1. Performances of the learning phase for the generic function.



Subdomains
Original dataset Selective dataset

Speedup
Size Average times (s) SD Size Average times (s) SD

4 14520 1054 887 7258 297 84 3.5
8 4249 541 611 3035 113 17 4.7
16 3546 276 371 846 055 11 5.0

Table 2. Performances of the learning phase for the dose deposit curves.

objective of this work is to reduce the time of the learning step without affecting
the final quality. So, the learning time is the essential parameter to take into
account to validate our dataset construction. In all cases, the given times are
only the learning times, they do not include any other data manipulation. The
training stops when the specified accuracy is reached.

Table 2 shows the average learning time for each training case, as well as
the standard deviation. As for the generic function in the previous subsection,
this last information allows us to check the good balancing of the subdomains
training times. Note that the load balancing is a very important parameter
because it indicates the degree of use of all the computing resources during
the training step. These results, together with the speedup information, show
that the use of a selected dataset efficiently improves the learning time without
inducing any significant accuracy loss (controlled during the learning process).
So, we obtain in all cases a good speedup (values ranging from 3 to 5) with a
very good improvement (reduction) of the standard deviation. We can also notice
that with real data, like the radiotherapy case, the speedup is not as regular as
in the previous case, with the generic function. We explain this difference by the
fact that the parts of the dose deposit curves that exhibit an important gradient
are less regularly distributed (as it was the case for the generic function). Thus,
as one could expect, the size of the data subsets is not the only parameter having
an impact on the learning time.
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4 Conclusion and future work

In this paper, we have presented a simple and efficient method to build an op-
timized learning dataset from data produced by a physical simulation. Thanks
to this method, both data size and noise can be reduced without loosing any in-
formation. Hence, this approach significantly reduces the learning times without
impacting the final quality.

Qualitative and quantitative evaluations of the algorithm have been per-
formed experimentally on artificial and real datasets. The use of an artificial
dataset points out that this method is not restricted to the specific radiotherapy
context. The tests with real datasets confirm the good behavior of our algorithm,
whether in terms of quality or performance, for complex datasets. The low stan-
dard deviation values show that the method gives well-balanced decompositions,
and consequently smaller learning times.

In the following of the Neurad project, it will be necessary to test our different
algorithms in real conditions, which means with complete datasets required in
the medical operational context. A training using a full dataset, as well as a dose
deposit calculation in real 3D images will allow us to fully validate our project.
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