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Abstract

The objective of this paper is to understand whnetracteris-
tics and features of clinical data influence phigi¢s deci-
sion about ordering laboratory tests or prescribintgedica-
tions the most. We conduct our analysis on datadeuisions
extracted from electronic health records of 4486tgsurgical
cardiac patients. The summary statistics for 38teent lab
order decisions and 407 medication decisions agored.
We show that in many cases, physician’s lab-ordet medi-
cation decisions are predicted well by simple patesuch as
last value of a single test result, time since gaie lab test
was ordered or time since certain procedure wasetes.
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I ntroduction

Advances in data collection and electronic headttord tech-
nologies have led to the emergence of clinical skt where
data instances consist of sequences of clinicalirfgs, lab
values, measurements, and medication actions (ich $wulti-

variate time series data provide us with a compéewporal

characterization of the patient case. Analysebhede clinical
datasets can be extremely useful for building m®dapport-
ing patient outcome prediction, early detection amfverse
events, or clinical decision making [8].

The key challenge when analyzing the clinical dettass the
complexity of the multivariate time series and thember of
possible temporal features (patterns) one may genéo cha-
racterize such data. Inevitably we ask what typfefeatures
are the most important to represent the patierg.cdge pat-
terns related to most recent patient history mawgoirtant than
the distant past? What features do the physiciase bheir
decisions upon? Argaluesor trends more important? Do
physicians tend to look into simple trends and $émme

constrains or into more complex temporal charasties be-
tween several clinical variables?

We study this problem by analyzing the importanteasious
temporal features for lab and medication order siecs.

More specifically, we investigate what temporal refuderistics
of the patient state influence the physician’s sieci the most.

Our analyzes on a collection of 4486 post-surgzidiac
patient records show that a relatively simple terapoharac-
terization of the patient state is often sufficiemtpredict well
many lab order and medication decisions. Moreowerjden-
tify which of those simple characteristics are ithest valuable
sources of information for such a prediction.

The paper is structured as follows. First, we idtrce the
post-surgical cardiac dataset and temporal featused in our
analysis. After that, we analyze the data and ptesgtistics
reflecting how different features predict the lalder and me-
dication decisions. Finally, we discuss the resaltsl con-
clude.

PCP Dataset

Post-surgical cardiac patient (PCP) database is a database
of de-identified records for 4486 post-surgicald@r pa-
tients treated at one of the University of PittgituMedical
Center (UPMC) teaching hospitals. The entries endatabase
were populated from data from the MARS system, twhic
serves as an archive for much of the data colleatédPMC.
The records for individual patients included disgearecords,
demographics, progress notes, all labs and testdudiing
standard and all special tests), two medicatioalteges, mi-
cro-biology labs, EKG, radiology and special praged re-
ports, and a financial charges database. The d®R&P data-
base were cleaned, cross-mapped, and are curstoitd in a
local MySQL database with protected access.

Dataset used in the analysis. To conduct our analysis, we
used time-stamped data stored in the PCP datalpaseon-
verted them into a vector space representatiorpatiant state
at discrete time points to get a collection ofigutt state ex-
amples. More specifically, each patient recorchim PCP was
used to build a sequence of patient state exampfescting
scenarios the physicians faced at 8:00am everyofdsiwhen
managing the patient (Figure 1). Only the informatavaila-
ble up to the segmentation points was consideré¢leivector
space representation. Our 24-hour segmentatioto lek total
of 30,828 patient state examples.
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Figure 1. A segmentation of a patient case (Case A) toipialpa-
tient state instances (A-1 to A-4) at 8:00am. Laid anedication
orders for the following 24 hours are associateth wach instance.

Patient-management decisions. In addition, every patient
state example in the dataset that was generatetdebgbove
segmentation process was linked to lab order ardicaon

decisions that were made for that patient withixt 22 hours.

Patient management decisions considered were:

» Lab order decisions with (true/false) values refter
whether the lab was ordered within the next 24 fiaur
not

» Medication decisions with (true/false) values retiieg if
the patient was given a medication within the n2#t
hours or not.

A total of 335 lab order and 407 medication decisialues
were recorded and linked to every patient statenpi@in the
dataset.

Features

To represent a patient state we have adopted arvsghce
representation that is convenient for machine legrrap-

proaches. In this representation a patient stategresented
by a set of features characterizing the patieatsgecific point
in time and their corresponding feature values. tfea

represent and summarize the information in the cagdéecord

such as last blood glucose measurement, last giucesd, or

the time the patient is on heparin. These reptaiens were
also used in our experimental studies publishdd-3].

The features used in our experiment were genefetedtime
series associated with different clinical variablesich as
blood glucose measurement, platelet measuremenipdam
rone medication. The clinical variables used ia #tudy were
grouped into five categories:

1. Laboratory tests (LABS)

2. Medications (MEDSs)

3. Visit features/demographics
4. Procedures

5. Heart support devices

We now briefly describe the features generatedcfaical
variables in each of these categories.

Lab Features

For the categorical labs, for example the ones RIS/NEG
results we used the following features: Last vasgeond last
value; first value; time since last order; whetliee order
pending; whether the value is known; and, whetherttend

known. For the labs with continuous or ordinal eslwe used
a richer set of features including features azbfice between
the last two values, slope of the last 2 valued,thgir percen-
tage drop/increase. We used the same kind of fesafor the

following pairs of lab values (last value, firstiwa), (last val-

ue, nadir value), (last value, horizon value). Maghd horizon

value are the lab values with the smallest andjthatest val-
ue recorded up to that point. Figure 2 illustragesubset of
features generated for the labs with continuousiesl The

total number of features generated for such ada®i
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Temporal features:

Last value: A

Last value difference = B-A

Last percentage change = (B-A)/B
Last slope = (B-A) / §ta)

Nadir =D

Nadir difference = A-D

Nadir percentage difference = (A-D)/D
Baseline = F

Drop from baseline = F-A

Percentage drop from baseline = (F-A)/F
24 hour average = (A+B)/2

Figure 2. A subset of temporal features generated for nantis
valued lab tests.

Medication Features

For each medication we used four features: 1) aidicif the
patient is currently on the medication 2) time sitice patient
was on that medication 3) time since the patierd mat on
that medication for the first time and, 4) timecgrast change
in the status of patient taking the medication.

Visit/Demographic Features

We only have 3 features in this category: age, aeg, race.
These are static and same for every time pointenegte.

Procedure Features

Procedure features capture the information abootquiures
such adHeart valve repaithat were performed either in OR or
at the bedside. In our data we distinguish 36 wifie proce-
dures that are performed on cardiac patients. Werdefour
features per procedure: 1) time since the procedaedone
last time 2) time since the procedure was dong finse 3)
whether the procedure was done in last 24 hourd, 4n
whether the procedure was ever done to this patient



Heart Support Device Features

Finally, we describe the status of 4 different haapport de-
vices: Extracorporeal Membrane Oxygenation (ECMB3I-

loon counter pulsation, Pacemaker, and other HAasist
Device. For each of them, we record a single feathnich
describes whether the device is currently useduppart pa-
tient’s heart function.

Altogether, our dataset consists of 9,223 differtadtures
describing 30,828 patient states. As noted earveruse the
patient state to evaluate our ability to predic? Tdb and me-
dication order decisions.

Methods
Univariate AUC analysis

Our objective is to evaluate the significance deature for
predicting either the lab order or medication ordecision.

Feature categories

While one can always analyze predictive relationbétween
features and individual decisions, the aim of {héper is to
understand what kinds of features influence lab ewediica-
tion orders the most. Hence our analysis focosesummary
statistics across multiple labs and medication glecs, and
across multiple feature categories. To conductetlasmlyses
we grouped 9,223 different features into:

(1) Five categories corresponding to lab, medication,
demographics, procedures, and heart support device
features.

(2) Forty temporal feature categories, each represgntin
the same temporal characteristic of the time series
For example the category ‘Time since last LAB’ sub-
sumes ‘Time since last Platelet count’ and ‘Time

since last Glucose lab’ features.

Assessment metric

We used the AUC score to assess the feature signde.
AUC score is an area under the Receiver operatiagacteris-
tic [4] which is used to measure the predictiversgth of a
feature. To assess the importance of each feaategary we
computed the number of times the feature in thegmay is the
best AUC feature for predicting the decisions.

Multivariate analysis

The limitation of the univariate analysis is theds on an in-
dividual feature and it ability to predict the ordiecisions. In
general, a better result may be often obtained dwbining

multiple features into a predictive model. To asdesw help-
ful it is to use information from multiple features opposed
to just a single feature we have conducted a loniteiltiva-

riate predictive analysis. Due the large amountdafta, we
used linear SVM classifier [5, 6]. In particulaor feach order
decision we trained such a classifier using 1)1p2) top 3;

and 3) top 30 features according to their AUC scoraputed

on a subset of 2900 patients. After training théggemance of
the multivariate models was assessed by calcultigig AUC
on the remaining patient cases.

Results

Prediction of LAB orders

Figure 3 summarizes the most influential categoryldb or-

der decisions. The categories considered are fagdication,
procedure, demographics, and support devices teatlear-
ly, the most influential predictors for lab ordeage features
derived from lab and procedures data. Briefly,list predic-
tors for the next lab order are past labs. Intelgiy the lab
order decision is typically driven by the existerdeprevious
abnormal value of the same or other lab, and tiimeesthis
lab has been measured. Procedure features aretémpas the
type of surgical procedure and the time elapsecksine pro-
cedure may prompt close monitoring of certain orfamc-

tions and hence corresponding lab orders.
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Figure3. The importance of labs, meds, procedures, dembgsp
and support device information for lab order dewisi
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Figure4. The most influential temporal lab feature categ®for
predicting lab order decisions with the same Iatuees.



The next histogram (Figure 4) shows the top 10 rimopbr-
tant temporal lab features for predicting the osderthe same
lab. The best feature categories were the timese dime last
lab order and lab results, in particular last valoadir, and
horizon values. The fact that the time since tasasurement
is the dominant feature is somewhat surprisingdamt be ex-
plained by the fact that many labs for our cohbpatients are
done regularly and routinely, and the time sinae ldst test
was done is a good indicator of the upcoming latenr Also
surprising is a relatively low importance of trefahtures, in
general absolute values of labs appear to be nmgnéisant
for predicting the lab orders. This suggests valased predic-
tion patterns are dominant for lab order decisiand trend
information (if used at all) typically refines tipattern.

Figure 5 illustrates which temporal lab featuresdist the
order of a different lab (i.e. not itself) the hdstthis case, we
observe that the last lab value is the most sicanifi predictor
of the order decision. This can be explained byfséice that an
abnormal value of one test prompts the order obther test.
Also some lab tests are organized in panels anélpare
typically ordered together creating this dependency
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Figure5. The most influential temporal feature categor@spie-
dicting lab order decisions with other lab features
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Figure 6. The importance of labs, meds, procedures, demb@gsp
and support device information for medication cossitns.

Prediction of M edication orders

Figure 6 shows the influence of labs, medicati@mdgraph-
ics, procedures, and support device features fedigting
medication orders. In particular, we are showirgghediction
of a medicationcommission provided that a patient was not
on that medication before. We see that the ligbisiinated by
procedure features as some medications tend mafaértain
procedures.

Figure 7 breaks down the categories shown in Figusnd
shows the top 10 most predictive features. Forynmaedica-
tions the time since last procedure was the mostligtive
feature. For examples commissions of Papaverinéd cbe
most predicted (AUC= 95%) with the time that passette
the last Coronary Artery Bypass for that patient.
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Figure7. The most important temporal lab features for priiy
medication commissions.
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Figure 8. The importance of temporal features for predictimegi-
cation order decisions with other medication fesgur

Figure 8 shows the importance of medication featdrem
different medications on the decision. One posséxplana-
tion for this dependency is that many medicatiores @m-
plementary and administered together, while otlenkina-
tions are not used because of possible drug interad here-



fore, a presence of one medication can often exgfaedict)
the presence or absence of another one.

Multivariate prediction

The goal of this experiment is to explore the bigradfcom-
bining information from multiple sources or featswrdables 1
and 2 show AUC scores for prediction of top 10 higiredic-
tive labs and medications from the linear SVM dléess The
classifier was trained on a subset of all featuiregarticular
top 1, top 3 and top 30 best performing featurebéntraining
data. All results are reported on the independssitdet.

We note that the feature selection for models witer 9000
feature candidates is an important and challengirgplem
and that the greedy selection applied in the erpet may
not be the best one. However, this (somewhatduyiexpe-
riment indicates that a single feature is ofteroadgpredictor
of the decision, suggesting simple patterns and tledine-
ments may be able to capture well the prevalenotder and
medication order patterns.

Table 1 AUC for linear SVM trained on top 1, 3 @@imost
predictive features, showing 10 highly predictiabd

top 1 top 3 top 30

GLU 87.46% 85.97% 87.73%
TCPK 79.56% 81.38% 82.68%
PPO2V 79.71% 79.70% 85.00%
VANMCR 74.15% 79.60% 82.13%
LD 79.22% 79.14% 82.69%
HPA 83.54% 83.03% 84.97%
RETAB2 75.83% 75.67% 81.89%
TEGMA 75.91% 85.36% 84.76%
TEGR 75.91% 85.35% 85.30%
TEGALP 75.91% 85.38% 85.09%

Table 2 AUC for linear SVM trained on top 1, 3 @tiimost
predictive features, showing 10 highly predictivedications

top 1 top 3 top 30

Nitroglycerin 71.48% 79.50% 80.53%
Papaverine 82.34% 83.83% 89.19%
loversol 87.65% 88.58%  89.50%
Aminocaproic  79.49% 79.39% 86.83%
Aprotinin 80.67% 78.65%  85.99%
Thiopental 76.40% 75.62% 85.30%
Eptifibatide 87.22% 89.13% 89.75%
Darbepoetin 86.22% 90.33% 88.85%
lodixanol 69.62% 87.99% 87.26%
Vitamin K 85.87% 86.08% 86.61%
Conclusions

Our univariate analyses of relations in betweernepttstates
and patient-management decisions revealed thatatheand

medication order decisions are often driven by &ngedic-
tive patterns that involve more recent set of vglu® times
since the occurrence of some event (e.g. procedaregre-
vious lab/medication orders). Our (limited) anatyss# more
complex multivariate models suggest that lab andicagion
order decisions are likely based on only few chihicariables
and their characteristics (features). In the fytuve plan to
further expand this study by analyzing feature depecies
and by developing more advanced feature selectiobdild-
ing multivariate predictive models.

Acknowledgments

The research presented in this paper was fundedrémyts
R21-LM009102-01A1 and 1R01LM010019-01A1. Its comten
is solely the responsibility of the authors andndo necessari-
ly represent the official views of the NIH.

References

[1] M. Valko, G. Cooper, A. Seybert, S. Visweswaran, M.
Saul, M. Hauskrecht:Conditional anomaly detection
methods for patient-management alert systé@igIL
Workshop on Machine Learning in Health Care, 2008.

[2] M. Valko, M. HauskrechtDistance metric learning for
conditional anomaly detectiorwenty-First International
Florida Al Research Society Conference, 2008.

[3] M. Hauskrecht, M. Valko, B. Kveton, S. Visweswara®,
Cooper: Evidence-based Anomaly Detection in Clinica
Domains. In Annual American Medical Informatics
Association conference (AMIA), 2007.

[4] D.M. Green and J.M. Swets (1966). Signal detection
theory and psychophysics. New York: John Wiley and
Sons Inc.

[5] VN Vapnik. The Nature of Statistical Learning Thgor
Springer-Verlag, New York, 1995.

[6] C. J.C Burges. A tutorial on support vector mackifa
pattern recognition. Data Mining and Knowledge Disc
ery, 2:121-167. 1998

[7] K. Morik, P. Brockhausen, T. Joachims. Combining-S
tistical Learning with a Knowledge-Based Approach -
Case Study in Intensive Care Monitoring.Aroceedings
of the Sixteenth international Conference on Maehin
Learning pp. 268-277, 1999.

[8] EA. Balas EA. Information systems can prevent araond
improve quality. J Am Med Inform Assoc. Jul-
Aug;8(4):398-9, 2001

Milos Hauskrecht, Computer Science Department, &hsity of
Pittsburgh, 210 S Bouquet St, 5329 Sennott SqftstRirgh, PA,
USA, milos@cs.pitt.edu



