Chapter 1

Lamps: A Test Problem for Cooper ative
Coevolution

Alberto Tonda and Evelyne Lutton and Giovanni Squillero

Abstract We present an analysis of the behaviour of Cooperative ©bston al-
gorithms (CCEAS) on a simple test problem, that is the odtptecement of a set
of lamps in a square room, for various problems sizes. CatigerCo-evolution
makes it possible to exploit more efficiently the artificiahivinism scheme, as
soon as it is possible to turn the optimisation problem intm-avolution of inter-
dependent sub-parts of the searched solution. We show beréwo cooperative
strategies, Group Evolution (GE) and Parisian EvolutioB)(Ban be built for the
lamps problem. An experimental analysis then comparessaickd evolution to GE
and PE, and analyses their behaviour with respect to $cale.

Keywords : Cooperative co-evolution, Group Evolution, Parisian Etioln,
Benchmark Problem, Experimental Analysis, Scalability.

1.1 Introduction

Cooperative co-evolution algorithms (CCEAS) share comctmaracteristics with
standard artificial Darwinism-based methods, i.e. Evohary Algorithms (EAS),
but with additional components that aim at implementindextive capabilities.
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For optimisation purpose, CCEAs are based on a specific fation of the prob-
lem where various inter- or intra-population interactioeahanisms occur. Usually,
these techniques are efficient as optimiser when the protdarbe split into smaller
interdependent subproblems. The computational effoiiés distributed onto the
evolution of smaller elements of similar or different nauhat aggregates to build
a global solution.

Cooperative co-evolution is increasingly becoming thesdaksuccessful appli-
cations [1, 6, 8, 15, 19], including learning problems, serifistance [3]. These
approaches can be shared into two main categories: cot@voprocess that hap-
pens between a fixed number of separate populations [5, 18y Within a single
population[7, 10, 18].

The design and fine tuning of such algorithms remain howeifécudt and
strongly problem dependent. A critical question is the giesif simple test problem
for CCEAs, for benchmarking purpose. A first test-probleradshon Royal Road
Functions has been proposed in [12]. We propose here arsithple problem, the
Lamps problem, for which various instances of increasingmexity can be gen-
erated, according to a single ratio parameter. We show bletmwtwo CCEAs can
be designed and compared against a classical approacl, avefiecial focus on
scalability.

The paper is organised as follows: the Lamps problem is itegtin section
1.2, then the design of two cooperative co-evolution sgiete Parisian Evolution
and Group Evolution, is detailed in sections 1.3 and 1.4.&tperimental setup is
described in section 1.5: three strategies are testedssi@d genetic programing
approach, (CE for Classical Evolution), the Group Evoln{GE) and the Parisian
Evolution (PE). All methods are implemented using &P toolkit [16]. Results
are presented and analysed in section 1.6, and conclusidristare work are given
in section 1.7.

1.2 The Lamps problem

The optimisation problem chosen to test cooperative codenl algorithms re-
quires to find the best placement for a set of lamps, so thatgettarea is fully
brightened with light. The minimal number of lamps needeaghiknown, and heav-
ily depends on the topology of the area. All lamps are alikedeted as circles, and
each one may be evaluated separately with respect to thgéahlin the example,
the optimal solution requires 4 lamps (Figure 1.1, leftjersstingly, when exam-
ined independently, all lamps in the solution waste a cedaiount of light outside
the target area. However, if one of the lamps is positionealtid this undesired
effect, it becomes impossible to lighten the remaining avigfathe three lamps left
(Figure 1.1, right). Since lamps are simply modeled ase#,a¢he problem may also
be seen as using the circles to completely cover the undgrbiiea, as efficiently
as possible.
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Fig. 1.1 Placement of a set of lamps. The aim is to enlighten all tharggarea. It is interesting to
notice how a solution where some of the light of each lamp istechoutside the area (left) overall
performs better than a solution where the grayed lamp magisrits own performance (right).

This apparently simple benchmark exemplifies a commontgituan real-world
applications: many problems have an optimal solution casagef a set of homoge-
neous elements, whose individual contribution to the maliateon can be evaluated
separately. Note that, in this conteltbmogeneousis used to label elements sharing
the same base structure.

A similar toy problem has been sketched in [17], but the $tmecof the bench-
mark has been improved and parametrised, and the fitnestiofiuhas been modi-
fied, to increase the complexity and the number of local optm the fitness land-
scape.

1.2.1 Size of the problem

It is intuitive that the task of enlightening a room with a eélamps can be more or
less difficult, depending on the size of the room and the cdiiglt of each lamp.
If small sources of light are used to brighten a large roonglgla greater number
of lamps will be required, and the number of possible comimna will increase
dramatically.

With these premises, the complexity of the problem can tleusdpressed by the
ratio between the surface to be enlightened and the maximeanealightened by a
single lamp:

area_room
area_lamp

as this ratio increases, finding an optimal solution for thebfem will become
harder.

It is interesting to notice how variations in the shape ofrib@m could also in-
fluence the complexity of the task: rooms with an irregulahéecture may require
more intricate lamp placements. However, finding a deperydeetween the shape
of the room and the difficulty of the problem is not trivial,caresults might be less

problem.size =
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intuitive to analyze. For all these reasons, the followingeximents will feature
square rooms only.

1.2.2 Fitnessvalue

Comparing different methodologies on the same problemiresja common fitness
function, to be able to numerically evaluate the solutidsisimed by each approach.

Intuitively, the fitness of a candidate solution should bediy proportional to
the area fully brightened by the lamps and inversely propoal to the number of
lamps used, favoring solutions that cover more surface hgtt using the minimal
number of lamps. The first term in the fitness value will thuphmportional to the
ratio of the area enlightened by the lamps,

area_enlightened
total _area

To increase the complexity of the fithess landscape, a fukbetribution is
added: the area brightened by more than one lamp is to be me&dmin order
to have as little overlapping as possible. The second tethba/ithen proportional

to:
area overlap

total _area
It is interesting to note that minimising the overlap als@ii@s an optimisation
of the number of lamps used, since using a greater numberdweadt to more
overlapping areas.
The final fithess function will then be:

. area_enlightened area_overlap
fitness=——— -W. ——— =
total _area total _area
_ area_enlightened — W - area_overlap

B total_area

whereW is a weight associated to the relative importance of thelapping, set by
the user.

Using this function withV = 1, fithess values will range betweéh 1), but it is
intuitive that it is impossible to reach the maximum valugplboblem construction,
overlapping and enlightenment are inversely correlatad, @/en good solutions
will feature overlapping areas and/or parts not brightefdds problem is actu-
ally multi-objective, the fitness function we propose cep@nds to a compromise
between the two objectives.
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1.3 Parisian Evolution

Initially designed to address the inverse problem for tetd&unction System (IFS),
a problem related to fractal image compression[7], thiesah has been success-
fully applied in various real world applications: in stevéon [4], in photogram-
metry [9, 11], in medical imaging [18], for Bayesian Netwdskructure learning
[2], in data retrieval[10].

Parisian Evolution (PE) is based on a two-level represiematf the optimisa-
tion problem, meaning that an individual in a Parisian papah represents only a
part of the solution. An aggregation of multiple individsahust be built to com-
plete a meaningful solution to the problem. This way, theseohlution of the whole
population (or of a major part of it) is favoured over the egegrce of a single best
individual, as in classical evolutionary schemes.

This scheme distributes the workload of solution evaluretiat two levels. Light
computations (e.g. existence conditions, partial or axiprate fithess) can be done
at the individual’s level (local fitness), while the comgletalculation (i.e. global
fitness) is performed at the population level. The globak&tis then distributed
as a bonus to individuals who participate the global sotutéd Parisian scheme
has all the features of a classical EA (see figure 1.2) witifahewing additional
components:

e A grouping stage at each generation, that selects indilsdbat are allowed to
participate to the global solution.

e A redistribution step that rewards the individuals who jggate to the global
solution : their bonus is proportional to the global fithess.

e A sharing scheme, that avoids degenerate solutions whemedaliduals are
identical.

Efficient implementations of the Parisian scheme are oftesed on partial re-
dundancies between local and global fithess, as well asr@gpéitation of compu-
tational shortcuts. The motivation is to make a more efficiese of the evolution of
the population, and reduce the computational cost. Sultdegmplications of such
a scheme usually rely on a lower cost evaluation of the paiations (i.e. the in-
dividuals of the population), while computing the full evation only once at each
generation or at specified intervals.

1.3.1 Implementation of the lamps problem

For the lamps problem, the PE has been implemented as follwéndividual
represents a lamp, its genome is(itsy) position, plus a third elemenrg, that can
assume values 0 or 1 (on/off switch). Lamps wétk- 1 are “on” (expressed) and
contribute to the global solution, while lamps wih= 0 do not.

Global fitness is computed as described in subsection 1rRgeneration 0 the
global solution is computed simply considering the indiats withe = 1 among
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Extraction of the solution Initialisation

N

PARENTS

L Mutation
/ Crossover
;

Feedback to mlelduals]
\( global evaluation)

[ Aggregate solutions

OFFSPRING

/ (local evaluation)

Fig. 1.2 A Parisian EA: a monopopulation cooperative-coevolutiBartial evaluation (local fit-
ness) is applied to each individual, while global evaluaioperformed once a generation.

the u initial ones. Then, at each step,individuals are generated. For each new
individual with e= 1, its potential contribution to the global solution is coumgd.
Before evaluation, a random choicp £ 0.5) is performed: new individuals are
either considered in addition to or in replacement of thetéxg ones.

If individuals are considered for addition, the contriloutito the global solution
of each one is computed. Otherwise, the less performing grtteold individu-
als is removed, and only then the contribution to the globaitoon of each new
individual is evaluated. If the addition or replacementttd hew individuals leads
to an improvement over the previous global fithess, the nelivitiual selected is
rewarded with a high local fitness valu@dal -fitness = 2), together with all the
old individuals still contributing to the global solutioNlew expressed individuals
(e=1) that are not selected for the global solution are assigried fitness value
(local _fitness = 0). Non-expressed individuals £ 0) have an intermediate fithess
value (ocal _fitness= 1).

Sharing follows the simple formula

local _fitness(ly)
zmleldUaJSSha_rmg( ks ||;ék)

fitness_sharing(lx) =

with
d(|l7|2)

sharing(ly, ) = {é— ZTamprags  d(11,12) < 2-lamp_radius

d(l1,12) > 2-lamp_radius

Lamps that have a relatively low number of neighbours wilpbeferred for selec-
tion over lamps with a bigger number of neighbours. In thiglementation, sharing
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is computed only for expressed lamjs< 1) and used only when selecting the less
performing individual to be removed from the population.

1.4 Group Evolution

Group Evolution (GE) is a novel generational cooperativevotution concept pre-
sented in [17]. The approach uses a population of partiatisols, and exploits non-
fixed sets of individuals callegroups. GE acts on individuals and groups, managing
both in parallel. During the evolution, individuals areiopised as in a common EA,
but concurrently groups are also evolved. The main pedtyliaf GE is the absence
of a priori information about the grouping of individuals.

At the beginning of the evolutionary process, an initial piagion of individuals
is randomly created on the basis of a high-level descrigif@solution for the given
problem. Groups at this stage are randomly determined ae@#th individual can
be included in any number of different groups, but all induals are part of at least
one group.

Population sizUjngiviquals IS the maximum number of individuals in the popu-
lation, and it is set by the user before the evolution stame number of groups
Hgroups: the minimum and maximum size of the groups are set by theassasell.
Figure 1.3 (left) shows a sample population where minimuougrsize is 2, and
maximum group size is 4.

/@ \\,

Group 1' )
.

@ @&

Group 1

Lo /e e

\
Group 1" )

®@ ®/

S

Fig. 1.3 Individuals and Groups in a sample population of 8 individugeft). While individual
A is part of only one group, Individual B is part of 3 differegtoups. On the right, the effect of
a Individual Genetic Operator, applied to individual C.&nndividual C is part of Group 1, two
groups are created and added to the population.
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1.4.1 Generation of new individuals and groups

GE exploits a generational approach: at each evolutiortapy a number of genetic
operators is applied to the population. Genetic operatansact on both individu-
als and groups, and produce a corresponding offspring,rim & individuals and
groups.

The offspring creation phase comprehends two differembasiat each genera-
tion step (see Figure 1.4):

1. Application ofgroup genetic operators,
2. Application ofindividual genetic operators.

Each time a genetic operator is applied to the populatioria are chosen and
offspring is generated. The children are added to the p&pualavhile the original
parents are unmodified. Offspring is then evaluated, while mot compulsory to
reconsider the fitness value of the parents again. It is itapbto notice that the
number of children produced at each evolutionary step isfiretl: each genetic
operator can have any number of parents as input and prodocgdut any number
of new individuals and groups. The number and type of gegiirators applied at
each step can be set by the user.

=

New groups

and individuals

Slaughtering
of groups

Initial
population

Group Genetic

Slaughtering
Operators (GGO) [

of orphaned
Individual Genetic | individuals
Operators (IGO)

Fig. 1.4 Schema of Group Evolution algorithm.

1.4.1.1 Group genetic operators

Group Genetic Operators (GGOs) work on the set of groupsh Bperator needs
a certain number of groups as parents and produces a ceutainen of groups as
offspring that will be added to the population. GGOs implaiee in our approach
are:

1. crossover: generates offspring by selecting two individuals, onarfrparent
group A and one from parent group B. Those individuals areéched, creat-
ing two new groups;
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2. adding-mutation: generates offspring by selecting one or more individualsnf
the population and a group. Chosen individuals are addegoggible) to the
parent group, creating a single new group;

3. removal-mutation: generates offspring by selecting a group and one or more

individuals inside it. Individuals are removed from the gratrgroup.

4. replacement-mutation: generates offspring by selecting a group and one or

more individuals inside it. Individuals are removed frone farent group, and
replaced by other individuals selected from the population

Parent groups are chosen via tournament selection.

1.4.1.2 Individual genetic operators

Individual Genetic Operators (IGOs) operate on the popraif individuals, very
much like they are exploited in usual GA. The novelty of GEhattfor each in-
dividual produced as offspring, new groups are added to thepgpopulation. For
each group the parent individual was part of, a copy is cceatéh the offspring
taking the place of the parent.

This approach, however, could lead to an exponential isergathe number of
groups, as the best individuals are selected by both GGO$&Dd. To keep the
number of groups under a strict control, we choose to creai@pg only of the
highest-fitness groups the individual was part of.

IGOs select individuals by a tournament selection in twdspdirst, a group is
picked out through a tournament selection with moderatectiee pressure; then
an individual in the group is chosen with low selective puesas The actual group
and the highest-fitness groups the individual is part of bmeed once for each child
individual created: in each clone group the parent indialdsireplaced with a child.
An example is given in Figure 1.3 (right): an IGO, selectsvittlal C as a parent.
The chosen individual is part of only one group, Group 1. TB® Iproduces two
children individuals: since the parent was part of a groupew group is created
for each new individual generated. The new groups (Groumd’ @roup 1”) are
identical to Group 1, except that individual C is replacethwine of its children, C’
in Group 1’ and C” in Group 1” respectively.

The aim of this process is to select individuals from weltfpeming groups to
create new groups with a slightly changed individual, inesrid explore the a near
area in the solution space.

1.4.2 Evaluation

During the evaluation phase, a fithess value is associateddo group: the fitness
value is a number that measures the goodness of the canslidiatiens with respect
to the given problem. When a group is evaluated, a fithes®\valalso assigned to
all the individuals composing it. Those values reflect thedyess of the solution
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represented by the single individual and have the purpdselpadiscriminate during
tournament selection for both IGOs and GGOs.

An important strength of the approach resides in the evialuatep: if there is
already a fithess value for an individual that is part of a neswug, it is possible to
take it into account instead of re-evaluating all the indibals in the group. This fea-
ture can be exceptionally practical when facing a problerar@lthe evaluation of a
single individual can last several minutes and the fithessgsbup can be computed
without examining simultaneously the performance of tliviidluals composing it.
In that case, the time-wise cost of both IGOs and GGOs becuargsmall.

1.4.3 Slaughtering

After each generation step, the group population is resizkd groups are ordered
fithess-wise and the worst one is deleted until the desirpdlption size is reached.
Every individual keeps track of all the groups it belongsraiset of references.
Each time a group ceases to exist, all its individuals remb¥®m their set of
references. At the end of the group slaughtering step, eatitidual that has an
empty set of references, and is therefore not included ingaayp, is deleted as
well.

1.4.4 Implementation of the lamps problem

For the lamps problem, GE has been implemented as follows.i@tividual rep-
resents a lamps, its genome is {ley) position. The fitness of a single individual,
which must be independent from all groups it is part of, is@inthe area of the
room it enlightens. The group fitness is computed as destiibsubsection 1.2.2.

1.5 Experimental setup

Before starting the experiments on the cooperative co&eolalgorithms, a series
of 10 runs for eaclproblem size of a classical evolutionary algorithm is performed,
to better understand the characteristics of the problentaset parameters leading
to a fair comparison. The genome of a single individual istao§é&amps, modeled
as an array oN couples of value§(x1,y1), (X2,¥2), .., (XN, YN ) ), Where eachix;, yi)
describes the position of individualin the room. The algorithm uses a classical
(1 + A) evolutionary paradigm, witht = 20 andA = 10, probability of crossover
0.2 and probability of mutation.8. Each run lasts 100 generations.

By examining these first experimental results, it is posdibkeach the following
conclusions: good solutions for the problem use a numbeampé in the range
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(problem._size, 3 - problem_size); and, as expected, as the ratio grows, the fitness
value of the best individual at the end of the evolution tetodse lower.

In order to perform a comparison with GE and PE as fair as plesdhe stop
condition for each algorithm will be set as the average nurobsingle lamp eval-
uations performed by the classical evolutionary algoritbneachproblem.size. In
this way, even if the algorithms involved have significamifferent structures, the
computational effort is commensurable. Table 1.1 sumrasatise results.

Problem siz¢EvaluationgAverage best fitness

3 3,500 0.861
5 5,000 0.8216
10 11,000 0.7802
20 22,000 0.6804
100 120,000 0.558

Table 1.1 Average evaluations for each run of the classical evolatip@lgorithm.

15.1 PE setup

Due to the observation of the CE runs~= 3- problem._size, while A = /2. The
probability of mutation is B and the probability of crossover is20

15.2 GE setup

The number of groups in the population is fixg¢gsoups = 20, as is the number of
genetic operators selected at each gtep 10. The number of individuals in each
group is set to vary in the rangeroblem_size, 3- problem_size). Since the number
of individuals in each group will grow according to the prein size, the number
of individuals in the population will D@lindividuals = 3 Hgroups* Problem.size. The
probability of mutation is @B, while the probability of crossover isZ) for both
individuals and groups.

1.5.3 Implementation in uGP

The two CCEAs used in the experience have been implemeniteglu&P [16], an
evolutionary toolkit developed by CAD group of PolitecnidoTorino. Exploiting
UGP’s flexible structure, with the fithess evaluator comgyetedependent from
the evolutionary core, the great number of adjustable petars, and the modular
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framework composed of clearly separated C++ classes, @ssiple to obtain the
behavior of very different EAs.

In particular, to implement PE, it is sufficient to operatetea fithess evaluator,
setting the environment to evaluate the whole populatiahtha offspring at each
step. Obtaining GE behavior is slightly more complex, arguinees the addition of
new classes to manage groups. CE is simBP standard operation mode.

1.6 Resultsand Analysis

In a series of experiments, 100 runs of each evolutionarycgmh are executed,
for a set of meaningful values gfroblem_size. To exploit a further measurement
of comparison, the first occurrence of an acceptable solatigo appears in the re-
sults: here amcceptable solution is defined as a global solution with at least 80%
of the final fitness value obtained by the CE. Table 1.2 sunsasaithe results for
significant values oproblem_size. For each evolutionary algorithm are reported the
results reached at the end of the evolution: average fitredse vaverage enlight-
enment percentage of the room, average number of lamps venaige number of
lamps evaluated before finding an acceptable solution galdgth the standard de-
viation for each value).

For eachproblem_size, a box plot is provided in figure 1.5. It is noticeable how
the performance of each evolutionary algorithm is very eltm small values of
problem_size, while GE and PE gain the upper hand when the complexity asas

In particular, PE obtains the best performance fymablem size = 10 onwards.
The extra information inserted allows the approach to obltégh enlightenment
percentages even when the complexity of the task increasetown in Figure 1.6.

On the other hand, GE obtains enlightenment percentagss thoCE, but on
the average it uses a lower number of lamps, that leads to er loverlap, as it is
noticeable in Figure 1.8 and 1.7.

When dealing with the number of lamp evaluations neededbeéaching what
is defined aracceptable solution, PE is again in the lead, see Figure 1.9.

In Figure 1.10, a profile of the best run fproblem_size = 100 for each algorithm
is reported. PE enjoys a rapid growth in the first stages oétlodution, thanks to
the extra information it can make use of, while GE proves neffieient than CE in
the last part of the evolution, where exploitation becomesenprevalent.

As it is noticeable in Figure 1.11, while the number of lampaleated before
reaching an acceptable solution grows more than linearlgt®and CE, PE shows
a less steep growth. On the other hand, GE presents the lowar$ap for all values
of problem_size (Figure 1.12).
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Avg.

lamps
Problem Avg. | Std Avg. | Std || Avg.| Std || Avg. | Std before Std
size Evolution||fitnesg dev [[enlight| dev [[lampgd dev ||overlag dev [|acceptable dev

Classical || 0.861|0.0149| 0.8933/0.0213 4 0 0.03230.0164| 313.2 126
Evolution

3 Group 0.87640.0494| 0.89630.0533| 3.75( 0.435(|0.0198/0.0103| 267.32 | 138.1
Evolution

Parisian |]0.8355 0.064|[ 0.8945/0.0439| 4.02 (0.3344| 0.059|0.0503| 316.9 | 262.2
Evolution

Classical ||0.7802 0.023|( 0.8574] 0.04 || 6.2 | 0.64 ||0.0772/0.027d| 572.7 | 215.38
Evolution

5 Group 0.81360.0241]| 0.8537|0.0349| 6.03(0.7374|0.0401/0.0164| 741.36 | 221.86
Evolution

Parisian ||0.7825 0.03 |[0.8803|0.0334| 6.96 [0.693€| 0.0978/0.0394| 511.35 | 373.85
Evolution

Classical ||0.74870.0149| 0.834|0.0235| 11.3| 0.62 ||0.0853|0.0214| 1,779.8 | 407.4
Evolution

10 Group 0.75320.01794| 0.8132/0.0254| 10.66{0.633€| 0.0599/0.0215| 1,836.87| 412.08
Evolution

Parisian ||0.77910.0221]| 0.8847|0.0207| 12.84{0.8184| 0.1055/0.0274| 1,018.47| 546.16
Evolution

Classical ||0.68040.0117( 0.7749/0.014§| 20.6| 0.72 ||0.0946(0.0123| 3,934.7 | 702.24
Evolution

20 Group 0.697(0.0127| 0.7837/0.0147| 20.49/0.5978| 0.0867|0.0144| 4602.1 | 1156.5
Evolution

Parisian ||0.76240.0147| 0.8762/0.0164|23.57| 1.053(| 0.1138/0.0177| 2,759.28| 965.45
Evolution

Classical || 0.558|0.0049| 0.7334]0.0063(102.9] 1.88 || 0.1755(0.0093| 29,567.3]|4,782.96
Evolution

100* Group 0.56470.0057| 0.7309/0.0073|101.5( 1.7 |[|0.1662/0.0073| 30,048 | 8,876.8
Evolution

Parisian ||0.68670.0073|0.8708/0.007¢4|117.2{ 3.2 (|0.18410.0134| 5,318.9 | 332.72
Evolution

Table 1.2 Average results for 100 runs, for each evolutionary apgro&bue to the times in-
volved, data for problem size 100 is computed on 10 runs.

1.7 Conclusion and future work

The Lamps benchmark has the major advantage to provide ategtgroblems that
are simple, and for which the scale can be characterisecavsithgle real value (the
surface ratio between room and lamp sizes). This formulas@ery convenient to
get some insight on the behaviour of algorithms with restmestale.
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Fig. 1.5 Box plots of fithess values for eaginobl em_size.

The intuition that guided the development of Group Evolumd Parisian Evo-
lution has been confronted to experimental analysis, tll yree following conclu-
sions: Parisian Evolution is the most efficient approackemms of computational
expense, and scalability; Group Evolution yields bettef awore precise results, in
a computational time that is similar to Classical Evolution

These differences can be explained by the natura pfiori information that
has been injected into the algorithms. Parisian Evolut@ies on a deterministic
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Fig. 1.6 Box plots of enlightenment percentage for eacbblem_size.

algorithm for selecting the group of lamps that are usedeasulrent global solution
at each generation, while Group Evolution does not make asyraption on it and
let evolution decide which lamps can be grouped to buildotegisolutions.

In some sense Parisian Evolution is making a strong alguoiitichoice for the
grouping stage, that acts as a constraint on the evolutitiregfopulation of lamps.
It has the major advantage to reduce the complexity of thelpno by providing
solutions from the evolution of simpler structures (lampgéad of groups of lamps
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Fig. 1.7 Box plots of number of lamps used for eagtobl em_size.

for Group Evolution or for Classical Evolution). It may bensidered as a “quick
and dirty” approach.

Future work on this topic will investigate hybridisationttveen Parisian and
Group Evolution, i.e. running a population of elements ie tarisian mode to
rapidly get a good rough solution, and using the Group schemefine it. A more
realistic modelisation of the lamp’s light could also bedidaking into account the
gradual fading from the source; this approach would shéffttoblem from enlight-
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ening the room to ensure that each point of it receives at &easrtain amount of
light.
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