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Abstract. One of the most popular problems in usage mining is the discovery aidrede-
haviors. It relies on the extraction of frequent itemsets from usagéaksta. However, those
databases are usually considered as a whole and therefore, iteresettracted over the entire
set of records. Our claim is that possible subsets, hidden within the sewftthe data and con-
taining relevant itemsets, may exist. These subsets, as well as the itenegetsittain, depend
on the context. Time is an essential element of the context. The userdsimt@hdiffer from
one period to another. Behaviors over Christmas will be different filoose extracted during
the summer. Unfortunately, these periods might be lost becauseimégriivisions of the data.
The goal of our work is to find itemsets that are frequent over a sped@fiog but would not
be extracted by traditional methods since their support is very low oveniioée dataset. We
introduce the definition of solid itemsets, which represent coherent@ng@act behaviors over
specific periods, and we proposevs an algorithm for their extraction.

Keywords:

1. Introduction

We do not expect to see a correlation between the sales ohgude, chips, and
antacids if you consider the activity of shops over the whaar. However, there
is a correlation between those sales, if you look at a vergipegeriod: the Super
Bowl. During Super Bowl XXXV, 8 Million Pounds of guacamola 14,500 tons
of chips were consumed and antacid sales increased by 28npehe Monday after
(Crepeau, 2010; Duncan, 2010).
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The problem of association rule mining, intended to extifaistkind of correlation,
has been defined in (Agrawal, Imielinski and Swami, 1993 gbal is to obtain the
frequent associations between the items of the databasesfiery large set of records.
This problem has many applications in marketing, businessagement or decision
analysis. The core of this problem lies in the extraction efjfrent itemsets. In market
basket analysis, for instance, frequent itemset mining andiscover sets of items that
correspond to a large number of customers. If this numbdrasea certain threshold
(given by the end user) then this itemset is considered todogiént.

Many algorithms have been proposed for efficiently extracfrequent itemsets
(Pasquier, Bastide, Taouil and Lakhal, 1999; Han, Pei and 2000; Wang, Han and
Pei, 2003; Jr., 1998; Toivonen, 1996). However, in theahidefinition of frequent item-
set mining, the search is performed over the whole databas@iven min,y,, the
user’s minimum support, the extracted itemsets appear@ast D| x ming,y, trans-
actions of databasP). Unfortunately, for many real world applications, thidid&ion
of frequent itemsets is not appropriate. Possible interg#emsets might remain undis-
covered despite their very specific characteristics. Ity fateresting itemsets are often
related to the context in which they occur. The moment duwhigch they can be ob-
served is an essential component of this context. We mayidemdor instance, the
behaviors of the customers during the Super Bowl. Anothanmgte would be the users
of an on-line store after a special discount on recordabl®®snd CDs, advertised on
TV. We could also consider the adverse drug reports relatedspmecific drug that ap-
peared after an alert was publicized on that drug. Simil#ityweb site of a conference
will observe that a frequent behavior related to the subisgiocedure mainly occurs
within a window of a few hours before the deadline. A necessandition in order to
discover this kind of knowledge is that each transactios$®aiated with a time-stamp.
This condition has already been proposed, for instance lia §Ad Rossi, 2000; Lee,
Lin and Chen, 2001). In (Ale and Rossi, 2000), the authorpgse the notion of tem-
poral association rules. Their idea consists of extradtergsets that are frequent over a
specific period that is shorter than the whole database. iHawhe periods proposed in
(Ale and Rossi, 2000) are defined by the lifetime of each ifEnerefore, a data mining
process for extracting the periods is not necessary sirgedhly depend on the first
and last occurrences of each item.

In this paper, we propose an extension of (Saleh and Maas@@08). Our goal is
to extract itemsets that are frequent in a temporally coltig subset of the database.
For instance, navigations on web sites of recordable CDsDAflds occur randomly
and are not correlated if we consider the whole year. Howelierfrequency of this
behavior will certainly be higher within the few hours (orydathat follow the TV spot.
Therefore, the challenge is to find the time window that willimize the support of this
behavior. In other words, we want to fif¢] a contiguous subset @f where the support
of the behavior orB is above the minimum support and the size3ois optimal. Let us
consider that the TV spot was on March 3 and it has influencedtistomers for two
days. Our goal is to find the following kind of knowledge: “25¥the users, between
March 3 and March 5, have requested the page about recor@aislethe page about
recordable DVDs and the page about special discounts.” Tiyeosuof this behavior
would certainly be too low for its extraction over the whokszy, but this knowledge.é.
the behavior along with its associated period of frequencgy be very important for
decision-makers since they will want to discover this bétraand its specific window
of frequency, and finally link it to the context and the TV spot

This problem could seem similar to the problem of mining ets and bursty
events in data streams (Chong, Yu, Lu, Zhang and Zhou, 2005a8d Shasha, 2003;
Michail Vlachos and Yu, 2005; Gao and Wang, 2009). Howeveryl prove that our
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method provides features that have not been offered in tlaks fa burst mining or data
stream miningi(e. we are able to extract itemsets with no fixed window size and to
obtain the exact and exhaustive set of periods of optimgliacy for these itemsets).

The remainder of this paper is organized as follows. Se@igives the necessary
definitions of itemset discovery and our new definitions fanimg solid itemsets. In
Section 5, we give an overview of existing methods for theperal aspects of itemset
mining. Section 3 summarizes the complexity of the probl&posed in this paper and
Section 4 presents our algorithm for the extraction of sitdichsets. Finally, Section 6
gives a synthesis of our experiments leading to the corarusi Section 7 with future
avenues.

2. Definitions

The problem of association rule mining is based on the etiraof frequent itemsets.
This problem has been proposed in (Agrawal et al., 1993),ramderous algorithms
have been proposed in literature to solve it (Lucchese nddand Perego, 2006; Bur-
dick, Calimlim, Flannick, Gehrke and Yiu, 2005; Pasquieslet1999; Han et al., 2000;
Wang et al., 2003; Jr., 1998; Toivonen, 1996; Palshikar, laaié Apte, 2007; Lian,

Cheung and Yiu, 2007). Definition 1 states the charactesigif frequent itemsets. It
is different from the initial or traditional definitions il\grawal et al., 1993) since we
consider that each item in the database is associated witheastamp. Therefore a
transaction may cover a range of several timestamps.

Definition 1. LetZ = {iy, o, ..., %, } be a set of items. LeX = {iy, is,...,ix } Where
k < nandVj € [1.k] i; € Z. X is called anitemset (or a k—itemse). Let U =
{u1,us, ..., un, } be a set of time units, over which a linear order is defined, where
u; <y u; means that,; occurs before:;. A transaction T is a couplel’ = (tid, X)
wheretid € U is the transaction identifier and is the associated itemset. For sim-
plicity of writing, we consider that each transaction idéet is the timestamp of that
transaction and no more than one transaction is recordeshfdr time unit.

A transactionil” = (tid, I) is said to support an items&t € 7 if X C I. A transaction
databaseD is a set of transactions. Tlever of an itemsetX in D is the set of identi-
fiers of transactions i@ that supportX: covel( X, D) = {tid : (tid,I) € D, X € I}.
Thesupport of an itemsetX in D is the number of transactions in the covedin D:
supportX, D) = |cover(X, D)|. Thefrequencyof an itemsefX in D is the fraction of

transactions irD that supporfX: frequency X, D) = %. Given a user’s min-

imum thresholdy €]0..1], an itemsefX is said to bdrequent if frequency X, D) > ~.

Definition 2. The setF of frequent itemsets iD with respect toy is denoted by
F(D,y) ={X €T : frequency(X,D) > ~}.

Given a set of itemgd, a transaction databade and a minimal threshold, the
problem offrequent itemset miningaims to find£'( D, ) and the actual support of the
itemsets inf". Example 1 gives an illustration of the notions presentex/ab

Example 1. Figure 1 shows the example databéaseEach transaction Id is associated
with the set of items in this transaction. In order to simptte illustration, we assume
that the transactions dp are sorted by order of dated. 7} occurred befords, etc.).
Let us consider a minimum frequengy= % given by the user. With such a support, the
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Date| items |F(D,1/2)
abc
acd
bef
cjh
aiq
bkl
abc | (ac)
mno
abc
abc

[

OO NO || WIN

=
o

Fig. 1. Frequent itemsets o wherey = 1

frequent items (highlighted in the transactions of Figurarka, b andc. The frequent
itemsets ofD, with v = 3, are(a), (b), (c), with a threshold ofg;, and(a, ¢), with a
threshold of}.

Our problem is based on the timestamps associated with tbed®inD and aims
to provide itemsets that are frequent on particular peraddsne in D. The main issue
is to discover these periods and the frequent itemsets thetaio. In the following
definitions, we introduce the notions of temporal itemset swlid itemset, that are the
core of this paper.

Definition 3. A period P = (P, P.) is defined by a start tim@, and an end time
P.. The set of transactions that belong to peridds defined ag'r(P) = {T : T C
D, P, < T.tid < P.}. We define the set of all potential periods oveas PR.

The frequency of overT'r(P) the transactions of a periddis denoted by frequency( P)
whenever it is clear from the context (as well as céveTr(P)) which is denoted by
covelz, P) and suppoftz, Tr(P)) which is denoted by suppdt, P)).

Definition 4. A Temporal ltemsetz is a triple(z;, z,, x,) Wherez; is an itemsety,,
is a period associated witlhy andz,, is the threshold of; overz,. Letk be the size of
x;, thenz is called ak—temporal itemset.

Let us consider the temporal itemget= ({a, b, c},[7..10], 2) in D from Figure 1.
The itemset of (i.e.y;) is {a, b, ¢}. The period ofy (i.e.y,) is [7..10] and the threshold
of y overy, (i.e.y,) is % (v; is supported by transactions 7, 9 and 10 in pegip@n
D

Given, a user’s minimum threshold, we introduce the charactesisf solid item-
sets in Definition 5.

Definition 5. Let z be a temporal itemset. is called aSolid Iltemset (SI) iff the fol-
lowing conditions hold:
Dz, >~
2) Vpy € PR such thate, C p, we have either a) or b) or both:
a) frequencyz;, p2) < v
b) covelz;, p2) =coverz;, z,)
3) ¥p2 € PR such thap, C z,, covefz;, p:) <covelz;, z,)
Let k be the size of;, thenx is ak-solid itemset Finally, STy is the set of alk-solid
itemsets.
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The first condition of definition 5 ensures thatepresents an itemset that is frequent
over its associated period. The second condition ensuag#hié size ofc,, is maximal.
If a larger period exists, then, on this periad,is not frequent or the cover af; is the
same {.e. it is not worth extending the period from), to p,, since the extension will
not contribute to the support af;). Finally, the third condition ensures that the size
of z,, is minimal. In fact,x; is supported by the first and last transactior:ji so if a
smaller period exists wherg is frequent, the cover will be lower anywaiyg( relevant
transactions supporting; would have been dropped from the period and should be
kept). An illustration of this definition is given in examie

Example 2. Figure 2 shows the example databds@f Figure 1 and the extractgd
solid itemsets. We can observe that the solid itemsets eflsare(a), (b) and(c), and
their period corresponds to the entire database with a tbieksth 1%. Then, we have
three solid itemsets of size 2:

—(a c), with a threshold of>; and a period that corresponds to the entire database.
—(a b) and(b c), on the period7..10] with a threshold of .

Finally, there is one solid itemset with size8:= ({a b ¢}, [7..10],% corresponding
to the itemseta b ¢) which occurs during the period..10] with a threshold of2. We
can observe that, thanks to the definition of solid itemsetsew kind of knowledge
has been extracted. This knowledge concerns punctual ioebaf the users. ID it

is illustrated by, for instance, a compact itemset of sizee8 (« b ¢)) occurring on a
very specific periodife. [7..10]). This itemset, associated with this period, is optimal
(as stated in definition 5) since:

—This itemset is frequent over this period.

—No longer period allows this itemset to have the minimumghadd (condition 2 in
definition 5 is respected for all periods larger tHan10]).

—No shorter period allows this itemset to have the minimumsthoéd without dimin-
ishing the cover. Therefore,respects the third condition of definition 5.

Meanwhile, let us consider the following temporal itemset: ((a b ¢), [9..10], 100%).
We can observe that has the minimum support oveg. However, there exists a period
pe = [7..10] where(a b ¢) is frequent with a larger cover than the coverzpon z,,.
Hence, is not a solid itemset since condition 2 of definition 5 is n@fprected £ is not
maximal).

Let us note that itemsets b), (b ¢) and(a b ¢) were not frequent over the whole
database in example 1 with= % since their threshold ob is 1%. However, thanks
to the definition of solid itemsets, they can be discoveredaghwith their associated
periods of frequency.

Definition 6 gives the formal definition of a maximal solidriteet.

Definition 6. The set oMaximal Solid Iltemsets (MSI) is defined as follows: let be
an Sl,z is anM ST if the following condition holds:
Yy € SI such thate # y if z; C y; thenz, # y,.

In other words, ifz; is included iny; and if the periodz,, is included or equal tg,,,
thenz is not a maximal solid itemset.

The goal of this paper is to propose an optimized algorithrorder to extract the
exact and entire set of maximal solid itemsets, as statedfinition 6.
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date| items Sh Sl2 SI3
1 |abc

2 lacd

3 | bef (@)

4 |cjh

5 |aiqg (b)||[(a c)

6 bkl

7 labc (©)

8 'mno (a b)

9 abc (bc) (abc)
10| abc v

Fig. 2. Solid itemsets inD wherey = £

3. Solid Itemsets and Minimum Threshold: a Discussion

As illustrated in example 2, our problem aims to find itemsiedd:

1. do not correspond to the minimum threshold when the edétabase is considered,
2. satisfy this threshold over particular periods in theatlase.

This could be seen as a mere lowering of the minimum threqitlméditemseta b ¢) in
example 1 has a threshold % over D) in order to find the itemsets corresponding to
our solid itemsets. However this point of view has two maj@vebacks, compared to
our problem definition:

1. Lowering the support is a well known source of failure fgiséng data mining al-
gorithms. Generally, the number of candidates, or the numwibfeequent items, will
not fit in the main memory. Even if this set is able to fit in themnuay, the response
time will be prohibitive. Finally, even if the extracted sets fit in the memory and
the user is patient enough, the number of rules might be g hi

2. Even with a lower support, if the itemsets are extractespitie their number, they
will not be associated with their period of frequency (theyuld be extracted because
they are frequent on a period corresponding to the wholddatg which is not really
instructive from the localization point of view). Even ifdhtemset is frequent over
a specific period, the user will not be aware of that, sincditicmal data mining
algorithms are not designed for exhibiting the periods efjfrency of the extracted
itemsets.

Another naive method would consist of dividing the databatemultiple subsets
corresponding to periods of fixed size. For instance, the aggless log file of a shop
for one year could be divided into 365 subsets corresportdimgch day of this year.
In this case, we have to keep in mind that:

1. Undiscovered periods will remain (for instance a peribtho consecutive days or a
period of one hour embedded in one of the considered days).

2. Undiscovered behaviors will remain (embedded in thesowliered periods).

3. The method would be based on an arbitrary division of thta dahy working on
each day and not on each hour or week or half day?).
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Generally speaking, tuning the minimum support is a diffitagk for users (Zhang,
Wu, Zhang and Lu, 2008) and there is a need to go beyond thatn@b conclude this
section about the motivation of this work, let us note thattthtal amount of combina-
tions for enumerating the possible solid itemsetis x k!) with n being the number
of itemsets and = |D|. So,2" is the number of potential itemsets édhandk! is the
number of possible contiguous subsets (windowspof-ortunately, the monotonicity
property of frequent itemsets allows avoiding the enunemaaf 2" possible itemsets.
Based on this property our goal is to show that avoiding theveration of the:! po-
tential periods is also possible, and we provide in sectian dxhaustive and optimized
algorithm for mining solid itemsets.

4. General Principle & Algorithm

This section is devoted to the presentation of SIM (Solichket Miner), our algorithm
designed for the extraction of solid itemsets in databaBes.notion of kernels, intro-
duced in this section, will allow extracting the solid itests efficiently. First, we give
an overview of the principle and main idea for this extrattio Section 4.1 and the
details of the algorithm are given in Section 4.2.

4.1. General Principle

Sim introduces a new paradigm for the counting step of the geertiaandidates. Let
us considery to be a temporal itemset that is not a solid itemset {, < 7). Any
superset = (2, 2p, 2») such thaty, C z, Ay, C %, of y cannot be a solid itemset
(i.e. z, < 7). SM thus extends the Generating-Pruning principle of apriorbider

to generate candidate solid itemsets and count their supfioe generating principle
is provided with a filter on the possible intersection of thadidatesi(e. if two solid
itemsets of sizé& have a common prefix but do not share a common period, theyoére n
considered for generating a new candidate).

However, the counting step (or “pruning” in apriori) is notasghtforward in our
case. It is not correct to just count the number of occurrerfea candidate over a
period. Let us consider = ((a b), [1..10],¢,), a candidate temporal itemset that has
been generated thanks to the solid itemsets of size %: ((a),[1..10], 15) andy =
((b), [1..10], ). ¢ is not a solid itemset since, = 1. Howeverc, contains a solid
itemsetc’ = ((a b),[7..10], 3). Based on this observation, our goal, during the counting
step, is to build “kernels” of the candidate temporal itetas@er their period of possible
frequency. Then, the kernels will be merged in order to firel ¢brresponding solid
itemsets. This principle is illustrated in Figure 6 and dstare given in Definition 7.

The following definition is based on the fact that we perforrocassive scans over
the data in order to find the periods that correspond to s@idsets. The way a scan is
performed {.e. reading the transaction from the first to the last one) regutiv discover
the kernels “on-the-fly”. Intuitively, the kernels of anrteet are the longest periods
such that:

1. The first and last records support the itemset.

2. The support of the itemset is always higher than the mimnsupport when it is
counted record after record in the period, starting fromaker timestamp.
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date| b kernels merge
1)1 Kernel 1:
2 |0 [1..3]
3 | 1 |threshold=2/3

4 |0
5 |0 ltemset: (b)

period: [1..10]

6 |1 threshold: 6/10
7 1 Kernel 2:

8 o [6..10]

9 |1 |threshold=4/5

10 |1

Fig. 3. Kernels and period of itemset (b)

Definition 7 gives the formal properties of a kernel and ogoathm, given in Section
4.2 allows for their effective discovery.

Definition 7. A kernel is a period. LetX (x, P,~y) be the set of kernels for the item
over the periodP with respect to the minimum threshold K (x, P,~) is defined as
follows:

Let k¥ C P be a period such that C Tr(ks) andTr(ks) is the first occurrence of

in P. If k does not exist thel = (). If k exists, then lefV be the set of timestamps
such thatvn € N,n € P An > ks A frequency(z, [ks..n]) < v (in other words,
N is the set of timestamps iR such that extending the perigdup to any of those
timestamps leads to the loss of the frequencydprf N is empty therk. is defined
as the last occurrence ofin P, and K (z, P,v) = {k}. Otherwise ie. N # (), let
m € N such thatyn € N,n > m (m is the first time-stamp such that frequency
of z is lost on[ks..m]). Then,k. is defined as the last occurrencezxoin [k,..m| and
K(x,P,v) ={k}UK(z, P — [ks..kc],7)

Example 3. Let us consider the candidate temporal itemset of size-1((b), [1..10], ¢, ).
Figure 3 gives the boolean table of occurrences for the ftehinere are two kernels of
(b) overc, (i.e. [1..3] and[6..10]). Those kernels can be merged (the frequency of the
itemset on the resulting period is above the minimum thrig8ho order to obtain the
resulting solid itemset(b), [1..10], =) .

Let us consider that we are provided with an itemsand K the kernels of: over
a periodP with respect toy. Based on lemma 1 we show that merging the kernels with
algorithm MeERGEKERNELS (given in Figure 4 and illustrated in Figure 6) makes it
possible to find the solid itemsets ofover P with respect toy.

Lemma 1. Let K be the set of kernels afon P with respect tay. Algorithm MERGEK -
ERNELSmakes it possible to find all the solid itemsets: (x, z,,, o) on P with respect
to~.

Proof Let k € K, be a kernel of: after Algorithm MERGEKERNELS(i.e. k£ cannot
be merged with any other kernel i), then:
1) Supportz, k) > ~. According to Definition 7y is frequent on each kernel. Further-
more if k is the result of a merging process, then AlgorithnEM&EEK ERNEL checks
the frequency of on the resulting period.
2) Vq such that C ¢, we have one of the following cases:
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Algorithm MERGEKERNELS
mergeable— true;
While (mergeable)
mergeable— false;
Foreach(q € K)
Foreach(r € K such that # g A Cove’"(z’q)‘gtl,rj"””(“)‘ >7)
K+~ K+qUr,
cover(x,qUr) = cover(zx, q) U cover(z, )
mergeable— true;
toRemove— toRemove+t-q + r;
endFor
endFor
Foreach(k € toRemove)K — K — k;
toRemove— )
End while
End Algorithm MERGEKERNELS

Fig. 4. Algorithm mergeKernels

— z € k — q, thenz is not frequent ory (otherwise, let us considdr the kernel to
which belongs the occurrence oin ¢, thenk andk’ would have been merged).

— z ¢ k — ¢, then covefz, g)=covelz, k) (in this caseg may remain frequent opor
not, depending on the size gf.

3) According to Definition 7 is supported by the first and the last transactiot.in
Then,z will have a lower cover on any sub-period /af

Based on the three observations aboveIlet= {(z,k,0)Vk € K)} be the set of
temporal itemsets corresponding to all the merged kerrietsom P with respect toy,
thenT, is the set of all solid itemsets= (z, x,,, o) on P with respect toy O

4.2. SIM Algorithm

Our algorithm is based on the candidate generating priec{pur goal is to start with
solid itemsets of size 1 and explore the support of largad stdmsets with a lim-
ited number of scans over the database. To this end, we nefgatitthe periods of
frequency for a candidate solid itemset in only one scan.cLet C), be a candidate
of sizek in the set of candidate€’(,). Then, in our data structure,is associated to
c.i, the itemsetg.p, the period of possible frequenciyg the limits within ¢ has to be
compared to a transaction) andernels, the set of kernels of.i over c.p with re-
spect toy (one of our goals is to extractkernels for all the candidates i@, during
one single scan). Furthermore, a boolean value makes ifgb®$s know the status of
the current kernel (“kernel_closed” means that definitiomas not respected “on-the-
fly” during the scan). For each kernekernel;, of a candidate, we havec.kernel;.s
(the starting time-stamp of the kernet)kernel;.e (end of the kernel)g.kernel;.last
(the last occurrence afi in the current kernel).kernel;. freq (the frequency ot.:
over [c.kernel;.s..c.kernel;.€]) and c.kernel;.cov (the size of the cover of.i over
[c.kernel;.s..c.kernel;.e]). Finally, c.current refers to the current kernel of(the last
opened kernel).

Let us consider that we are provided with, a set of candidates. During the scan,
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Algorithm UPDATE
In: ¢, the candidated, the transactiony, the threshold
Out: update of the kernel(s) of
If (c.kernel_closed)
If (c.i C d) [/l Start a new kernel
c.current «— new_kernel;
c.kernel_closed «— False;
c.current.s < d.timestamp;
c.current.e < d.timestamp;,
c.current.last «— d.timestamp;
End if
Else if (c.i C d)// Continue the current kernel
c.current.e < d.timestamp;
c.current.last «— d.timestamp;
c.current.cov + +;
c.current.freq - \[('(umc":nutrze?tcﬁ(:l;enfe]\ ,
Else// Check validity of current kernel
Ili.e.(c.i € d) = must current kernel be closed?
c.current.e < d.timestamp;

c.current.cov .
c.current.freq - |[c.current.s..c.current.e]|’

If (c.current.freq < =)
c.current.e < c.current.last
c.kernel_closed «— True;

End if

End if
End algorithm UPDATE

Fig. 5. Algorithm Update

S
]

-------
b N 4 s
-, ‘]

kernel 1 :
— / merge 1f |

N
kernel 2

Kerner3|

—— —

Fig. 6. Merging kernels

the goal of Algorithm WDATE (Figure 5) is to update the information about the kernels
of a candidate having a period of scan that includes the sitasyp of the current trans-
action. At the end of the scan performed by Algorithnw Sve are provided with all the
kernels for each candidate.

Algorithm Sim (given in Figure 7) aims to generate candidates from size & to
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Algorithm Sim
In; ~, the minimum thresholdp the database;
7 the set of all items
Out: ST the set of solid itemsets correspondingyton D
k—0;
For each(i € 7)
/I Build one candidate for each item and associate
// this candidate to an empty set of kernels
CL— C1+ (i, [DS..DE], (Z))
End for
Do
E++;
ka — @;
For each(d € D); I/ scan the database
For each(c € Cj wheredy;,,. € c.p)
/I The timestamp ofl corresponds to the period of
UPDATE(c,d,7);
End for
End for
For each(c € Cy)
MERGEKERNELYc);
For each(p € c.kernels)
Sy — Sy + (¢i, p, frequency(ci, p));
End for
Cl+1 < GENERATECANDIDATES(S1;)
While (Cy11 # @)
And algorithm Sim

Fig. 7. Algorithm Sim

At each step, the set of candidates is compared to the datadasks to Algorithm
UPDATE. At the end of the scan, the kernels obtained for each catedidenporal item-
set are merged in order to obtain the solid itemsets. Thergtng principle of $m is
based on the following lemma.

Lemma 2. Let~ be the minimum threshold andbe a solid itemset thew C x; such
that|i| = |z; — 1], 3¢ such thats, C ¢ A frequency(i,q) > .

The proof is straightforward and based on the monotoniaibperty.x is a solid
itemset and; is frequent onc,,. Then, any subset af; is frequent one,,.

The algorithm does not give details about the particular chggnerating candi-
dates of size 2. This case is similar to size> 2, but the generated candidates come
from the self joinSI; x SI; filtered by the intersection of the periods of each consid-
ered itemsi(e. if two solid itemset of size 1a) and(b) do not share a common period,
then(a b) is not generated). The candidate generation of AlgorithemERATECAN -
DIDATES (Figure 8) is based on the properties of Lemmas 1 and 2

Another special case is not detailed in this algorithm:dsiémsets which have a
cover of one transaction. In fact, any itemset supportedt bgast one transaction can
be considered as a solid itemset according to definition &tder to avoid the enumer-
ation of all such itemsets, we add a filter on the minimum cdivat has to be respected
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Algorithm GENERATECANDIDATES
In; SI; the set of solid itemsets having lengdth
Out: Cy41 the set of candidates having lendth- 1
Cry1 0
For eachz,y € SI; such that:
(xiu e xik—l) = (Yir, - yik—l)
N > Ti A|zp Nyp| > 1
/Ithe periods of: andy have an intersection and
/Itheir prefixes catch the generation criteria
= ('xiw vy L1 yk)
Cry1 — Crg1 + (2, 2p N yp, 0)
End for
End algorithm GENERATECANDIDATES

Fig. 8. Algorithm generateCandidates
for a solid itemset before it is added $d;, the set of solid itemsets of sizein Sim.

Theorem 1. At each step of Algorithm &1, SI;, C Cy, (i.e.Vs € SI;,dc € Cj such
thats, = ¢; A sp C ¢p).

Proof Based on lemma 2 we know thét € S1;,Ju,v € SI,_; such that:
. u, andv,, are prefixes of sizé — 1 of s.
. ug andv, are frequent om,, andw,, with s, C u, ands, C v,.
. ug IS not frequent o, — u,, (sinceu is a Sl and is frequent only on its periag)).
4. v, is not frequent om, — vy,.

W N P

Therefore, if we extend each itemset of the solid itemsetS/in ; with all possible
items, and limit their period of possible frequency to th&eisections of the corre-
sponding(k — 1) solid itemsets, we would be provided with a supersei bf. Clearly,
Algorithm GENERATECANDIDATES builds candidates on this principle and limits their
period of possible frequency to that intersection.

Finally, based on lemma 1 the detection of the kernel§¢’pfand the generated
k—candidates on the corresponding intersection, and theimgeod the obtained ker-
nels, leads to the discovery of the-solid itemset$]

5. Related Work

Our problem can be compared to two main fields of data miniriging burst events
from data streams and mining temporal itemsets. In this@®atie provide an overview
of existing methods and problems as well as a comparisonawitistudy.

5.1. Data Streams, Bursts and Sliding Windows

In recent years, burst mining in data streams has gainedmgattention. An event is
considered bursty if it occurs with strong support in a darteme window. The defi-
nitions of bursts may vary in literature, but the idea is galte to find the items that
correspond to this time window and a significant thresholte fotion of burst is thus
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close to our definition of solid itemsets. However, at thisetiand to the best of our
knowledge, there is no method for mining bursty itemsetsesiiie existing methods
propose to detect events of one item (except (Cheong Fungw@amizD05) with events
made of correlations between multiple items).

Let us mention that mining in data streams requires a comigmbetween the time
response and the quality of the result. As a consequencepapyation is a key in data
stream mining methods, whereas in our framework, we wanttraet the exact set of
solid itemsets without compromising on the quality of theule In fact, when dealing
with security issues, such as fraud or intrusion detecanh exhaustive methods can
be helpful. For these reasons, our problem cannot be redocedata stream mining
problem such as frequent itemsets in sliding windows (Gald/&ang, 2009; Chi, Wang,
Yu and Muntz, 2006; Teng, Chen and Yu, 2003) or batches (@imrHan, Pei, Yan
and Yu, 2003). In methods based on sliding windows, the goasually to extract the
frequent patterns of the current window in reduced timeg@st, before the arrival of the
next records). In this case, the threshold is computed teewtndow and corresponds
to this specific size. In our definition of the problem, we wamextract the frequent
patterns as well as the window size that will allow this freqey. Therefore, the main
difference is on the window size which is not pre-defined in@ase, which makes the
problem challenging.

In (Chong et al., 2005; Michail Vlachos and Yu, 2005; Zhu ahasha, 2003), we
can find methods for mining bursty events in the form of freguteems. In (Zhu and
Shasha, 2003) the data stream is a unique sequence of item2®image) and the
authors propose to exploit a wavelet-based method in oodiand bursty items. In this
case, the items can be photons.

The authors of(Chong et al., 2005) also propose to consideeam consisting of
a single series of items. Their goal is to extract false-tieg@ems with an algorithm
(Loss-Negative) which handles bursting.

Fast burst correlation of financial data is considered in fidicVlachos and Yu,
2005) and the authors propose to find bursty evardsifems) in a data stream which
consists ofm time-series. The authors then propose burst identificatidthe form of
burst intervals and the discovery of overlapping burstgaitjueryq.

More similar to our problem, a definition of bursty event atitn in text stream
can be found in (Cheong Fung and Lu, 2005). In this case thamstomnsists of text
documents. However, the authors propose to use the timeriafeon to determine a set
of bursty features which may occur in different time windawsl to detect bursty events
based on the feature distributions with the algorithm HEEv The bursty events are
made of correlations between features but the main diféerevith our problem is that
overlapping sets of features (for instanEe = {a,b}, E2 = {b, c}) cannot be found
using HB-Event. Furthermore, this method is based on fixedevinsizes, whereas our
goal is to extract the exact window size that optimizes thestold of the itemsets.

Let us mention that (Zhu and Shasha, 2003) makes it possifiledtthe exact size
of the time period for a bursty event but in this case, the sveonsist of items and not
itemsets. In (Calders, Dexters and Goethals, 2007), theeipropose to discover the
optimal size of a window regarding the frequency of a patt&his problem is closely
related to ours but deals with data streams where the enceafitidow is fixed (and
corresponds to the current point in the stream). Their go#&b find the latest record
up to which the window can be extended while optimizing threshold of the itemset.
This is very different from our problem, where we have randmtess to all the records
and can choose the record where the window ends.

Finally, mining itemsets in data streams is frequently diciko a time decaying
model. For instance, in (Giannella et al., 2003; Chang arej 2803) the authors pro-
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pose to diminish the effect of old transactions on the mimgsult by decaying the old
occurrences of each itemset as time goes by. This can be ecedids closely related to
our problem since frequent itemsets can be associated lwgthgeriods of frequency.
However, in time decaying models, if the user wants a mininsupport ofi, with

a batch or a window of siz&0, 000, the minimum number of occurrences should be
2,500 for an itemset to be extracted. Our claim is that an itemsdt witover of, say,
size 3, on a window of size 12 should be extracted. It will nothee case with decay-
ing models or models based on batches having a fixed sigel(), 000), because the
division of data is arbitrary and not guided by the frequeatpatterns (like we want
to do).

To conclude the subject of data streams, bursts and slidindows, at present and
to the best of our knowledge, we can affirm that despite soméasities, there is no
method which allows mining frequent itemsets at optimalktignanularities in an ex-
haustive manner (like we propose to do with solid itemsets).

5.2. Temporal itemsets

Interesting studies have been proposed on the temporattagedated to association
rule mining. We propose to divide these studies into threm weategories:

1) A specific period is giverand the goal is to find the frequent itemsets within this
period. In (Ale and Rossi, 2000), the authors propose thiemof temporal association
rules. Their idea consists of extracting itemsets that aguient over a specific period
that will be shorter than the whole database. However, thioge proposed in (Ale
and Rossi, 2000) are defined by the lifetime of each item. Therea data mining
process for extracting the periods is not necessary sirmedhly depend on the first
and last occurrence of each item. Furthermore, let us cengiiet itemseta b ¢) in
example 2, this itemset would not be discovered with the digfimof periods given in
(Ale and Rossi, 2000), since the first occurrence of the iraalitems is 1 and their
last occurrence is 10 (and we know that the itenfset ¢) has a threshold o{% on
this period). A similar idea is proposed in (Lee et al., 200d)ere the authors propose
to extract itemsets in a publication database. Their go &xtract rules in the form
(X = Y)"", wheret is the first occurrence ok andY in the same transaction and
is the end of the whole database.

Both previous studies have opened the door to exploringettmporal aspects of
association rules. However, if a data mining paradigm i®essary for extracting the
itemsets, this is not the case for the periods they propase shey correspond to a
straightforward definitionln our work, we want to avoid the usage of such a specific
time granularity. The different window sizes will be disexd by the algorithm we pro-
pose and they will optimize the frequency of the correspgnidémsets.

2) A specific pattern is givenand the goal is to find the corresponding periods. In
(Chen and Petrounias, 1999), the authors propose to igehéfvalid period and peri-
odicity of patterns. In other words, given a specific assamaule specified by the user,
their goal is to find the valid interval for this rule. In (Yodhang and Shekhar, 2005),
the authors propose to extract time-profiled associatioosder to discover interacting
relationships consistent with a query prevalence sequaverime.

3) Mining periodic (repetitive) patterns. In this category, the timestamps are ana-
lyzed in order to find repetitive patterrig. patterns that occur regularly and with a pre-
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cise periodicity in the records. In (Li, Ning, Wang and J&0@003), a repetition model
or pattern is given by the user in the form of a calendar. Fstaimce < 2000, x, 16 >
corresponds to thest" day of a month in 2000. They propose the extraction of associa
tion rules during this time interval with two methods: onegse and the other fuzzy. In
(Ozden, Ramaswamy and Silberschatz, 1998), the problenmirigreyclic association
rules is proposed. A rule is considered cyclic if it has miaimonfidence and support
at regular time intervals and two algorithms are proposesbiee the problem of their
extraction.

We note that an instructive survey on temporal knowledgeaetibn can be found
in (Roddick and Spiliopoulou, 2002).

We have defined a fourth kind of study: given a minimum supptract all the
optimal periods and the corresponding patterns, as staiefinition 6. In (Masseglia,
Poncelet, Teisseire and Marascu, 2008) we have proposetbleipreelated to sequen-
tial patterns and period mining in a Web access log file. Hanethe definition of
periods in (Masseglia et al., 2008) is straightforward (Aquklasts as long as no user
logs in or out). Furthermore, the proposed solution wasdasea heuristic whereas in
this paper, we propose an exhaustive and exact extractisunchf periods and patterns.

5.3. Context-aware division of the data

How to divide data and where to search for interesting kndgéeis a subject of grow-
ing interest (Palma, Bogorny, Kuijpers and Alvares, 200&ng, Steinbach, Ruslim
and Kumar, 2009). Usually, when the context is involved i dhivision, it enables the
extraction of patterns that are relevant and useful.

In (Palma et al., 2008) the context is made of locations on p that are used to
perform a better clustering in a set of trajectories. The @stpropose to use a set of
geographic objects given by the user to find interestinggddthough we are searching
for interesting periods, the goal is to obtain a better divisdf the data). The goal of
(Xiong et al., 2009) is to divide the data using a pattern pxéisg method. The authors
claim that interesting patterns might be ignored if the dlaté support them is divided
into separate clusters. They propose clustering solutizaisdo not split the patterns
between different clusters.

6. Experiments

The goal of this section is to show the points of interest afapproach from two main
points of view. First, the extracted patterns associateld théir periods of frequency are
the core of a new kind of relevant knowledge. Second, theytdvaot be extracted with a
traditional method of itemset mining. In Subsection 6.1 vilkprovide some examples
of extracted itemsets, and for each itemset we provide issipte interpretation. In
Subsection 6.2 we provide some studies on the thresholdegbadtierns extracted by
our method. Our dataset comes from the Web access log ofSophia Antipolis from
March 2004 to June 2007 and its size is 253 Gb. The total nuofosavigations after
the preprocessing is 36,710,616M$as been written in C++ on a PC (2.1Ghz) running
Linux with 2 Gb of main memory.
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6.1. Behaviors

The goal of this section is to show some of the most relevahéviers that we have
extracted. For each behavior in this section, we have ilgaged and found a convincing
explanation of the frequency of the pattern and its assettipériod. That explanation
is always related to the context. Let us mention that a behavith a cover of, say, 15
navigations within one day may be considered as highly #agurhis is due to the fact
that proxies generally hide most navigations from the Wetesdthe pages are stored
in caches of the proxy and requests are often handled by ¢xg prther than the server
itself). Meanwhile, given the characteristics of our datagver of 15 navigations would
represent a threshold d@f10=°> over three years of records. Our goal is not to extract
“frequent” navigations with a minimum threshojd~ 0%, because that would be of no
interest and would lead to a impracticable number of belmgatterns (and there is no
data mining algorithm able to handle such supports). In faanks to the characteristics
of the solid itemsets, we are able to extract patterns that sach a low support while
being highly frequent on “regions of interest”. This makepadtsible to decrease the
number of patterns and consume less CPU time.

In this section, we propose to analyze some of the extractid ilemsets on the
web log of Inria Sophia from 2004 to 2007.

Joan Miro: our first behavior involves a Web page created in 2002. Thig [beas
been written by Christophe Berthelot, a member of Omega tgdnmiia Sophia Antipo-
lis. Here is the corresponding solid itemset:
start: Thu Apr 20 07:05:39 2006
end: Thu Apr 20 17:21:06 2006
frequency0.024565
cover 120
itemset
with the prefix “omega/personnel/Christophe.Berthelot/”

{ css/style.css,
Omega/JoanMiro/joanmiro.html }

The interpretation of this behavior is not straightforwaFérst, Christophe is not
employed by Inria any more and we have no contact with himo&ecthe web page
is from 2002. However, a cover of 120 navigations is excewtiy high (given the
percentage of requests hidden by the caches of the proxiésaecording to our inves-
tigation on that point, the explanation lies in the follogiiimformation:

1. This Web page is dedicated to Joan Miro, a famous artist.
2. Joan Miro was born on April 20 1893.

3. Christophe’s page is ranked fifth on Google with the keylgddoan Miro” (at the
time of writing this paper).

Our conclusion is that on April 20j.€. Miro’s birthday) people have searched for in-
formation about the artist and found Christophe’s pages Blehavior is also true for
April 2004, 2005 and 2007.

MC2QMC2004 Conference:our second behavior is related to an international con-
ference (MC2QMC2004) organized by Omega (a team at Inridi@pHere is the ex-
tracted solid itemset:
start Mon May 17 09:22:41 2004
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end Mon May 17 12:49:26 2004
frequency0.0170512

cover. 19

itemset

{ omega/MC2QMC2004,
omega/MC2QMC2004/monday.html,
omega/MC2QMC2004/tuesday.html }

This behavior may be interpreted as follows: “during the @eérivhich begins on
Monday May 17 at 09:22:41 and ends on Monday May 17 at 12:4@Q64) 1,7% of
users have requested the following pages : the index of MC22004 and the program
of MC2QMC2004 for the first day (Monday) and the second dayeébay).” After a
discussion with the organizers, it appears that a messagwidaly sent to the commu-
nity of this conference in order to advertise the programramsind people to register.
This was immediately followed by this behavior.

MedINRIA: our last behavior is related to a software developed by Asu$eand
made available to download.
start Thu Sep 28 01:53:45 2006
end Thu Sep 28 04:27:25 2006
support 0.0148305
cover 12
itemset
{ asclepios/style.css, asclepios/software/MedINRIA,
asclepios/software/MedINRIA/download,
asclepios/software/MedINRIA/doc }

Once again, this particular behavior is explained by thessponding team. In fact,
Asclepios has released a new version of MedINRIA in Septe@®@6 and sent a mes-
sage to the users on September 27 (in the evening). Theingsodéhavior is a frequent
download of the software within the night.

6.2. Characteristics of the itemsets

The following experiments have been conducted on a datagetapresent only one
month: March 2006. This month is representative of our whiataset and makes it
possible to understand the characteristics of the resbigsred with $v. The dataset
for March 2006 contains 1,205,754 navigations and 99,2885t(URLS).

In order to reduce the number of extracted solid itemsetqyneposed to add a pa-
rameter to 8v: the minimum cover. In our dataset the number of solid itdmkaving
a cover of 2 is very high (approximately 80,000 for March 20@&rthermore, the cor-
responding solid itemsets are not very informative. Thishy we decided to provide
SiM with a filter on the minimum cover and therefore make it pdsstb lower the
number of irrelevant itemsets. In order to study the impddhe minimum cover on
the number of solid itemsets we have reported in Figure 9 tineber of solid itemsets
corresponding to each possible cover that has a size gteatethree for March 2006.
The information is provided for five different minimum thhedds of solid itemsets:
5%, 4%, 3%, 2% and1.5%. The results of Figure 9 show, for instance, that we have
extracted ten solid itemsets with a cover of six and a minimaupport 0of3%. The
possible covers range from 4 to 18 (however, in order for tiaglgc to be readable,
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we only report the number of SI for a selected set of covetsg. Minimum number of
solid itemsets with a specific cover isile( cover 8 and suppoB%) and the maximum
number of solid itemsets having a specific cover is 89 (covardisuppori, 5%).

It is difficult to compare 8v with traditional algorithms since our itemsets have
very particular thresholds. Hence, we propose to comp@t@virage threshold of the
solid itemsets over the whole dataset. Let us consider, &tamte, a solid itemset
Our goal is to scan the dataset and find the exact support @fer the entire dataset.
This operation is performed for all the solid itemsets areldherage global support is
computed. This global support is reported in Figure 10. Wealaserve, for instance,
that the average global support of the solid itemsets eetagithy = 2% is 0.07%.
The average global supports are very low and this is a wellvknigsue for traditional
data mining algorithms. However, even in the case of a pleseitiraction by means of
a traditional data mining method with such supports, thiefahg is true:
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1. The periods of interest would not be exhibited.

2. ltemsets with this support would be extracted over thelevdataset, even if they
don't correspond to a period of interest (in other words rilieber of itemsets would
be very large and would not have the interesting charatitarisf the solid itemsets).

6.3. Execution Times and Scalability

Our last experiment is dedicated to studying the responsestiof 3m. In Figure 11
we have reported the response times of Svith different thresholds and a minimum
cover of four, on the log file corresponding to March 2006. Tirst observation is that
the execution time of & still needs to be improved. Presently, however, this kind of
knowledge can only be extracted usingnSSecond, we demonstrate the scalability of
our algorithm in Figure 12. We can see that, for three difieralues with minimum
support, our algorithm has linear response times regartieglata size. For this ex-
periment, we built a synthetic data set by selecting suludetee original file. The size

of these subsets grows from 300,000 navigations up to YR0Mavigations (which
corresponds to the whole file of March 2006).

7. Conclusion

In this paper, we have proposed a new definition of itemsetsgresent a high fre-
quency over a specific period without specifying a time glarity or a particular pe-
riod. The periods of frequency and the corresponding it¢ésnisave to be determined
by the algorithm based on the only notion of minimum supgddwever, discovering
these itemsets is a true challenge since the periods ofdreguand the corresponding
itemsets have to be discovered at the same time. Furtheriheraumber of possi-
ble combinations is impracticable and has to be reduced. ik&dzd the theoretical
foundation of our approach and our algorithm is based on tbeodery of 'kernels’
of frequency and their possible aggregations. Our experisrghowed that &1 is able
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Fig. 12. Execution times with an increasing number of navigations.

to extract the solid itemsets from very large datasets andges useful and readable
results.

Since our method is intended to discover periods of frequeme have observed
that this extraction might be divided into subprocesses goal is now to study possible
divisions of the data that will ensure a safe extraction ¢ifilstemsets. In other words,
instead of an arbitrary division that might touch a periodrefiuency, we will study a
division driven by the data mining algorithm on the basis §ifst scan. That would be
a first step towards a parallel version of this algorithm.
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