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1. INTRODUCTION

The problems of design and analysis of the nonlinear control systems are at the center of attention
of the scientific community for several decades, but it was only during the last two decades that
an appreciable progress was marked in the design and application of various methods of the theory
of nonlinear control. On the one hand, this success is due to the development of the computer
engineering enabling fast and thorough study of the nonlinear processes, and to the increased
demands on the control performance that can be satisfied by considering more complicated nonlinear
models of the control plants and more complicated control algorithms. On the other hand, this
is due to the development of an adequate theoretical apparatus for design and analysis of the
nonlinear systems. The 1990s were noted for the advent and development of a whole series of
nonlinear system methods that were christened “constructive” in [1]. The concept of stability of
the dynamic systems from input to the state vector that is considered in what follows may be sorted
with such “discoveries” [2, 3]. It is distinguished for that it enables one to formalize the conditions
for stability of the nonlinear system under input perturbations or, stated differently, to formalize
the notion of system “robustness” to external perturbations.

The present review discusses the main results related with this concept and the allied notions
of stability. The basic property of robust stability is introduced in Section 2. Sections 3 and 4
introduce various adjacent notions, and their use is considered in Section 5. The auxiliary material
and all abbreviations used in the review are compiled in Section 6, and the results left outside the
present review are compiled in Section 7.

2. CONCEPT OF ROBUST STABILITY

It is common knowledge that for the linear stationary system

ẋ = Ax+Bu, (2.1)

where x ∈ R
n and u ∈ R

m are the vectors of state and input, the Hurwitz stability of the matrix A
(all matrix eigenvalues have negative real part) implies global asymptotic stability for u = 0. For
an arbitrary (measurable) input u and the initial conditions x0 ∈ R

n, the system solution is set
down as

x(t) = eAtx0 +

t∫

0

eA(t−τ)Bu(τ) dτ , t � 0.
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1580 DASHKOVSKIY et al.

In this case, there exist constants a > 0 and b > 0 such that |eAt| � ae−bt, t � 0, and the system
solutions satisfy the upper bound

|x(t)| � ae−bt|x0|+ a

t∫

0

e−b(t−τ)|B||u(τ)| dτ � ae−b t|x0|+ c sup
t�0

|u(t)|, (2.2)

where c = a|B|/b. It necessarily follows from the last estimate for any |u(t)| → 0 for t → ∞ that
|x(t)| → 0 for t→ ∞, and boundedness of the input u implies boundedness of the state vector x(t).
The estimate obtained coincides with the formulation of stability of the input-output operator of
the linear system from the space L∞ to L∞ [4]. Other stability criteria that are similar to “L∞ to
L∞” are formulated in terms of the input-output operators as follows:

“L2 in L∞” : |x(t)| � a e−b t|x0|+ c

t∫

0

|u(τ)| dτ ,

“L2 in L2” :

t∫

0

|x(τ)| dτ � a|x0|+ c

t∫

0

|u(τ)| dτ .

The first property defines in this case existence of the input-output operator with finite H2 norm,
and the second condition defines existence of the operator with finite H∞ norm (it is assumed that
the input signal is bounded). For the linear system, existence of any of these estimates amounts to
the satisfaction of the rest of them, that is, if a linear system is asymptotically stable at zero input,
then it has bounded solutions for any bounded input. An intuitive extension of this property to
the class of nonlinear stationary systems proves to be invalid. To illustrate this fact, we consider
the following example [5]:

ẋ = −3x+ (1 + 2x2)u.

This system is globally asymptotically stable for zero input, but for the initial conditions x0 = 2
and u(t) = 1 the corresponding solution x(t) = (3 − et)/(3 − 2 et) goes to infinity in a finite time!
Moreover, another example: for any constant input u(t) � 2, the system

ẋ = −x+ xu

is unstable, but it is possible to demonstrate [6] that for the asymptotically decaying input its
solutions are defined for all t � 0 and tend asymptotically to zero (it suffices to consider for that
the Lyapunov function V (x) = 1

2 x
2), that is, the system is stable in the sense of “L2 to L∞”

but does not have stability “L∞ to L∞.” Therefore, it turns out that for the nonlinear systems
the property of global stability to the external bounded and/or decaying perturbations does not
follow from global (exponential) stability in the absence of inputs. The theory of input-state stable
systems whose basic premises are presented below answers the question as to when the nonlinear
system features robustness to the external perturbations.

2.1. Formulation of the Problem

We consider nonlinear dynamic systems with model representable as

ẋ = f(x, u) (2.3)

or

ẋ = f(x) +G(x)u, (2.4)
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where x ∈ R
n is the state vector of systems (2.3) and (2.4) and u ∈ R

m is the input vector. In some
cases, we consider such systems with the output y = h(x), where h : Rn → R

p. Let the function
f : Rn × R

m → R
n in (2.3) and, correspondingly, the functions f : Rn → R

n and G : Rn → R
n×m

in (2.4) be continuous and locally Lipschitzian (continuously differentiable), f(0, 0) = 0 and, corre-
spondingly, f(0) = 0. We assume that the control or input of systems (2.3) and (2.4) is a measur-
able and locally bounded almost everywhere function u : R+ → R

m (for more detailed definition of
function measurability see, for example, [7]). The set of all such functions satisfying the condition

||u|| = ess. sup{|u (t)| , t � 0 } < +∞
is denoted by MRm (the main definitions and notations used in the present paper, as well as some
basic properties of systems (2.3) and (2.4) are compiled in Section 6). The symbol x(t, x0, u) denotes
the trajectory of system (2.3) for t � 0 with the initial conditions x0 ∈ R

n and u ∈MRm (sometimes,
if the arguments are understandable from the context, we use x(t) for x(t, x0, u)). It is required to
define the robust stability of these systems to inputs, work out the necessary and sufficient stability
conditions, characterize this property in terms of the Lyapunov functions, and establish the relation
between the properties of globally asymptotic and robust stability. System (2.3) generalizes (2.4).
Therefore, below all definitions are considered for system (2.3), and special references to (2.4)
are made wherever necessary. Some notations and standard stability definitions of systems (2.3)
and (2.4) are given in Section 6.

2.2. Stability from Input to State Vector

More than two decades ago one of the present authors suggested [8] a definition of robust stability
of system (2.3) formulated by generalizing the estimate established for the stable linear systems
(the definitions of functions from the classes KL and K that are used below are given in Section 6).

Definition 2.1 [8]. System (2.3) is called input-to-state stable if for any input u ∈MRm and
x0 ∈ R

n there exist functions β ∈ KL and γ ∈ K such that

|x(t, x0, u)| � β(|x0|, t) + γ(||u||) (2.5)

for ∀ t � 0. The function γ is called the nonlinear gain.

We abbreviate this new property of system (2.3) by ISS. Since max{a, b} � a+ b � 2max{a, b}
is satisfied for any a, b ∈ R+, there exists an equivalent formulation of ISS:

|x(t, x0, u)| � max{β(|x0|, t), γ(||u||)} (2.6)

for all x0 ∈ R
n, u ∈ MRm and some β ∈ KL, γ ∈ K. For the solutions of the linear system (2.1),

the determined estimate (2.2) satisfies, obviously, the definition of ISS for β(s, t) = ase−bt and
γ(s) = cs. The functions of classes KL and K allow one to denote briefly in the general form
the estimates for solutions of the nonlinear systems as it is done with the use of the linear gains
and exponential estimates in the linear systems. We notice that it is advisable to determine more
precise estimates of the solutions for determination of ISS for applications. Depending on the
system, it may be more convenient to use for that (2.6) instead of (2.5). There exists a more
general form of this defining inequality [9] which is especially useful at considering connections of
the ISS systems where signals of more than one system are input in a single system. Now, we
consider an extended description of the property of ISS and equivalent means for defining it for
which purpose we introduce some accompanying properties of the dynamic systems.

Definition 2.2 [10]. System (2.3)

(a) is called 0-locally stable (0-LS) if at the point x0 = 0 for u = 0 the map x0 → x is continuous
(local Lyapunov stability at the origin);
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1582 DASHKOVSKIY et al.

(b) has asymptotic gain if for all u ∈MRm and x0 ∈ R
n there exists function γ ∈ K, the nonlinear

asymptotic coefficient of the system, such that

lim
t→+∞ |x(t, x0, u)| � γ (||u||) ;

(c) has uniform asymptotic gain if the upper limit in the last inequality exists uniformly in x0
and u, that is, there exists a function γ ∈ K such that ∀ ε > 0, ∀κ > 0 ∃T (ε, κ) > 0:

|x0| � κ ⇒ sup
t�T (ε,κ)

|x(t, x0, u)| � γ(||u||) + ε;

(d) has the limit property if for all u ∈ MRm and x0 ∈ R
n there exists a function ρ ∈ K such

that

inf
t�0

|x(t, x0, u)| � ρ (||u||) .

Condition (b) of the last definition may be interpreted as the “limit boundedness” uniform in
the initial conditions for all solutions of the ISS system. This condition may also be interpreted as
an extension of the system attractivity condition to the case of u �= 0. Condition (d) implies that
for any initial conditions x0 ∈ R

n and u ∈MRm their corresponding trajectory of system x(t, x0, u)
enters the neighborhood ρ (||u||) of the origin but does not necessarily remain there (according to
the limit property, then this trajectory may be unbounded).

Definition 2.3 [11]. System (2.3) is referred to as robust stable if there exists function ρ ∈ K∞
such that from any permissible, possibly nonstationary, law of feedback control

u = k(t, x),

which uniformly globally asymptotically stabilizes system (2.3) (uniformly in k) it follows that the
condition

|k(t, x)| � ρ(|x|) ∀x ∈ R
n and almost all t � 0

is satisfied.

By the permissible feedback control law is meant the law k(t, x) such that for x(0) ∈ R
n the

system solution

ẋ = f(x, k(t, x))

exists and is defined at least for small t, and two such solutions coincide on their interval of
existence. The function k(t, x) also may represent both the unaccounted dynamics or external
perturbation k(t). In this case, ρ is called the stability margin, and, according to the definition,
if the external perturbation k is bounded in amplitude by the stability margin ρ, then the system
retains stability (is asymptotically stable, robust to perturbations bounded by ρ). Importance
and relation with ISS of the properties introduced in Definitions 2.2 and 2.3 are explained by the
following theorem.

Theorem 2.1 [10, 12]. The following properties are equivalent for system (2.3):

• ISS;

• existence of uniform asymptotic gain;

• 0-LS and existence of asymptotic gain;

• 0-LS and existence of the limit property;

• robust stability.
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Therefore, the property of ISS may be introduced directly through the notions of robust stability
or asymptotic gain in input. These equivalent definitions give a better insight into the features of
ISS that are hidden in estimate (2.5) from Definition 2.1. We notice one more distinction of ISS,
its invariance to the transformation of coordinates. If x is the state vector of system ISS, then by
introducing a homeomorphic transformation to new coordinates

�
x = S(x), where S is continuous

and exists continuously S−1, S(0) = 0), we get that in the new coordinates
�
x the system is also ISS

with the modified functions β and γ. We emphasize that not any property of stability is independent
of the nonlinear transformation of coordinates. For example, the property of exponential stability
is not such [2]! ISS and other notions may be readily generalized to other types of systems such as
the discrete, hybrid, or delay systems, as well as more general classes of systems [13–15].

2.3. ISS of Lyapunov Function

The apparatus of the Lyapunov functions [16] is traditionally used to analyze autonomous sys-
tems for stability (for u = 0). This property of stability presumes availability of system input. The
fundamental achievement of the direct Lyapunov method is the possibility to analyze (asymptotic)
behavior of the system solutions without calculating the solutions proper as time function and the
initial conditions which is a hard problem for the nonlinear systems. The inequalities for some
functions of the state vector and their derivatives are checked by substituting the functions of the
right side of the system. This approached first was extended to the input systems in the theory
of dissipative systems (see Definition 6.3 of this kind of stability in Section 6, [17, 18]) where the
system solutions were estimated using the inequalities depending on the system input, output, and
state for the derivatives of the corresponding positive definite functions (supply rates). It turns out
that such inequalities also enable one to determine the qualitative and quantitative characteristics
of behavior of the solutions of the perturbed systems without calculating the solutions proper in the
time domain. A.M. Lyapunov understood and introduced his functions namely with this purpose
in view. In this connection the apparatus discussed below was named the Lyapunov functions.

Definition 2.4 [8]. The smooth function V : Rn → R+ is called the ISS Lyapunov function if
for it there are the functions α1, α2 ∈ K∞, α3, χ ∈ K such that the conditions

α1(|x|) � V (x) � α2(|x|) ∀ x ∈ R
n,

|x| � χ(|u|) ⇒ Lf(x,u)V (x) � −α3(|x|) ∀ x ∈ R
n, u ∈ R

m, (2.7)

are satisfied.

We notice that generally speaking the gain χ is other than the gain γ introduced in the definition
of ISS. The notion of input to state (ISDS) dynamic stability equivalent to ISS was introduced
in [19]. However, it disregards the effect of decay of the influence of earlier values of the input on
the current values of the state vector. Additionally, the definition of ISDS and the corresponding
ISDS Lyapunov function are introduced so that the corresponding gains coincide. An equivalent
definition of the ISS Lyapunov function is obtained if condition (2.7) is replaced by

DV (x)f(x, u) � θ(|u|)− α(|x|) ∀ x ∈ R
n, u ∈ R

m, (2.8)

where α, θ ∈ K∞.

Theorem 2.2 [8, 12]. System (2.3) is ISS if and only if there exists for it an ISS Lyapunov
function.

We notice that for u = 0 the ISS Lyapunov function is reduced to the standard Lyapunov
function for the system asymptotic stability. It was demonstrated in [20] that if a system has the

AUTOMATION AND REMOTE CONTROL Vol. 72 No. 8 2011
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Lyapunov function, then it has also a smooth “exponential” Lyapunov function V : Rn → R+ such
that

α1(|x|) � V (x) � α2(|x|), DV (x) f(x, u) � θ(|u|)− V (x)

is satisfied for all x ∈ R
n, u ∈ R

m, and some α1, α2 ∈ K∞, θ ∈ K.

An important useful mechanism to handle the ISS Lyapunov functions enabling one to modify the
functions α,α3, χ, θ at zero or on infinity was proposed in [21]. By the definition of the dissipative
systems (Definition 6.3) and form of the ISS Lyapunov function, the ISS systems make up a subclass
of dissipative systems (V is the supply rate, (θ(|u|) − α(|x|)) is the expenditure function). Let us
consider the simplest examples illustrating the relation between the method of Lyapunov functions
and the property of ISS. First we notice that the linear system (2.1) is ISS if and only if A is
a Hurwitz matrix and V (x) = xTPx, where P = PT > 0 is the solution of the corresponding
Lyapunov equation ATP + PA < 0, can be used as the Lyapunov function. This follows from the
above reasoning for the linear systems. Now we consider the nonlinear system

ẋ = −x3 + u, x, u ∈ R.

By taking V (x) =
1

2
x2, α3(s) =

1

2
s4, χ(s) =

(
1√
2
s

) 2
3

, s � 0, we obtain that

V̇ = x(−x3 + u) < −1

2
x4 = −α3(|x|)

if V (x) > χ(|u|). This means that this system is ISS, and V (x) =
1

2
x2 can be used as its ISS

Lyapunov function.

2.4. ISS Stabilizability

We present the results enabling one to endow the given system of form (2.3) with the ISS
property and introduce the following definition.

Definition 2.5 [11]. System (2.3) is referred to as stabilizable if there exists for it a control law

u = k(x),

where k is continuous and differentiable function, such that the closed-loop control system is globally
asymptotically stable at the origin of the state space. In what follows, we call (2.3) the ISS
stabilizable system if for it there exists a control law

u = k(x) + v,

where v is the new input vector rendering to the closed-loop system the property of ISS in input v.
Finally, we call (2.3) weakly ISS stabilizable if for it there exists a control law

u = k(x) + Ω(x)v,

where the matrix function Ω is continuous, differentiable, and invertible for each x, such that the
closed-loop system is ISS in input v.

Obviously, the ISS stabilizable system is weakly ISS stabilizable for Ω(x) = I. Additionally,
by definition of ISS, the ISS stabilizable and weakly ISS stabilizable systems are simultaneously
stabilizable because for v = 0 we obtain a globally asymptotically stable system. Moreover, the
following results are valid.

AUTOMATION AND REMOTE CONTROL Vol. 72 No. 8 2011
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Theorem 2.3 [11]. If system (2.3) is stabilizable, then it is also weakly ISS stabilizable,

Theorem 2.4 [8]. If system (2.4) is stabilizable, the it is also ISS stabilizable.

It was also proved in [22] that if (2.4) is a globally and asymptotically controllable system, that
is, for any x0 ∈ R

n there exists u ∈ MRm , ||u|| � σ(|x0|), σ ∈ K, such that |x(t, x0, u)| � β(|x0|, t),
β ∈ KL, t � 0), then there exists a feedback control law u = k(x)+v, possibly with a discontinuous
function k, such that the closed-loop system is ISS. Since system (2.4) with the control k is generally
discontinuous, a special determination of the solutions of such perturbed system is used in [22].
These results establish the conditions for principal solvability of the problem of ISS stabilization
without offering a choice of the functions k and Ω. Particular methods of designing the robust
stabilizing control laws for various classes of system will be considered in Section 5.

2.5. Relation between the Input-State and ISS Operators

Let us consider some other properties of the ISS system which rely on studying the operators of
mapping the space of inputs onto that of states of the nonlinear dynamic system which are similar
to those considered in the Introduction for the linear system.

Definition 2.6 [6]. System (2.3) will be said to have the property “L∞ to L∞” if there exist
functions α, γ ∈ K∞ and β ∈ KL such that

α(|x(x0, t, u)|) � β(|x0|, t) + sup
s∈[0,t]

γ(|u(s)|) ∀ t � 0

is satisfied ∀ x0 ∈ R
n, ∀ u ∈MRm .

Definition 2.7 [6]. System (2.3) will be said to have the property “L2 to L∞” if there exist
functions α, γ ∈ K∞ and β ∈ KL such that

α(|x(x0, t, u)|) � β(|x0|, t) +
t∫

0

γ(|u(s)|) ds ∀ t � 0

is satisfied ∀ x0 ∈ R
n, ∀ u ∈MRm .

Definition 2.8 [6]. System (2.3) will be said to have the property “L2 to L2” if there exist
functions α, γ, κ ∈ K∞ such that

t∫

0

α(|x(s)|) ds � κ(|x0|) +
t∫

0

γ(|u(s)|) ds ∀ t � 0

is satisfied ∀ x0 ∈ R
n, ∀ u ∈MRm .

Definition 2.6 has a natural continuation on the nonlinear systems of the notion of the finite L1

operator from input to output under the conditions of nonlinear change of coordinates [6]. Defi-
nition 2.7 implies that in this case there exists an input-output operator with a finite H2 norm.
Definition 2.8 extends to the nonlinear systems the notion of the operator with finite H∞ norm.
The following lemma is true.

Lemma 2.1 [6]. System (2.3) is ISS if and only if it has any of the properties given in Defini-
tions 2.6 and 2.8.

This conclusion established one more parallel between the properties of ISS for the nonlinear
system and the globally asymptotic stability of the linear where this relation is satisfied as well. The
property given in Definition 2.7 is weaker than ISS. We notice that a dynamic system of such type

AUTOMATION AND REMOTE CONTROL Vol. 72 No. 8 2011
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features extendability of solutions. This property of the dynamic system (2.3) was named in [6]
the integral stability from input to the state vector (iISS). We notice an obvious relation of the
properties of ISS and iISS of the nonlinear dynamic systems [6]: if system (2.3) is ISS, then it is iISS
as well. The property of iISS is the first allied ISS property mentioned in this review which is based
on the “ISS concept,” that is, as will be shown below, it has similar ways of formulation, relation
with stability of the linear systems, and equivalent expression in terms of the Lyapunov function.
The features of the iISS property, as well as other additional properties of stability obtained within
the framework of the ISS concept are discussed in Section 3.

3. CONCOMITANT ISS PROPERTIES

Let us consider the iISS property and other characteristics of the dynamic systems formulated
on the basis of the ISS concept.

3.1. Integral Stability from Input to State Vector

We stress an important feature of the “L2 to L∞” stable systems.

Lemma 3.1 [6]. If the solutions of system (2.3) satisfy the estimate from Definition 2.7, then
for any u such that

∞∫

0

γ(|u(s)|) ds <∞,

and any x0 ∈ R
n it follows that x(t, x0, u) → 0 for t→ + ∞.

Now we present the necessary and sufficient conditions for the iISS property of the dynamic
system for which purpose we introduce several useful definitions.

Definition 3.1 [23]. The continuously differentiable function V : Rn → R+ is called the iISS
Lyapunov function if for it there exist functions α1, α2 ∈ K∞, σ ∈ K and positive definite continuous
function α3 such that

α1(|x|) � V (x) � α2(|x|) ∀ x ∈ R
n

and
DV (x)f(x, u) � −α3(|x|) + σ(|u|) ∀ x ∈ R

n, u ∈ R
m.

We emphasize the main distinction between the ISS and iISS Lyapunov functions: for the ISS
system the function α3 ∈ K∞. Now we consider system (2.3) with output

ẋ = f(x, u), y = h(x), (3.1)

where h : Rn → R
p is a continuous function. For any x0 ∈ R

n and u ∈MRm , we denote y(t, x0, u) =
h(x(t, x0, u)) for all t � 0, where the solution of system (3.1) is determined. Below we denote by
Z = {x ∈ R

n : h(x) = 0} the set of zero-dynamics of system (3.1).

Definition 3.2 [23, 24]. System (3.1) is referred to as detectable in zero in output h if

y(t, x0, 0) = 0, t � 0 ⇒ lim
t→+∞ |x(t, x0, 0)| = 0

is satisfied for any x0 ∈ R
n. System (3.1) is referred to as h-dissipative if there exist continuously

differentiable, proper unbounded and positive definite function W : Rn → R+, σ ∈ K and positive
definite function α4 such that

DW (x)f(x, u) � −α4(|h(x)|) + σ(|u|) ∀ x ∈ R
n, u ∈ R

m.
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If this property is true for the smooth function W , then system (3.1) is referred to as smoothly
h-dissipative.

For a system detected at zero in output h, the set Z is invariant for u = 0 and formed by the
solutions of system (3.1) with input and output identically zero (solutions of the zero-dynamics
system) tending asymptotically to the equilibrium at the origin.

Theorem 3.1 [23, 25]. The following statements are equivalent for system (2.3):

(1) system is iISS;

(2) system has a smooth iISS Lyapunov function;

(3) there exists an output h making the system smoothly h-dissipative and detectable at zero;

(4) system is globally asymptotically stable for u = 0, and there exists a smooth positive definite
and proper unbounded function V : Rn → R+ such that

DV (x)f(x, u) � σ(|u|)

for all x ∈ R
n, u ∈ R

m and some σ ∈ K;

(5) there exists a smooth positive definite and proper unbounded function W : Rn → R+, func-

tions γ, ρ ∈ K∞, and positive definite function b with
+∞∫
0

dr

1 + b(r)
= +∞ such that

|x| � ρ(|u|) ⇒ DW (x)f(x, u) < γ(|u|)b[W (x)]

is satisfied for all x ∈ R
n\{0}, u ∈ R

m;

(6) there exist functions W , γ, ρ, b satisfying conditions of item (5) and positive definite func-
tion α such that

|x| � ρ(|u|) ⇒ DW (x)f(x, u) � −α(|x|) + γ(|u)b[W (x)]

is satisfied for all x ∈ R
n\{0}, u ∈ R

m.

Therefore, the property of iISS has the same wide set of equivalent means of definition as ISS,
the difference being only in robustness of the system to various input actions. The general style
of describing these properties allows one to classify them with the same concept of stability. We
notice that it was proved in [26] that iISS and weakened property “L2 to L2” are equivalent. Here,
for all x0 ∈ R

n, u ∈MRm there are α, γ, κ, χ ∈ K∞ such that

t∫

0

α(|x(s)|) ds � κ(|x0|) + χ

⎛
⎝

t∫

0

γ(|u(s)|) ds
⎞
⎠ ∀ t � 0

is satisfied.

A distinction of this property from that introduced in Definition 2.8 lies in the function χ whose
occurrence may be interpreted as “Lp to Lq” stability of the system for q �= p. The following system
is considered as an example of the iISS system which is not ISS:

ẋ = − x

x2 + 1
+ u, x, u ∈ R.

Obviously, this system is not ISS. For example, ẋ � 1

2
is satisfied for u ≡ 1 and the solution will

be unbounded for any initial condition. Let us consider the Lyapunov functions V (x) = |x| as
AUTOMATION AND REMOTE CONTROL Vol. 72 No. 8 2011
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candidates for iISS. This function is differentiable over the entire numerical axis, excepts for the
origin. By differentiating it, we obtain in virtue of the system equations that

V̇ = − |x|
x2 + 1

+ sgn(x)u � − |x|
x2 + 1

+ |u|, x �= 0.

Determination of α3(|x|) = |x|
x2 + 1

and σ(|u|) = |u| shows that the function V is an iISS Lyapunov

function for the system under consideration. The aforementioned system

ẋ = −x+ xu,

can be shown to be an iISS system; moreover, any bilinear system

ẋ =

(
A+

m∑
i=1

uiAi

)
x+Bu, x ∈ R

n, u = (u1, . . . , um)T ∈ R
m,

is iISS if and only if A,A1, . . . , Am are Hurwitzian matrices [3].

3.2. Local Stability from Input to State Vector

An interesting generalization of ISS is represented by its local version (LISS) [10, 27, 28].

Definition 3.3. System (4.2) is referred to as locally stable input to state stable (LISS) if there
exist positive numbers ρ0 and ρu and functions γ ∈ K∞ and β ∈ KL such that

x(t, x0, u) < β(|x0|, t) + γ(||u||∞), t � 0 (3.2)

is satisfied for all initial values |x0| � ρ0 and inputs ||u|| � ρu.

Obviously, for ρ0 = ∞, ρu = ∞ we obtain the ordinary ISS property. We notice that the set of
LISS systems includes the class of iISS as a subset which in turn includes the set of ISS systems.
The Lyapunov function for the LISS systems is defined similar to the case of ISS. At that, the
implication

V (x) ≥ γ(|u|) =⇒ DV (x)f(x, u) ≤ −α(V (x)) (3.3)

must be satisfied only for |x| � ρ0 and |u| � ρu. The local versions of uniform asymptotic gain,
asymptotic stability, and so on can be defined similarly. We consider the following system

ẋ = −x+ x2 + u, x, u ∈ R

by way of example of the LISS system. For the zero input, this system has two equilibria and,
therefore, is not globally asymptotically stable and ISS. However, if constraints are imposed on the

initial conditions and the input, for example, by requiring that |x(0)| < 1

2
and |u| < 1

4
, then one

can readily make sure that this system is LISS for which purpose V (x) = |x| can be used as the
LISS of the Lyapunov function. We consider below systems with output and the corresponding
properties of robust stability.

3.3. Stability from Output and Input to State Vector

Let us consider the dual ISS property relative to the output vector of the system

ẋ = f(x), y = h(x), (3.4)

where the function f is locally Lipschitzian and continuous; h is continuously differentiable, and
f(0) = 0. For the linear systems, such property was christened “detectability” or minimum phase
property.
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Definition 3.4 [29]. System (3.4) is called output to state stable (OSS) if there exist functions
β ∈ KL and γ ∈ K such that

|x(t, x0)| � β(|x0|, t) + γ(||y[0,t]||)

is satisfied for all x0 ∈ R
n and all t ∈ [0, tmax). Here, tmax = tmax(x0) � +∞ defines the interval

over which the solution of system (3.4) is defined a priori, y(t) = h[x(t, x0)] is the output function,
and y[0,t] is a contraction of the solution y(t) to the time interval [0, t].

Definition 3.5 [29]. The function V : Rn → R+ is called the OSS Lyapunov function for sys-
tem (3.4) if:

(1) there exist functions α1, α2 ∈ K∞ such that

α1(|x|) � V (x) � α2(|x|) ∀ x ∈ R
n

is satisfied;

(2) the function V is continuously differentiable along the trajectories of system (3.4), at that,
there are functions α, σ ∈ K∞:

DV (x)f(x) � −α(|x|) + σ(|y|) ∀ x ∈ R
n and t ∈ [0, tmax).

The following theorem is valid.

Theorem 3.2 [29]. System (3.4) is OSS if and only if it has an OSS Lyapunov function.

Therefore, substitution of output for input in the estimates from Definitions 2.1–3.4 leads to a
similar modification of the Lyapunov functions. We present another interesting result.

Lemma 3.2 [30]. Let the system (2.4) have globally definite normal form [31], that is, there be
a smooth transform of coordinates x = Φ(y, z) such that in new coordinates Eqs. (2.4) are given by

ż = q(z, y), z ∈ R
n−p; (3.5)

ẏ = a(z, y) +B(z, y)u, y ∈ R
p.

System (2.4) is OSS if and only if subsystem (3.5) (on the submanifold of zero dynamics) has the
property of ISS relative to y.

We notice that the ISS property of the z-subsystem must be understood only for the output
functions of system (2.4) and not for any measured input y of z-subsystem. Determination of
stability from output to state and input (in the case where the state and input vectors are bounded
not only in the output norm, but also the norms of its derivatives) can be found in [32]. Such
property can be regarded as a development of the OSS property and robust minimum phase [5].
Some variants of extension of the ISS property to the systems with output (3.1) were proposed
in [29, 33]. In particular, the following property is a roughened analog of the detectability in zero
(see Definition 3.2 and [24]); it can also be regarded as an extension of the OSS property to the
systems with input (3.1). In the case at hand, the vector function h is continuously differentiable.

Definition 3.6 [29]. System (3.1) is called the input/output to state vector stable (IOSS) if there
exist functions β ∈ KL and γ1, γ2 ∈ K such that

|x(t, x0)| � β(|x0|, t) + γ1(||u[0,t]||) + γ2(||y[0,t]||)

is satisfied ∀ x0 ∈ R
n, ∀ u ∈ MRm and all t ∈ [0, tmax(x0, u)). Here, tmax(x0, u) � +∞ defines the

interval of definition of the solution of system (3.1); as before, y(t) = h[x(t, x0, u)] is the output
function.
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Definition 3.7 [29]. For system (3.1), the IOSS Lyapunov function is the function V having the
following properties:

(1) there exist functions α1, α2 ∈ K∞ such that

α1(|x|) � V (x) � α2(|x|) ∀ x ∈ R
n

is satisfied;

(2) the function V is continuously differentiable along the trajectories of system (3.1), at that
there exist functions α, σ1, σ2 ∈ K∞ such that

DV (x)f(x, u) � −α(|x|) + σ1(|u|) + σ2(|y|) ∀x ∈ R
n, u ∈ R

m.

Under the conditions of Definitions 3.6 and 3.7, Theorem 3.2 admits the following extension.

Theorem 3.3 [29]. System (3.1) is IOSS if and only if it has the IOSS Lyapunov function.

Additional equivalent means to define the IOSS property can be found in [34]. Both the OSS
and IOSS properties has similar formulations in the form of estimates of the system solutions given
by functions from the classes KL and K which follow from the corresponding Lyapunov functions,
which allows one to classify these properties with the general ISS concept.

3.4. Relation between IOSS and Existence of the Observer of the Norm of State Vector

Apart from the elegant theoretical formulation within the framework of the ISS concept, the
IOSS property has an interesting practical aspect associated with existence of the observer of the
norm of the state vector for this type of systems.

Definition 3.8 [35]. System ż = g(z, y, u), ψ = κ(z, y), z ∈ R
l, g : Rl+p+m → R

l, κ : Rl+p → R+

is called the observer of the norm of the state vector for (3.1) if

(a) there exist functions β1 ∈ KL and γ1, γ2 ∈ K such that

|ψ(t, z0, y(t, x0, u), u)| � β1(|z0|, t) + γ1(||y||[0,t]) + γ2(||u||[0,t])

is satisfied for all x0 ∈ R
n, z0 ∈ R

l, u ∈MRm over the entire interval of definition of solutions;

(b) there exist functions β2 ∈ KL and ρ ∈ K such that

|x(t, x0, u)| � β(|x0|+ |z0|, t) + ρ(|ψ(t, z0, y(t, x0, u), u)|)

is satisfied for all x0 ∈ R
n and z0 ∈ R

l, u ∈MRm , over the entire interval of definition of solutions.

Theorem 3.4 [35]. System (3.1) admits existence of the observer of the norm of the state vector
if and only if it is IOSS.

As was already noted, the IOSS property is a roughened analog of the property of detectability,
that is, for the identically zero input and output, the state vector tends to zero, and for bounded
input and output the state is bounded as well. According to the last assertion, this property
implies that there exists a mechanism for calculation of the numerical estimates of the norm of state
(boundedness at the qualitative level follows from the property itself). For example, if the system
has an IOSS Lyapunov function from Definition 3.7, then g(z, y, u) = −α◦α−1

2 (z)+σ1(|u|)+σ2(|y|),
κ(z, y) = α−1

1 (z), ρ(s) = s can be selected for z ∈ R+.
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3.5. Input to Output Stability

Let us consider a generalization of the ISS property to the systems with output (3.1) (a definition
of the property of unboundedness observability (UO) used here is given in Section 6).

Definition 3.9 [33, 36]. System (3.1) having UO is input to output stable (IOS) if there exist
function β ∈ KL and γ ∈ K such that ∀ t � 0, x0 ∈ R

n, u ∈MRm

|y(x0, u, t)| � β(|x0|, t) + γ(||u||)

is satisfied;

if additionally the system is output-Lagrange stable (OL), that is, there exist functions σ1, σ2 ∈ K
such that

|y(x0, d, t)| � σ1(|h(x0)|) + σ2(||u||)
is satisfied for ∀ t � 0, x0 ∈ R

n, then the system is called output-Lagrange input to output stable
(OLIOS);

if for the system there exist functions β ∈ KL and γ ∈ K such that

|y(x0, u, t)| � β(|h(x0)|, t) + γ(||u||)

is satisfied for ∀ t � 0, x0 ∈ R
n, then the system is called state-independent input to output stable

(SIIOS);

the system is called robustly output stable (ROS) if for it there are functions λ ∈ K∞ and β ∈ KL
such that the system

ẋ = g(x, d) = f(x, dλ(|y|)), y = h(x)

has the UO property and the estimate

|yλ(x0, d, t)| � β(|x0|, t)

is satisfied ∀ t � 0, x0 ∈ R
n, d ∈MB , where B = {d ∈ R

m : |d| � 1} and yλ(x0, d, t) is the solution
in the system output.

For the case of h(x) = x, the IOS and SIIOS properties are reduced to ISS. In the case of
studying the asymptotic properties of output stability, one must foresee existence of solutions for
all t � 0, because in the general case a situation is possible where the output y(t) is bounded
or tends to zero, whereas the solution x(t) exists only over a finite interval (it is namely to solve
this problem that a weakened analog of the property of extendability of solutions for systems
with output, the UO property, was introduced in Definition 3.9). A distinction of IOS from ISS
(SIIOS) lies in that for the IOS system it does not follow from smallness of |h(x0)| that the general
deviation of system |y(t)| is small; it is proportional to the nonestimable value |x0|. For the ISS
or SIIOS systems, in the KL estimates to the left and right there is the same variable (x(t) or
y(t), respectively). In conclusion, the robust output stability of system (3.1) may be commented
as follows: the system is uniformly robust stable in output relative to input from B for any output
feedback control law bounded by the function λ of the system robustness boundary.

Lemma 3.3 [36]. For system (3.1) having the UO property, the following relations are valid:

SIIOS ⇒ OLIOS ⇒ IOS ⇒ ROS.

In the general case, all inverse relations are not satisfied.

We underline that for the case of stability in state (h(x) = x) SIIOS follows from ROS.
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Definition 3.10 [37, 38]. For system (3.1), the smooth function V and the function λ : Rn → R+

are called the IOS Lyapunov function and the auxiliary module if there exist functions α1, α2 ∈ K∞
satisfying

α1(|h(x)|) � V (x) � α2(|x|) (3.6)

for all x ∈ R
n and also χ ∈ K and α3 ∈ KL such that

V (x) > χ(|u|) ⇒ DV (x)f(x, u) � −α3 (V (x), λ(x)) (3.7)

for all x ∈ R
n, u ∈ R

m. Additionally, for all u ∈MRm and x0 ∈ R
n and some δ ∈ K for any T � 0:

V (x(t, x0, u)) > χ(|u(t)|),
t ∈ [0, T ) ⇒ λ (x(t, x0, u)) � max {δ(|x0|), δ(||u||)} .

The function V is called the OLIOS Lyapunov function if inequality (3.6) can be strengthened
to

α1(|h(x)|) � V (x) � α2(|h(x)|), α1, α2 ∈ K∞. (3.8)

The function V is called the SIIOS Lyapunov function if inequality (3.8) is satisfied for some
α1, α2 ∈ K∞ and there are functions χ,α3 ∈ K such that for all x ∈ R

n and u ∈ R
m:

V (x) > χ(|u|) ⇒ DV (x)f(x, u) � −α3 (V (x)) .

The function V is called the ROS Lyapunov function if inequality (3.6) is satisfied for some
α1, α2 ∈ K∞ and there are functions χ ∈ K and α3 ∈ KL such that for all x ∈ R

n and u ∈ R
m:

|y| > χ(|u|) ⇒ DV (x)f(x, u) � −α3 (V (x), |x|) .

The IOS Lyapunov function was introduced in [37] for the bounded input bounded state (BIBS)
systems defined in Section 6. In this case, the function |x| can be used as an auxiliary module λ,
and inequality (3.7) is representable as follows:

V (x) > χ(|u|) ⇒ DV (x)f(x, u) � −α3(V (x), |x|).

Theorem 3.5 [37, 38]. Let (3.1) be UO system. The following properties are equivalent:

(1) system (3.1) IOS (OLIOS, SIIOS );

(2) system (3.1) has IOS (OLIOS, SIIOS ) Lyapunov function and auxiliary module.

We emphasize that in the case of SIIOS there is no need for an auxiliary module.

Theorem 3.6 [37]. Let system (3.1) have the BIBS property. Then, if system (3.1) has IOS
(OLIOS, SIIOS, ROS ) Lyapunov function with the auxiliary module |x|, then system (3.1) is IOS
(OLIOS, SIIOS, ROS ).

The difference between the IOS and SIIOS properties becomes more evident at comparing the
corresponding Lyapunov functions. For SIIOS, the Lyapunov function is bounded from above by
the function of distance to the set, whereas for the IOS system the Lyapunov function can grow
proportionally to the norm of the state vector. According to the concept of the ISS systems, the
property of input to output stability may be characterized in some cases using the asymptotic
coefficients.
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Definition 3.11 [39]. System (3.1) having the UO property has asymptotic output gain if for all
u ∈MRm and x0 ∈ R

n there exists function γ ∈ K such that

lim
t→+∞ |y(t, x0, u)| � γ (||u||) .

Theorem 3.7 [39]. System (3.1) having the UO property is IOS if and only if it is OL and has
asymptotic output gain.

Stability of the nonlinear systems is a complicated field of study. Therefore, in some case where
one fails to construct the desired Lyapunov function it is advisable to use equivalent formulations
of stability as asymptotic gains given in Definitions 2.2–3.11.

3.6. ISS and iISS Properties with Respect to Set

Extension of the ISS property to the case of compact sets is described in [40–42]. In this case, it
is assumed that system (2.3) has a compact set A that is invariant for the zero input u. System (2.3)
is called ISS relative to A if for any input u ∈ MRm and x0 ∈ R

n there exist functions β ∈ KL,
γ ∈ K such that ∀ t � 0

|x(t, x0, u)|A � β(|x0|A, t) + γ(||u||).
If A = {0}, then the last inequality is reduced to the standard estimate from Definition 2.1. For

u = 0, the ISS property with respect to the compact set comes to the property of uniform robust
global asymptotic stability (UGAS) introduced in Section 6. The ISS property with respect to the
set also is a variant of formulation of the property of practical input to state stability [43] where
for all x0 ∈ R

n, u ∈MRm there exist functions β ∈ KL, γ ∈ K and a constant ε > 0 such that

|x(t, x0, u)| � β(|x0|, t) + γ(||u||) + ε.

It turns out that the ISS Lyapunov function for the compact sets is formulated similar to
Definition 2.4 and is an equivalent of ISS relative to the compact A: the smooth function V : Rn →
R+ is called the ISS Lyapunov function relative to A if there exist functions α1, α2, α ∈ K∞ and
θ ∈ K such that the inequalities

α1(|x|A) � V (x) � α2(|x|A),
DV (x)f(x, u) � θ(|u|)− α(|x|A)

are satisfied for all x ∈ R
n, u ∈ R

m.

We notice that the substitution h(x) = |x|A drives the property ISS for the set A into the
property SIIOS in output y = h(x). We emphasize that SIIOS is not a variant of the ISS property
relative to the set in a different notation; it is a more “complex” stability property because in
the general case the trend y(t) → 0 needs not imply for t → +∞ that simultaneously x(t) → Z.
The case of noncompact set A is considered in [44]. For the case of noncompact set A, one has
to take into account definiteness of the solutions of system (3.1) for all t � 0 and introduce the
requirement for the property of solution extendability or, by analogy with IOS, the UO property.
The iISS property for the set was formulated in [45]: system (2.3) is called iISS relative to A if for
any input u ∈MRm and x0 ∈ R

n there are functions β ∈ KL, α, γ ∈ K∞ such that ∀ t � 0

α(|x(t, x0, u)|A) � β(|x0|A, t) +
t∫

0

γ(|u(τ)|) dτ .

For A = {0}, the last inequality is reduced to the estimate from Definition 2.7, and for u = 0 the
property of iISS for the set comes to the property of UGAS. The Lyapunov function for this property
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is constructed similar to Definition 3.1: continuously differentiable function V : Rn → R+ is called
the iISS Lyapunov function relative to the set A if there exist for it the functions α1, α2 ∈ K∞,
σ ∈ K and positive definite continuous function α such that ∀x ∈ R

n, u ∈ R
m:

α1(|x|A) � V (x) � α2(|x|A),
DV (x)f(x, u) � −α(|x|A) + σ(|u|).

The distinction between the ISS and iISS Lyapunov functions relative to the set lies in the
requirements presented to the function α (for the case of ISS, α ∈ K∞). Existence of the Lyapunov
function in the iISS system relative to the compact set A is a sufficient condition for iISS relative
to A. By analogy with Theorem 3.1, one can prove [45] that other sufficient conditions for the iISS
property relative to the compact set A are as follows:

(1) There exists an output h (|h(x)| � κ(|x|A), κ ∈ K∞) having the property x0 ∈ R
n,

y(t, x0, 0) = 0, t � 0 ⇒ limt→+∞ |x(t, x0, 0)|A = 0, and there are continuously differentiable func-
tion W : Rn → R+, α1, α2 ∈ K∞, σ ∈ K and positive definite function α4 such that for all x ∈ R

n,
u ∈ R

m

α1(|x|A) �W (x) � α2(|x|A),
DW (x)f(x, u) � −α4(|h(x)|) + σ(|u|).

(2) The UGAS property is satisfied for A for u = 0, and there are continuously differentiable
function V : Rn → R+, α1, α2 ∈ K∞, σ ∈ K such that for all x ∈ R

n, u ∈ R
m

α1(|x|A) � V (x) � α2(|x|A),
DV (x)f(x, u) � σ(|u|).

3.7. Relation between IOS, ISS, and IOSS Properties

The IOS property characterizes the “external” stability of system (3.1), that is, stability to the
inputs and outputs that are external to the system. The ISS property guarantees “internal” stability
of the system or boundedness of the state vector in the presence of bounded input. The property
of robust detectability (IOSS), defines intuitively the relation between “external” signals u, y and
“internal” state of the system x, the relation between the “external” and “internal” stability. This
intuitive relation turns out to have a fundamental application.

Theorem 3.8 [43]. System (3.1) is ISS if and only if it is IOSS and IOS.

We complete cataloguing the properties established within the framework of the ISS concept
and proceed to representing the results of practical application of the theory. A more detailed list
of various properties accompanying ISS is given in the review [2].

4. CONNECTIONS OF THE ISS, IISS, AND LISS SYSTEMS

The ISS concept proves convenient for studying various connections of the nonlinear systems,
which, in particular, enables one to study systems of high dimensionalities. Let us consider n
equations

ẋi = fi(x1, . . . , xn, ui), i = 1, . . . , n, (4.1)

where for the ith equation xi ∈ R
Ni is the state and xj ∈ R

Nj , j �= i, and ui ∈ R
Mi are the input.

By denoting N =
∑n

i=1Ni, M =
∑n

i=1Mi, x = (xT1 , . . . , x
T
n )

T, u = (uT1 , . . . , u
T
n ) and introducing in
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a corresponding manner f : RN+M → R
N , one can set down the assembly of Eqs. (4.1) as a single

system uniting n subsystems:

ẋ = f(x, u). (4.2)

By the use of the inverse reasoning one often can represent a high-dimensionality system (4.2)
as a connection of several systems of lower dimensionalities (4.1). This gives rise to the question
as to whether it is possible to draw a conclusion about stability of the entire system (4.2) from
the ISS/iISS properties of each of its subsystems in (4.1). Analysis or synthesis of the ISS/iISS
property for the reduced systems (4.1) of smaller dimensionality may sometimes have a simpler
solution than for (4.2). A network or graph whose vertices are individual systems i = 1, . . . , n and
an edge directed from vertex i to vertex j belongs to the graph if and only if xi is the input of
system j, that is, fj depends explicitly on xi, or lacks, otherwise, can be assigned to each such
connected system. We assume that each system (4.1) is ISS, that is,

|xi(t)| � max

{
β(|x0i |, t), max

j=1,...,n
γij(||xj ||), γi(||u||)

}
(4.3)

is satisfied for any input xj , i �= j = 1, . . . , n, ui ∈ R
Mi and initial state x0i . We recall that if in this

inequality the maxima of the corresponding functions are replaced by their sum, then an equivalent
definition of ISS results. What can be said about stability of the entire system (4.2)? It turns
out that serial connection of ISS systems is always ISS. This can be readily demonstrated for two
systems by using the definition of ISS for trajectories and substituting one estimate into another.
Additionally, generation of the Lyapunov function for such connection presents no difficulties if the
Lyapunov functions are given for each of the subsystems. This reasoning is easily extended to the
case of an arbitrary structure of serial connection of n � 2 systems, that is, a tree-like connection
whose graph has no cycles. In the case of feedback connection, stability may be violated. The
conditions for gain smallness

γ12 ◦ γ21(s) < s ∀s > 0, (4.4)

meaning that the composition of these functions is a compressing map were developed to establish
stability of two feedback systems [43]. If in the definition of ISS the impact of input is reflected in
the sum of gains, rather than in the maximum of these functions, then the small gain condition is
given by [46]:

(s+ α1(s)) ◦ γ12 ◦ (s+ α2(s)) ◦ γ21(s) < s ∀s > 0, (4.5)

where arbitrary α1, α2 can be taken from the class of K-functions. Additionally, if this condition is
satisfied, then the Lyapunov function can be generated explicitly as a special combination of the
Lyapunov functions of the subsystems [46]. These results were extended to the case of two iISS
systems [47], as well as for the connection of discrete systems, delay systems, hybrid systems, and a
class of systems that do not satisfy the semigroup property [14]. In the case of arbitrary connection
of ISS systems (n � 2), the total number of the gains of the entire connection grows in proportion
to n2. These gains can be conveniently compiled as a matrix

Γ :=

⎡
⎢⎢⎢⎢⎢⎣

0 γ12 · · · γ1n

γ21 0
. . . γ2n

... . . .
. . .

...
γn1 γn2 . . . 0

⎤
⎥⎥⎥⎥⎥⎦
, (4.6)
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and in the case of a definition with maximum in gains the nonlinear operator can be defined
depending on the definition of ISS used as

Γmax(s1, . . . , sn)
T :=

(
max

j=1,...,n
γ1j(sj), . . . , max

j=1,...,n
γnj(sj)

)T

(4.7)

or as

Γ∑(s1, . . . , sn)
T :=

⎛
⎝ n∑

j=1

γ1j(sj), . . . ,
n∑

j=1

γnj(sj)

⎞
⎠

T

(4.8)

if the definition uses the sum of gains. We introduce the following notation to formulate further
results:

a > b ⇔ ai > bi ∀ i = 1, . . . , n.

The relations a < b, a � b, a � b are defined similarly. The logic negation of the last relation is
denoted by a �� b which means that there is a subscript i such that ai < bi.

Theorem 4.1 [48]. Let each of the systems (4.1) be ISS with gains from (4.3). If

Γmax(s) �� s ∀ s ∈ R
n
+ \ {0} (4.9)

is satisfied, then the connection of these systems (4.2) is ISS.

Condition (4.9) is called the gain smallness condition. In the case of using the definition of ISS
with summation of gains, this condition is replaced by

D ◦ Γ∑(s) �� s ∀ s ∈ R
n
+ \ {0}, (4.10)

where D(s) := (s1 + α(s1), . . . , sn + α(sn))
T and α is an arbitrary K-function. If the ISS of the

Lyapunov function are known for each connection system and the corresponding gains satisfy the
smallness condition, then it is possible to construct auxiliary scaling functions σi ∈ K, i = 1, . . . , n,
such that for any t > 0 [9, 49]

Γmax(σ(t)) < σ(t), σ(t) := (σ1(t), . . . , σn(t))
T (4.11)

and the ISS Lyapunov function of the entire connection can be taken as

V (x) = max
i

{
σ−1
1 (V1(x1)), . . . , σ

−1
n (Vn(xn))

}
. (4.12)

Various applications of these results to the studies of large systems for stability can be found
in [9, 50]. In some applications, the ISS property and even a weaker iISS property can turn out to be
rather restrictive. Therefore, sometimes it makes sense to consider a wider class of LISS systems.
Large connections of such systems were discussed in [51]. In this case, to provide connection
stability, the gain smallness condition is replaced by its local version, that is,

Γ(s) � s ∀ 0 � s � w∗, s �= 0 and Γ(w∗) < w∗ (4.13)

must be satisfied for some w∗ ∈ R
n
+.

It is noteworthy that the local version of the stability condition is independent of whether gain
summation or their maximum is used in the definition of LISS. Therefore, in (4.13) the subscript

∑
or max of the operator Γ is omitted. The Lyapunov function can be formed similar to the case of
connection of the ISS systems. Estimates of the constraints on the local conditions and inputs for
the LISS property of the entire connection which depend not only on the initial constraints for the
subsystems, but also on the vector w∗ included in condition (4.13) were given in [51].
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5. USE OF THE ISS CONCEPT FOR DESIGN AND ANALYSIS
OF THE CONTROL SYSTEMS

We touch upon some aspects of using the described family of properties of robust stability for
different types of the nonlinear dynamic systems.

5.1. ISS Property for the Lur’e Systems

The Lur’e system is a linear system closed by the nonlinear output feedback

ẋ = Ax+B(d− φ(y)), y = Cx, (5.1)

where all matrices of the corresponding dimension have real constant coefficients, x ∈ R
n, y ∈ R

m,
and d ∈ R

m are, respectively, the vectors of state, output, and perturbation.

Theorem 5.1 [52]. Let the pair of matrices (C,A) of system (5.1) be observable and there exist
a matrix P = PT � 0 such that ATP + PA � 0, PB = CT. If there exist μ > 0 and λ ∈ K∞ such
that |y|λ(|y|) � yTφ(y) for all y ∈ R

m, |φ(y)| � yTφ(y) for all |y| � μ, then the system is ISS in
the input d.

We note that similar results were obtained earlier (see, for example, [53]) in terms of bound-
edness of solutions under bounded input and asymptotic stability under zero perturbation, which,
according to Theorem 2.1 is equivalent to the property of ISS. As in the classical results of the
theory of absolute stability [54, 55], certain sector constraints on growth of the function φ are im-
posed to prove ISS. We accentuate that the conditions of Theorem 5.1 concerned with existence of
the matrix P are not conservative (for example, the additional conditions P > 0, ATP + PA < 0
imply passivity of the linear part of system (5.1) [56, 57] (see Definition 6.4), in this case the choice
of φ(y) = k sgn(y) provides global stabilization of the system uniformly in all |d| � k).

5.2. ISS and iISS of the Passive Systems

The properties of passivity and strict passivity of systems (2.4) and (2.3) are introduced in
Definition 6.4 in Section 6. Their popularity accounts for their importance. Any system (2.4)
with the Lyapunov function V which is asymptotically stable for u = 0 is strictly passive in output

h(x) =

[
∂V

∂x
G(x)

]T
= LGV (x). A large class of mechanical and physical systems consists of passive

systems using the function of system total energy as the supply rate V [17, 57]. We recall that the
property of asymptotic stability under zero input needs not be retained even under the action of a
vanishing perturbation. This fact accounts for the importance of analysis of the robust properties
for the (strictly) passive systems and the need for the ISS/iISS control laws in the applications.
The following lemma lists conditions for the strictly passive systems which make them robust in L2

inputs without additional control.

Lemma 5.1 [58]. Let system (2.4) be strictly passive with differentiable positive definite and
proper unbounded supply rate V , and let any of the following conditions be satisfied:

(a) lim
|x|→+∞

|h(x)|
V (x)

< +∞;

(b)

∣∣∣∣∂V∂x G(x)
∣∣∣∣ � b[V (x)] for all x ∈ R

n, where b : R+ → R+ is a positive definite function and

+∞∫

0

dr

1 + b(r)
= +∞.

Then, the strictly passive system (2.4) is iISS in input u.
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We return to the problem robust stabilization. The control law

u = −ϕ (y) + v, (5.2)

where ϕ : Rm → R
m is a continuous function, yTϕ(y) > 0 for all y �= 0, v ∈ R

m is a new perturbation
vector robustness to which must be verified, is known [24] to endow the passive system (2.4) with
global asymptotic stability for v = 0, provided that the system is detectable at zero in the output y
(Definition 3.2). Therefore, in what follows we analyze the advantages of the control (5.2).

Lemma 5.2 [58]. Let system (2.4) be strictly passive with differentiable positive definite and
proper unbounded supply rate V . Then, control (5.2) provides iISS in v if yTϕ (y) � ε |y|2, ε > 0,
for all y ∈ R

m. If in Definition 6.4 the function β ∈ K∞, then control (5.2) provides system (2.4)
with the ISS property, at that V is the corresponding ISS Lyapunov function.

Lemma 5.2 establishes the relation between the form of the function β and robustness of system
(2.4), (5.2) in inputs from L∞ or L2. The following is an important consequence of the lemma: a
strictly passive systems can have the ISS/iISS property with an arbitrarily small output feedback
gain (ε may be selected arbitrarily). We notice that control (5.2) was designed using the method of
speed gradient [57]. Now we consider the problem of ISS/iISS stabilization for the passive systems,

Theorem 5.2 [58]. Let system (2.4) be passive with differentiable positive definite and proper
unbounded supply rate V . Control (5.2) provides this system with

(a) the iISS property if the system is detectable at zero in the output h(x) = LGV (x) and either
condition (a) or (b) of Lemma 3.1 is satisfied;

(b) the ISS property if the inequality θ(|x|) � |h(x)| is true for all x ∈ R
n and some θ ∈ K∞,

and yTϕ(y) � ε|y|2, ε > 0, for all y ∈ R
m.

Item (a) of Theorem 5.2 extends the result of [24] on the asymptotic stabilization of the passive
systems to the iISS stabilization.

5.3. ISS/IOS Stabilization with the Use of Backstepping

Backstepping (the method of reverse detour of the integrator) is one of the most popular methods
of design of the nonlinear control laws [59]. The problem of ISS and iISS stabilization with the use
of backstepping was solved in [25]. An independent version of backstepping was obtained in [60]
under the name of the method of analytical design of the aggregated controllers. This method forms
the basic analytical approach to the control algorithms in the synergetic control theory proposed
in [60] (see also the monograph [57] and review [61]).

In this case consideration is given to the modified system (2.4):

ẋ = f(x) +G1(x)z +G2(x)d, (5.3)

ż = u+ F (x, z)d, (5.4)

where x ∈ R
n and z ∈ R

m are, respectively, the state vectors of systems (5.3) and (5.4), u ∈ R
m

and d ∈ R
d are the vectors of control and perturbation, all functions in the right-hand sides of

(5.3), (5.4) are assumed to be continuous and locally Lipschitzian, f(0) = 0. It is assumed that
there exists a smooth control law k : Rn → R

m such that with substitution of z = k(x) in Eq. (5.3)
the system becomes ISS (iISS) in state x and input d. It is required to “transfer” this control law

through the integrator and suggest a new smooth control u =
�

k(x, z) rendering the property of
ISS (iISS) to the entire system (5.3), (5.4). Since system (5.3) with the control law z = k(x) is ISS
(iISS), there necessarily exists a corresponding smooth Lyapunov function W : Rn → R+ such that
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under all x ∈ R
n and d ∈ R

d

α1(|x|) �W (x) � α2(|x|),
DW (x)[f(x) +G1(x)k(x) +G2(x)d] � −α(|x|) + σ(|d|)

for some functions α1, α2, α ∈ K∞, σ ∈ K (for the case of iISS the function α is positive definite).
We follow [25, 59] and select for system (5.3), (5.4) an ISS (iISS) Lyapunov function as V (x, z) =
W (x) + 1

2 |z − k(x)|2, its total time derivative being given by

V̇ = DW (x)[f(x) +G1(x)z +G2(x)d]

+[z − k(x)] [u + F (x, z)d −Dk(x){f(x) +G1(x)z +G2(x)d}]
� −α(|x|) + σ(|d|) + [z − k(x)] [u +DW (x)G1(x) + F (x, z)d

−Dk(x){f(x) +G1(x)z +G2(x)d}].

Then, by direct calculations we can demonstrate that V̇ � −α(|x|) − [z − k(x)]2 + σ(|d|) + |d|2 is
satisfied for the control u = Dk(x){f(x) + G1(x)z} − DW (x)G1(x) − [z − k(x)] [1 + |F (x, z)|2 +
|Dk(x)G2(x)|2], which renders to (5.3), (5.4) the property of ISS (iISS). For the case of IOS stabi-
lization, we consider the following variant of system (5.3), (5.4):

ẋ = f(x, z, v1), y = h(x), (5.5)

ż = u+ v2, (5.6)

where x ∈ R
n is the state vector of system (5.5). It is required to stabilize the system with respect

to the set Z = {x : h(x) = 0} defined by the zeros of the output function y ∈ R
p; z ∈ R

m is
the state vector of system (5.6); u ∈ R

m is the control vector; v1 ∈ R
q1 and v2 ∈ R

q2 are the
vectors of external perturbations, v = (v1, v2) ∈ R

q, q = q1 + q2. The functions h : Rn → R
p and

f : Rn+m+q1 → R
n are continuous and locally Lipschitzian, f(0, 0, 0) = 0. We assume accessibility

of the continuously differentiable control law k : Rn → R
m such that the system

ẋ = f(x, k(x) + e, v1) (5.7)

has property IOS in output y and input v1 for e = 0, where the variable e = z − k(x) defines the
error of realization of the “virtual” control k (in terms of [60], e is the aggregated macrovariable).
It is desired to design with allowance for the control k the control law u = U(x, z) providing IOS
from the input v to the output y for the entire system (5.5), (5.6).

Theorem 5.3 [45]. Let system (5.7) have the UO property and there exist continuously differen-
tiable functions V : Rn → R+ and k : Rn → R

m such that for all x ∈ R
n, e ∈ R

m and v1 ∈ R
q1 :

(1)

α1(|h(x)|) � V (x) � α2(|x|), α1, α2 ∈ K∞; (5.8)

∂V

∂x
f(x, k(x), v1) � −α3(V (x)) + σ1(|v1|),

α3 ∈ K∞, σ1 ∈ K. There are continuous functions r : Rn+m → R
m, b : Rn+m → R+, λ ∈ K such

that for all x ∈ R
n, z, z′ ∈ R

m and v1, v
′
1 ∈ R

q1

∂V

∂x
f(x, z, v1)− ∂V

∂x
f(x, z′, v1) � r(x, z′)T(z − z′);

∂k

∂x
f(x, z, v1)− ∂k

∂x
f(x, z, v′1) � b(x, z)λ(|v1 − v′1|). (5.9)
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Then, system (5.5), (5.6) with the control

u =
∂k

∂x
f(x, z, 0) − r(x, k(x))− ϕ(z − k(x)) − 1

2

(
1 + b(x, z)2

)
(z − k(x))

is IOS if ϕ : Rm → R
m is a continuous function and zTϕ(z) � κ(|z|) for all z ∈ R

m, κ ∈ K∞.

(2) (5.8) and (5.9) are satisfied and

∂V

∂x
f(x, k(x) + e, v1) � −α4(V (x)) + σ2(|e|) + σ2(|v1|),

α4 ∈ K∞, σ2 ∈ K. Then, system (5.5), (5.6) with the control

u =
∂k

∂x
f(x, z, 0) − ϕ(z − k(x)) − 1

2

(
1 + b(x, z)2

)
(z − k(x))

has the IOS property, where ϕ : Rm → R
m is a continuous function and zTϕ(z) � κ(|z|) for all

z ∈ R
m, κ ∈ K∞, κ(s) � κ̃(s) + σ2(s), κ̃ ∈ K∞.

The first part of Theorem 5.3 extends the result on ISS/iISS stabilization by backstepping of
system (5.3), (5.4) to the case of input to output stability, whereas the second part of the theorem
extends the ideas of the method of analytical design of aggregated controllers [60] to the problem
of IOS stabilization. Extension of the result of Theorem 5.3 to the case of adaptive input to output
stabilization is presented in [62].

5.4. Universal Laws of ISS, iISS, and IOS Stabilization

It is common knowledge that under certain constraints the existence of system’s Lyapunov
function with the given properties amounts to its asymptotic stability. Unfortunately, practical ap-
plication of this theory is hindered by the lack of general methods for construction of the Lyapunov
function for the selected nonlinear system. The problem is simplified with appearance of control
in the right-hand side of the dynamic system. In this case, the desired Lyapunov function may be
assigned by the choice of the control law. A question arises: which method to use for calculation of
control and which Lyapunov function is permissible (assignable) for the system? The backstepping
considered in the last section has strict restrictive conditions for applicability. Does this imply
that it cannot be used for the selected system and/or the Lyapunov function or that any other
method cannot establish the solution? This question is answered by the theory of control Lyapunov
functions (CLF) [63–66] (see also the monograph [56]). The necessary and sufficient conditions for
the given Lyapunov function to be assigned for the system with the use of some almost smooth
(continuous everywhere and smooth outside the origin) control law were proposed in [64]. A variant
of the control law solving this problem was suggested in [64].

Definition 5.1 [64]. The differentiable positive definite and proper unbounded function V :
R
n → R+ is called the CLF for system (2.4) if for any |x| �= 0 there exists u ∈ R

m such that

∂V (x)

∂x
[f(x) +G(x)u] < 0.

The function V has the small control property for system (2.4) if

lim sup
|x|→0

LfV (x)

|LGV (x)| � 0.
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Theorem 5.4 [64]. The differentiable positive definite and proper unbounded function V : Rn →
R+ is CLF for system (2.4) if

LGV (x) ≡ 0 ⇒ LfV (x) < 0 (5.10)

is satisfied for all |x| �= 0. Additionally, for the CLF of the function V the control law

u = −κ (LfV (x), |LGV (x)|)LGV (x)T, (5.11)

κ(s, r) =

{
(s+

√
s2 + b4)r−2, if r �= 0

0, if r = 0,
(5.12)

stabilizes system (2.4) globally and asymptotically. Control (5.11) is a continuous function (almost
smooth if all f , G and V are smooth) if the function V features smallness of controls.

We emphasize that if there exists a control law u = u(x) assigning to the system a Lyapunov
function V , then (5.10) is necessarily satisfied, and, consequently, control (5.11) also stabilizes the
system. In virtue of this property, the control law (5.11) is referred to as “universal.” It also
deserves mentioning that algorithm (5.11) is a special case of the LGV control laws (method of
speed gradient). Extension of the CLF theory to the problem of ISS, iISS, and IOS stabilization
is presented in [67–69] for which purpose consideration is given to a perturbed modification of the
following system (2.4):

ẋ = f(x, v) +G(x)u, y = h(x), (5.13)

where x ∈ R
n, u ∈ R

m, y ∈ R
p, and v ∈ R

r are, respectively, the vectors of state, input, output,
and external perturbation; f , h, and the columns of the matrix function G are continuous and
locally Lipschitzian vector functions, h(0) = 0, f(0, 0) = 0.

Definition 5.2. For system (5.13), we call the positive definite and proper unbounded differen-
tiable function V : Rn → R+ ISS (iISS) CLF if there exist a function χ ∈ K∞ and α ∈ K∞ (positive
definite function α : R+ → R+) such that for all x ∈ R

n and v ∈ R
r

inf
u∈Rm

{a(x, v) +B(x)u} < −α(|x|) + χ(|v|),

where a(x, v) = DV (x)f(x, v), B(x) = DV (x)G(x).

Theorem 5.5. If ISS (iISS ) CLF V for system (5.13) has small controls, then the control

u = κ(ω(x), |B(x)|2)B(x)T, μ(x) + α(|x|)/3 � ω(x) � μ(x) + 2α(|x|)/3, (5.14)

μ(x) = supv∈Rr {a(x, v) − χ(|v|)}, where the function κ(s, r) is defined in (5.11), is continuous
on R

n and makes system (5.13), (5.14) ISS (iISS ) for v ∈MRr .

For the case of v = 0, the result of Theorem 5.5 is reduced to the statement of Theorem 5.4.

Definition 5.3. For the system (5.13), we call the differentiated function V : Rn → R+ IOS CLF
is called for the controls u ∈ R

m if the following conditions are satisfied:

(1) There exist α1, α2 ∈ K∞ such that (3.6) is true for all x ∈ R
n;

(2) There exists a function χ ∈ K∞ such that

V (x) > χ(|v|) ⇒ a(x, v) � ψ(x), ψ ∈ C0,

and for all x /∈ Z
inf

u∈Rm
{ψ(x) +B(x)u} < 0,
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where a(x, v) = DV (x)f(x, v), B(x) = DV (x)G(x). If, instead of (3.6), true is (3.8), then such
function is called the OLIOS CLF for the controls u ∈ R

m. The function V is said to have the
property of control smallness in the output y if for any ε > 0 there exists δ > 0 such that for all
h(x) �= 0, |h(x)| < δ there exists a control u ∈ R

m with |u| < ε and ψ(x) +B(x)u < 0.

The second condition of the last definition can be rearranged in a more constructive way as

V (x) > χ(|v|) ⇒ a(x, v) � ψ(x), ψ ∈ C0; (5.15)

|B(x)| = 0 ⇒ ψ(x) < 0 ∀ x /∈ Z. (5.16)

Expressions (5.15) and (5.16) define the basic requirements on IOS or OLIOS CLF systems (5.13).
The property of global stability modulo output (GSMO) that is used in what follows will be
introduced in Section 6.

Theorem 5.6. If IOS (OLIOS ) CLF V for system (5.13) has the property of smallness in out-
put y, then the control

u = κ(ψ(x), |B(x)|2)B(x)T, (5.17)

where the function κ(s, r) is defined in (5.11), is continuous on R
n, and provides to the GSMO

system (5.13), (5.17) the property of IOS (OLIOS ) for v ∈MRr .

For the case of h(x) = x, the GSMO property may be omitted, and the conditions of Theorem 5.6
coincide with the corresponding conditions of Theorem 5.5.

5.5. Design of Robust Observers for Nonlinear Systems

Let us consider application of the ISS property not only in the problem of stabilization, but also
in the problem of observation of the state vector of nonlinear systems. Let [70]

ẋ = Ax+ f(x) +D1w, y = Cx+D2w, (5.18)

where x ∈ R
n is the state vector, y ∈ R

p is the measurement vector, w ∈ R
q is the vector of

external perturbations and measurement noise, f : Rn → R
n is a locally Lipschitzian continuous

function, all matrices are real and have corresponding dimensions, the pair (A,C) is observable. It
is assumed that the solutions of this system are defined for all t � 0. The standard observer of the
state vector x for system (5.18) is as follows:

˙̂x = Ax̂+ f(x̂) + L(y − Cx̂), (5.19)

where x̂ ∈ R
n is the estimate vector for x and L is the observer matrix. It is required to determine

the conditions for the matrix L guaranteeing the SIIOS property to system (5.18), (5.19) in output
e = x− x̂ (measurement error) and input w.

Proposition 5.1 [70]. Let x(t) ∈ X ⊂ R
n for all t � 0 and |f(x) − f(x̂)| � kf |x − x̂| for all

x ∈ X, x̂ ∈ X and some kf > 0. If there exists P = PT > 0 and the matrix L such that
⎡
⎢⎣
(A− LC)TP + P (A− LC) + 2αkf I P

P −1

2
αI

⎤
⎥⎦ < 0

for some α > 0 (I is the identity matrix of corresponding dimension), then system (5.18), (5.19)
has the property of SIIOS in output e and input w.

It is proposed in Proposition 5.1 to seek the matrix L as a solution to the linear matrix inequality
providing boundedness of the measurement error for any bounded perturbation and measurement
noise. Asymptotic observation of the state x by the observer (5.19) is guaranteed in the absence of w.
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6. AUXILIARY INFORMATION

Let R be the set of real numbers and R+ = {τ ∈ R : τ � 0}, the set of nonnegative real
numbers. The distance in R

n from the given point x to the set A is denoted by |x|A = dist(x,A) =
infη∈A |x − η|. Then, |x|{0} = |x| is an ordinary Euclidean norm. We denote by ||u||[t0,t] the
L∞-norm of the Lebesgue-measurable locally bounded almost everywhere function u : R+ → R

m:

||u||[t0,t] = ess sup{|u(t)|, t ∈ [t0, T ]}.

If T = +∞, then we just write ||u||. We denote by MRm the set of all such Lebesgue-measurable
functions u having the property ||u|| < +∞ and byMΩ the set of functions satisfying u(t) ∈ Ω ⊂ R

m

almost for all t � 0, where Ω is a compact set. The function V : Rn → R+ is called positive definite
function if it vanishes only at the origin, and proper unbounded if V (x) → +∞ for |x| → +∞. By
DV (x)F (·) we denote the derivative of the function V , if differentiable, in the line of the vector
field F and the Dini derivative for continuous and locally Lipschitzian function V :

DV (x)F (·) = lim
t→0+

inf
V [x+ tF (·)− V (x)]

t
.

The Lie derivative of the function V : Rn → R in the line of the smooth vector field f : Rn → R
n

is calculated as follows:
LfV (x) = ∂V (x)/∂xf(x),

the Lie derivatives of higher orders are determined recurrently:

Lk
fV (x) = Lf (L

k−1
f V (x)).

The following notation is used for convenience:

Lfh(x) = ∂h(x)/∂xf(x),

LGh(x) = ∂h(x)/∂xG(x),

here G(x) = col[g1(x), . . . , gm(x)], gi : R
n → R

n are smooth vector functions, i = 1,m.

6.1. Comparison Functions

The continuous function σ : R+ → R+ belongs to the class K if it is strictly increasing and
σ (0) = 0; it belongs to the class K∞ if additionally it is proper unbounded; the continuous function
β : R+ × R+ → R+ from the class KL if it belongs to the class K in the first argument for any
fixed value of the second argument and strictly vanishes for the increasing second argument under
any fixed value of the first argument. Such comparison functions were proposed in [71] (see also
Section 5 in [53]). There are many methods of comparison for studying the dynamic systems
(see [72–74]), the following lemma seems useful in the context of the present paper.

Lemma 6.1 [8]. For any continuous and positive definite function α : R+ → R+, there exists
the function βα ∈ KL having the following property: if y : R+ → R+ is any (locally) absolutely
continuous function satisfying the differential inequality

ẏ(t) � −α(y(t)),

almost for all t ∈ R+, then
y(t) � βα(y(0), t)

is satisfied for all t ∈ R+.
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Lemma 6.2 [23]. For any continuous and positive definite function α : R+ → R+ there exists
a function βα ∈ KL having the following property: if y : R+ → R+ and v : R+ → R+ are locally
absolutely continuous and continuous functions satisfying the differential inequality

ẏ(t) � −α(max{y(t) + v(t), 0})

almost for all t ∈ R+, then
y(t) � max{βα(y(0), t), ||v||[0,t)}

is satisfied for all t ∈ R+. If the inequality

ẏ(t) � −α(y(t)) + v(t),

is satisfied almost for all t ∈ R+, then the estimate

y(t) � βα(y(0), t) +

t∫

0

2v(s) ds

is true for all t ∈ R+.

As was shown in [6], for any function β ∈ KL there are functions χ, σ ∈ K∞ such that β(s, t) �
χ(s)σ(e−t) for all s, t ∈ R+. The Lemmas 6.1 and 6.2 prove useful for stability analysis of the
nonlinear dynamic systems with the use of the method of Lyapunov functions.

6.2. Solutions of Dynamic Systems

Let us consider the nonlinear system

ẋ = f(x, u), y = h(x), (6.1)

where x ∈ R
n, u ∈ R

m, y ∈ R
p are the vectors of state, input, and output, respectively; f is a

continuous and locally Lipschitzian vector function uniformly in u, that is, for any compact subsets
X ⊂ R

n and Ω ⊂ R
m there exists a constant L > 0 such that |f(x, u) − f(x′, u)| � L|x − x′|

for all x, x′ ∈ X and u ∈ Ω; and h is a continuous vector function, h(0) = 0, f(0, 0) = 0. For
the initial conditions x0 ∈ R

n and input u ∈ MRm , let x(t, x0, u) be a unique maximal solution
of system (1) (the notation x(t) is used if the rest of the solution arguments are clear from the
context; y(t, x0, u) = h[x(t, x0, u)]) defined over the finite interval [0, T ). The set A is invariant for
the system (6.1) with zero input if T = +∞ and x(t, x0, 0) ∈ A, t � 0 is satisfied for all x0 ∈ A. The
set A is uniformly invariant for system (6.1) with inputs u ∈ MΩ if T = +∞ and x(t, x0, u) ∈ A,
t � 0 are satisfied for all x0 ∈ A and u ∈ MΩ. If T = +∞ for all initial conditions x0 ∈ R

n

and u ∈ MRm , the system will be said to feature extendability of solutions. System (6.1) features
unboundedness observability (UO) [75] if

lim sup
t→T

|y(t, x0, u)| = +∞

necessarily follows for each x0 ∈ R
n and input u ∈MRm such that T < +∞.

Stated differently, any unboundedness of the state vector can be observed using the output y.
If the system output is bounded, then for the system the property of UO in this output means
that the solutions are continuable. Any system has the property of UO in output h(x) = x. We
stress that in the general case the UO property does not imply system solution extendability. The
necessary and sufficient conditions for the properties of solution extendability and UO are presented
in [75]. We give here some of them.
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Theorem 6.1. System (6.1) has solution extendability if and only if there exists a smooth and
proper unbounded function V : Rn → R+ satisfying the estimate

DV (x)f(x, u) � V (x) + σ(|u|), σ ∈ K∞

for all x ∈ R
n and u ∈ R

m. If u ∈ Ω, then Theorem 6.1 is valid if the inequality

DV (x)f(x, u) � V (x)

is satisfied for all x ∈ R
n and u ∈ Ω. System (6.1) has the UO property if and only if there exists

a smooth and proper unbounded function V : Rn → R+, corresponding for all x ∈ R
n and u ∈ R

m

to the estimate

DV (x)f(x, u) � V (x) + σ1(|h(x)|) + σ2(|u|), σ1, σ2 ∈ K∞.

Lemma 6.3. System (6.1) features solution extendability if and only if there exist functions χ1,
χ2, and χ3 from the class K and c ∈ R+ such that

|x(t, x0, u)| � χ1(t) + χ2(|x0|) + χ3(||u||) + c, t � 0

is satisfied for all x0 ∈ R
n and u ∈MRm . If u ∈ Ω, then Lemma 6.3 retains its validity if the

estimate

|x(t, x0, u)| � χ1(t) + χ2(|x0|) + c, t � 0

is satisfied for all x0 ∈ R
n and u ∈MΩ. System (6.1) has the UO property if and only if there exist

functions χ1, χ2, χ3, and χ4 from the class K and c ∈ R+ such that

|x(t, x0, u)| � χ1(t) + χ2(|x0|) + χ3(||u||[0,t)) + χ3(||y||[0,t)) + c

is satisfied for all x0 ∈ R
n, u ∈MRm and all t ∈ [0, T ).

System (6.1) is said to have the bounded-input-bounded-state (BIBS) property if the inequality

|x(t, x0, u)| � max {ϑ(|x0|), ϑ(||u||)} , t � 0,

is satisfied for all x0 ∈ R
n and u ∈ MRm for some ϑ ∈ K. System (6.1) has the property of global

stability modulo output (GSMO) if

|x(t, x0, u)| � ν(|y(t, x0, u)|), t ∈ [0, T̃ ) ⇒ |x(t, x0, u)| � max{μ(|x0|), μ(||u||[0,T̃ ))}, t ∈ [0, T̃ ),

where the functions ν ∈ K∞, μ ∈ K and x0 ∈ R
n, u ∈MRm , T̃ < T . If u ∈MΩ, then in the last

inequality the component μ(||u||[0,T̃ )) can be omitted. Also if the set Z = {x : h(x) = 0} is compact,
then system has the GSMO property.

Proposition 6.1. The following properties hold for system (6.1):

(1) BIBS ⇒ GSMO ⇒ UO;

(2) BIBS ⇒ GSMO and output boundedness for all x0 ∈ R
n and u ∈MRm :

|y(t, x0, u)| � max{ς(|x0|), ς(||u||)}, t � 0, ς ∈ K.
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6.3. Lyapunov Stability Relative to Set

The following material is based on the theoretical results formulated in [76] for system (6.1)
with u ∈MΩ. Let for system (6.1) given be an invariant (not necessarily compact) set A satisfying
the technical property met for the majority of applications:

sup
x∈Rn

{|x|A} = +∞.

Definition 6.1. System (6.1) is called uniform global asymptotically stable (UGAS) relative to
the set A if its solutions are extendable and the following properties exist:

(1) Uniform stability. There is a function ϕ ∈ K∞ such that

|x(t, x0, u)|A � ϕ(|x0|A), t � 0

is satisfied for all x0 ∈ R
n and u ∈MΩ.

(2) Uniform attractiveness. For any ε, r > 0, there exists Tε,r > 0 such that

|x(t, x0, u)|A < ε

is true for each u ∈MΩ and |x0|A < r for t � Tε,r.

According to the following proposition, uniform stability and attractivity of system (6.1) are
equivalent to the useful upper estimate of the system solution.

Proposition 6.2. System (6.1) is UGAS relative to the set A if and only if it has the property of
solution extendability and there exists a function β ∈ KL such that

|x(t, x0, u)|A � β(|x0|A, t), t � 0

is satisfied for all x0 ∈ R
n and u ∈MΩ.

The UGAS formulation proposed in Proposition 6.2 as existence of a function from the class KL
is useful for practical purposes. For example, for the linear system (6.1) ẋ = Ax where the matrix A
has all eigennumbers with negative real part the set A = {0} and β(|x0|, t) = a|x0|e−bt for some
constants a > 0 and b > 0. In other words, functions of the class KL enable one to generalize the
exponential estimates used in the theory of linear systems to the solutions of nonlinear systems
where the nature of decrease generally may be other than exponential.

Definition 6.2. The function V : Rn → R+ which is smooth on R
n\A is called the Lyapunov

function relative to the set A if it satisfies the following conditions:

(1) There exist α1, α2 ∈ K∞ such that for all x ∈ R
n

α1(|x|A) � V (x) � α2(|x|A);

(2) There exists a continuous and positive definite function α3 : R+ → R+ such that

DV (x)f(x, u) � −α3(|x|A)

for all x ∈ R
n\A and u ∈ Ω.

The property of smoothness of the function V : Rn → R+ on R
n\A should be understood as

smoothness of the function V for all x ∈ R
n\A, whereas V (x) = 0 is satisfied for x ∈ A. The

inequalities of item (1) of this definition mean for A = {0} that the V is a proper unbounded and
positive definite function.
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Theorem 6.2. Let system (6.1) have the property of solution extendability. It is UGAS relative
to the set A if and only if there exists a smooth Lyapunov function relative to the set A. If A is
compact, then the requirement on solution extendability may be omitted.

For the case of A = {0}, u ∈M{0}, Theorem 6.2 coincides with the results of the classical
Lyapunov theory [16] and extends this theory to the problem of uniform stability relative to set.
There are other results developing the classical stability theory for equilibria to the stability in
part of variables or output [57, 77–79]. To illustrate the relation of Theorem 6.2 with this line of
research in the stability theory of dynamic systems, we define Z = {x : h(x) = 0}, a nonempty
closed invariant set of system (6.1). Let there be some functions ι1, ι2 ∈ K∞ such that

ι1(|x|Z) � h(x) � ι2(|x|Z) (6.2)

is satisfied for all x ∈ R
n.

In what follows, we assume that such relation is always satisfied. It means that boundedness
and tendency to zero of the output function give rise to a corresponding boundedness and tendency
to zero of the distance of the trajectory representing point to the set Z (and vice versa). Then, the
property of stability relative to the set Z in the sense of Definition 6.1 and the property of stability
in output y from [57] are equivalent. If the output function of a special form h(x) = x1, where
x = [x1 x2 ], was taken, then the relation between the presented results and the theory of stability
in part of variables from [77, 79] becomes obvious. It is advisable to note that [57, 77, 79] present
sufficient conditions for various properties of stability not only in terms of existence in the system
of a Lyapunov function from Definition 6.2, but also simplified stability criteria for some special
cases. We cite one more useful property.

Lemma 6.4. System (6.1) is UGAS relative to the compact set A for zero input u if and only if
there exist smooth semiproper unbounded function W : Rn → R+, function σ ∈ K, and continuous
positive definite function ρ : R+ → R+ such that for all x ∈ R

n and u ∈ R
m

DW (x)f(x, u) � −ρ(|x|A) + σ(|u|).
We recall thatW : Rn → R+ is called the semi-proper unbounded function if there exists a func-

tion π ∈ K and proper unbounded positive definite function W0 : R
n → R+ such that W = π ◦W0.

The introduced complex of properties enables one to analyze for stability the nonlinear dynamic
systems relative to the set uniformly in the unknown quasiconstant parameters and in the presence
of external perturbations.

6.4. Passivity of Dynamic System

We note that there are different definitions of dissipativity of dynamic systems [80]. In the
present work, by dissipativity is meant the following [17, 18, 57, 81].

Definition 6.3. System (6.1) is called dissipative with continuous function V : Rn → R+ if the
inequality

V (x(x0, u, t)) � V (x0) +

t∫

0

� (x(τ), y(τ), u(τ)) dτ (6.3)

is true ∀ x0 ∈ R
n, u ∈ MRm , t � 0. The functions � and V are called the expenditure function

and supply rate, respectively.

For continuously differentiable supply rate, inequality (6.3) may be simplified as

V̇ (x, u, t) � � (x(t), u(t), y(t)) .

The passive systems are the best known examples of the dissipative systems.
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Definition 6.4. System (6.1) is called passive with continuous function V : R
n → R+ if for

∀ x0 ∈ R
n, u ∈ MRm , t � 0 inequality (6.3) is true for the expenditure function �(x, y, u) =

yTu−β(x), where β is a nonnegative continuous function. A system is called passive with a certain
rate of dissipation β if in (6.3) the equality sign can be used. A system is called passive without
losses if in (6.3) it is possible to use the equality sign and β(·) ≡ 0. System (6.1) is called strictly
passive with continuous function V : Rn → R+ if for ∀ x0 ∈ R

n, u ∈MRm , t � 0, inequality (6.3) is
true for the expenditure function �(x, y, u) = yTu−β(x), where β is a positive definite continuous
system.

If u(t) ≡ 0, t � 0, and the supply rate is positive definite, then the passive system is Lyapunov-
stable and the strictly passive system is asymptotically stable. The Yakubovich–Kalman–Popov
lemma determines a formula for the (strictly) passive system output

ẋ = f(x) +G(x)u

from the Lyapunov function V (asymptotically) of the system stable under the zero input

h(x) = LGV (x).

The output function defines the set of zero dynamics Z = {x ∈ R
n : h(x) = 0}, the set of all system

trajectories for identically zero output. On this set, the passive and strictly passive systems have
stable and asymptotically stable dynamics.

7. CONCLUSIONS

In the present review, some fundamental results of the theory of input-state stable systems are
compiled. This theory enables one to study robustness of the internal stability (state stability) of
a system relative to the behavior of its output and input. The variety of the introduced properties
and the profoundness of their consideration allowed the author of [3] to point to a new concept
(or philosophy) of design and analysis of the nonlinear control systems. The publications devoted
to the development and application of this concept allow one to agree with [3] and indicate to the
indubitable importance of the results under consideration for the today theory of nonlinear control.

Unfortunately, the format of review does not allow us to consider the entire range of results
obtained within the framework of this theory during the last two decades. For example, the results
on extending the ISS property to the hybrid systems and systems with switchings [82–89] were left
out of the scope of the present review. Among other interesting results that were not reviewed we
note the following. The ISS property for system (2.3) was extended in [90] to the case where stability
is influenced by the derivatives of the input vector, that is, where for any (k-fold differentiable)
input u ∈MRm and x0 ∈ R

n there are functions β ∈ KL, γ ∈ K such that

|x(t, x0, u)| � β(|x0|, t) +
k∑

i=0

γ(||u(i)||)

for ∀ t � 0. We emphasize that in this case system (2.3) depends explicitly only on the vector u
but not on its derivatives. There exist systems that are not ISS but satisfy this property relative
to the input and its derivatives [90]. Extension of the ISS property to the nonlinear systems
with explicitly time dependent right-hand sides is given in [91], and the corresponding Lyapunov
functions are discussed in [92] (see also [5]). Extension of the ISS property to the discrete systems
like

xt+1 = f(xt, ut), xt ∈ R
n, ut ∈ R

m, f : Rn+m → R
n, (7.1)

AUTOMATION AND REMOTE CONTROL Vol. 72 No. 8 2011



INPUT TO STATE STABILITY AND ALLIED SYSTEM PROPERTIES 1609

where t � 0 is the discrete time, is presented in [93–95] (the estimate from Definition 2.1 retains
its value for system (7.1)). The properties of a cascaded connection of systems of this type were
discussed in [96]. The iISS property for system (7.1) α(|x(t, x0, u)|) � β(|x0|, t) +

∑t−1
i=0 σ(|ui|)

∀ t � 0, x0 ∈ R
n, u ∈ R

m, α, σ ∈ K, β ∈ KL was shown in [97] to be equivalent to the property
of global asymptotic stability of system (7.1). We stress that for the continuous systems (2.4)
or (2.3) this statement is not true in the general case! In fact, additional conditions similar to
those introduced in Lemma 5.1 are required in the continuous case. Probabilistic formulations
of the ISS property for systems with stochastic noise were proposed in [98–100]. A concept of
stability of autonomous nonlinear systems to almost all initial conditions which admits trajectories
with the initial conditions belonging to the set of zero measure and not tending to the origin
was considered in [101]. This property proves to be useful at studying systems with more than
one equilibrium. Extension of the ISS property to this type of stability was proposed in [102].
Conditions for origination of input-state stability in averages and singularly perturbed systems
were obtained in [103, 104]. There are publications devoted to the problems of ISS stabilization of
various canonical models of nonlinear systems [28, 59] (see also [2]) that lie outside the scope of the
present review.

8. LIST OF ACRONYMS

All terms introduced in the present paper and their acronyms are tabulated below.

input to state stability ISS
integral input to state stability iISS
input to output stability IOS
0-local stability 0-LS
asymptotic gain AG
uniform asymptotic gain UAG
limit property LIM
input to state dynamical stability ISDS
local input to state stability LISS
output to state stability OSS
input/output to state stability IOSS
unboundedness observability UO
output-Lagrange stable OL
output-Lagrange input to output stable OLIOS
state-independent input to output stable SIIOS
robustly output stable ROS
bounded input bounded state BIBS
uniform global asymptotic stability UGAS
control Lyapunov function CLF
global stability modulo output GSMO
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104. Nešić, D. and Teel, A.R., Input-to-State Stability for Nonlinear Time-varying Systems via Averaging,
Math. Control Signals Syst., 2001, no. 14(3), pp. 257–280.

This paper was recommended for publication by B.T. Polyak, a member of the Editorial Board

AUTOMATION AND REMOTE CONTROL Vol. 72 No. 8 2011



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 149
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 149
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 599
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200038002000280038002e0032002e00310029000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f0061006400650064002000610074002000680074007400700073003a002f002f0070006f007200740061006c002d0064006f0072006400720065006300680074002e0073007000720069006e006700650072002d00730062006d002e0063006f006d002f00500072006f00640075006300740069006f006e002f0046006c006f0077002f00740065006300680064006f0063002f00640065006600610075006c0074002e0061007300700078000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c00200030003800200061006e0064002000500069007400530074006f0070002000530065007200760065007200200030003800200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e000d>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


