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In the analyses performed in Section 4 of the original paper,we used a linearity property which we
realized was incorrect; all mentioned results still hold upto a slight twist on the algorithms to be used. We
use below the notation of the original paper without explicitly redefining them.

1 Description of Error

The incorrect statement can be found at the end of the proof ofthe geometric lemma (Lemma 10):

[...] The proof is concluded by noting that by definition, forall σ ∈ F , the applicationsp ∈ ∆(I) 7→ m(p, σ)
are linear.

A similar incorrect property of linearity in the first argument was also used in the (warm-up) Section 4.1.
However, with the needed correction, the special case of Section 4.1 will no longer be much easier to handle
than the general result; hence, this section should simply be discarded.

The example below illustrates whym is in general not linear in its first argument (just as it is notlinear
in its second argument neither).

Example 1 We consider a game in which the second player (when playingL andM ) can force the first
player to play a game of matching pennies in the dark; in the matrix below, the real numbers denote the
payoff while♣ and♥ denote the two possible signals.

L M R

T 1 / ♣ −1 / ♣ 2 / ♥
B −1 / ♣ 1 / ♣ 3 / ♥

A straightforward calculation shows that

m(δT ,♣) = m(δB,♣) = [−1, 1] while m

(
1

2
δT +

1

2
δB, ♣

)
= {0} .

Actually, the inclusion

m(p, σ) ⊆
∑

i∈I

pim(i, σ)

is true for all games, allp ∈ ∆(I), andσ ∈ F , but it is a strict inclusion in general. Therefore, the linear
extensionm to∆(I × B) of the restriction ofm to I × B considered in the original paper does not coincide
with m, contrary to what is stated in Definition 11. Yet, we need somelinear set-valued mapping to apply the
general results of Section 3.
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A study of the properties of the mappingp 7→ m(p,♣) sheds however some light on a possible patch,
along the same lines as the construction already exhibited in Lemma 10 to get some linearity form in its
second argument, up to the extension of the set of pure actionsJ to a finite set of possibly mixed actionsB.

Indeed,p 7→ m(p,♣) is piecewise linear, which can be seen by introducing a setA of possibly mixed
actions extending the setI = {T, B} of pure actions and containing

pT = δT , pB = δB, and p1/2 =
1

2
δT +

1

2
δB .

Each mixed action in∆(I) can be uniquely written aspλ = λ δB +(1−λ) δT for someλ ∈ [0, 1]. Now, for
λ > 1/2, by definition ofm,

m
(
pλ, ♣

)
= [1− 2λ, 2λ− 1] ,

so that we have the convex decomposition

m
(
pλ, ♣

)
= (2λ− 1)m(δB ,♣) +

(
1− (2λ− 1)

)
m(p1/2,♣) ,

which can be restated as

m
(
(2λ− 1) δB +

(
1− (2λ− 1)

)
p1/2, ♣

)
= (2λ− 1)m(δB,♣) +

(
1− (2λ− 1)

)
m(p1/2,♣) .

That is,m( · , ♣) is linear on the subset of∆(I) corresponding to mixed actionspλ with λ > 1/2. Since a
similar property holds the subset of distributions withλ 6 1/2, we have proved thatm( · , ♣) is piecewise
linear on∆(I).

We now prove that —just as in Lemma 10 of the original paper— this entails a linearity property on a
lifted space.

Outline of this corrigendum

In the next section, we adapt the statement and proof of convergence of our approachability strategy to the
class of games of partial monitoring such that the mappingsm( · , b) are piecewise linear for allb ∈ B; we
also show that the minimization of (external or internal) regrets fall in this case. In a third and last section,
we will show how the approachability of a general closed convex set for a general game can be handled.

2 Bi-Piecewise Linear Games — Minimization of Regrets

We first state what the proof of Lemma 10 of the original paper correctly shows.

Lemma 1 For any game of partial monitoring, there exists a finite setB ⊂ F and a piecewise-linear (injec-
tive) mappingΦ : F → ∆(B) such that

∀σ ∈ F , ∀p ∈ ∆(I), m(p, σ) =
∑

b∈B

Φb(σ)m(p, b) ,

where we denoted the convex weight vectorΦ(σ) ∈ ∆(B) by
(
Φb(σ)

)
b∈B

.

The results of this section will rely on the following assumption.

Assumption 1 A game is bi-piecewise linear ifm( · , b) is piecewise linear on∆(I) for everyb ∈ B.

Assumption 1 means that for allb ∈ B there exists a decomposition of∆(I) into polytopes each on which
m( · , b) is linear. SinceB is finite, there exists a finite number of such decompositions, and thus there exists a
polytopial decomposition that refines all of them. (The latter is generated by the intersection of all considered
polytopes asb varies.) By construction, everym( · , b) is linear on any of the polytopes of this common
decomposition. We denote byA ⊂ ∆(I) the finite subset of all their vertices: a construction similar to the
one used in the proof of Lemma 10 then leads to a piecewise linear (injective) mappingΘ : ∆(I) → ∆(A),
whereΘ(p) is the decomposition ofp on the vertices of the polytope(s) of the decomposition to which it
belongs, satisfying

∀ b ∈ B, ∀p ∈ ∆(I), m(p, b) =
∑

a∈A

Θa(p)m(a, b) ,

where we denoted the convex weight vectorΘ(p) ∈ ∆(B) by
(
Θa(p)

)
a∈A

. Therefore, on a lifted space,m
is seen to coincide with a bi-linear mapping.

Definition 2 We denote bym the linear extension to∆(A × B) of the restriction ofm to A× B, so that for
all p ∈ ∆(I) andσ ∈ F ,

m(p, σ) = m
(
Θ(p), Φ(σ)

)
.
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The main argument follows the same lines as Section 4.2.2 of the original paper: we construct an(r,H)–
approachability strategy for the original problem based ona strategy form–robust approachability ofC. We
do so by considering the following equivalent to Lemma 12 of the original paper. Condition 1 refers to the
condition

∀σ ∈ F , ∃p ∈ ∆(I), m(p, σ) ⊆ C

stated in the original paper; we indicated therein that it was necessary and we need to adapt the proof of its
sufficiency.

Lemma 3 Under Condition 1, the closed convex setC ism–robust approachable.

Proof: We show that Condition (RAC) in Theorem 7 of the original paper is satisfied, that is, that for all
y ∈ ∆(B), there exists somex ∈ ∆(A) such thatm(x,y) ⊆ C. With a given suchy ∈ ∆(B), we associate
the feasible vector of signalsσ =

∑
b∈B yb b and letp be given by Condition 1, so1 thatm(p, σ) ⊂ C. By

linearity ofm (for the first equality), by definition ofm (for the first inclusion), by Lemma 1 (for the second
and fourth equalities), by construction ofA (for the third equality),

m
(
Θ(p),y

)
=

∑

a∈A

Θa(p)
∑

b∈B

yb m(a, b) ⊆
∑

a∈A

Θa(p)m(a, σ) =
∑

a∈A

Θa(p)
∑

b∈B

Φb(σ)m(a, b)

=
∑

b∈B

Φb(σ)m(p, b) = m(p, σ) ⊂ C ,

which concludes the proof.

We now indicate how our algorithm (stated in Figure 1 of the original paper) should be slightly adapted;
we only write the steps that need a modification.

[...]

Initialization: [...] pick an arbitraryθ1 ∈ ∆(A)

For all blocksn = 1, 2, . . .,

1. definexn =
∑

a∈A
θn,a a and p

n
= (1− γ)xn + γ u;

[...]

5. chooseθn+1 = Ψ
(
θ1, Φ

(
σ̂1

)
, . . . , θn, Φ

(
σ̂n

))
.

Figure 1: The modifications to perform on the proposed strategy.

The proof that this strategy indeed approachesC atT−1/5 rate with overwhelming probability is adapted
as follows from the proof of Theorem 13, which can be found in the extended arXiv version of the original
paper. The approximation and concentration results statedin Equations (9)–(11) remain unchanged, so that

1

T

T∑

t=1

r(It, Jt) is close to
1

N

N∑

n=1

r
(
xn, q̂n

)
=

1

N

N∑

n=1

∑

a∈A

θn,a r
(
a, q̂n

)
.

Now, by definition ofm,

1

N

N∑

n=1

∑

a∈A

θn,a r
(
a, q̂n

)
belongs to the set

1

N

N∑

n=1

∑

a∈A

θn,a m
(
a, H̃

(
q̂n

))
.

By definition ofΦ and by linearity ofm,

1

N

N∑

n=1

∑

a∈A

θn,a m
(
a, H̃

(
q̂n

))
=

1

N

N∑

n=1

∑

(a,b)∈A×B

θn,a Φb

(
H̃
(
q̂n

))
m(a, b)

=
1

N

N∑

n=1

m

(
θn, Φb

(
H̃
(
q̂n

)))
.

1Note however that we do not necessarily have thatΦ(σ) andy are equal, asΦ is not a one-to-one mapping.
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Equation (12) can be adapted along the same lines as in the original paper, since its proof only relied on a
Lipschitzness property and a concentration argument:

1

N

N∑

n=1

m

(
θn, Φ

(
H̃
(
q̂n

)))
is close to the set

1

N

N∑

n=1

m
(
θn, Φ

(
σ̂n

))
.

Finally, sinceΨ is a strategy designed for them–robust approachability ofC,

1

N

N∑

n=1

m
(
xn, Φ

(
σ̂n

))
gets closer and closer to the setC whenn → ∞,

which concludes this (sketch of) proof.

Minimization of Regrets

It only remains to indicate why the results of Section 5 of theoriginal paper (on minimization of regrets)
still hold. For the case of external regret, for instance, wecan find a convex setC and a vector-valued payoff
functionr, that first, satisfy Assumption 1 and second, are such thatRext

T is still upper bounded by (a constant
depending on the game only times) the distance of the averagepayoff vector(1/T )

∑
t6T r(It, Jt) to C.

These are indeed given by

C =

{
(z, σ) ∈ R×F : z > max

p∈∆(I)
ρ(p, σ)

}
and r(i, j) =

[
r(i, j)

H̃(δj)

]
,

for all (i, j) ∈ I × J . That(r, H)–approachability ofC entails minimization of the regretRext
T is straight-

forward along the same lines as the first part of the proof of Corollary 14 in the original paper.
It only remains to prove that Assumption 1 is satisfied. To do so, we will actually prove the stronger

property that the mappingsm(·, σ) are piecewise linear for allσ ∈ F ; we fix such aσ in the sequel. Only the
first coordinate ofr depends onp, so the desired property is true if and only if the mappingm1( · , σ) defined
by

p ∈ ∆(I) 7−→ m1(p, σ) =
{
r(p, q′) : q ∈ ∆(J ) such thatH̃(q) = σ

}

is piecewise linear. SincẽH is linear, the set
{
q ∈ ∆(J ) such thatH̃(q) = σ

}

is a polytope, thus, the convex hull of some finite set{qσ,1, . . . , qσ,M} ⊂ ∆(J ). Therefore, for every
p ∈ I, by linearity ofr (and by the fact that it takes one-dimensional values),

m1(p, σ) = co
{
r(p, qσ,1), . . . , r(p, qσ,M )

}
=

[
min

k∈{1,..,M}
r(p, qσ,k) , max

k′∈{1,..,M}
r(p, qσ,k′)

]
,

whereco stands for the convex hull. Since all applicationsr( · , qσ,k) are linear, their minimum and their
maximum are piecewise linear functions, thusm1( · , σ) is also piecewise linear.

For the internal regret, the bi-piecewise linearity of the game (up to the same slight modification of the
payoff functionr and of the definition ofC) follows from a similar argument.

3 The Case of General Games

Unfortunately, as the example below illustrates, there exist game that are not bi-piecewise linear.

Example 2 Consider the following game.

L M R

T (1, 0, 0, 0) / ♣ (0, 0, 1, 0) / ♣ (2, 0, 4, 0) / ♥
B (0, 1, 0, 0) / ♣ (0, 0, 0, 1) / ♣ (0, 3, 0, 5) / ♥
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We denote mixed actions of the first player by(p, 1− p), wherep ∈ [0, 1] denotes the probability of playing
T and1 − p is the probability of playingB. It is immediate thatm

(
(p, 1 − p), ♣

)
can be identified with

the set of all product-distributions on2× 2 elements with first marginal distribution(p, 1− p). The proof of
Lemma 1 shows that the setB associated with any game always contains the Dirac masses oneach signal;
that is,δ♣ ∈ B. But forp 6= p′ andλ ∈ (0, 1), denotingp = λ p+ (1− λ)p′, one necessarily has that

m
(
(p, 1− p), ♣

)
 λm

(
(p, 1− p), ♣

)
+ (1− λ)m

(
(p′, 1− p′), ♣

)
;

the inclusion⊆ holds by definition ofm but this inclusion is always strict here since the left-handside
is formed by product-distributions while the right-hand side also contains distributions with correlations.
Hence, bi-piecewise linearity cannot hold for this game.

However, we will show that if Condition 1 holds there exist strategies with a constant per-round com-
plexity to approach polytopes even when the game is not bi-piecewise linear. That is, by considering simpler
convex setsC, no assumption is needed on the pair(r,H). We will conclude this note by indicating that
thanks to a doubling trick, Condition 1 is still seen to be sufficient for approachability in the most general
case when no assumption is made neither on(r,H) nor onC, at the cost however of inefficiency.

Approachability of the Negative Orthant in the Case of General Games

For the sake of simplicity, we start with the case of the negative orthantRd
−. Our argument will be based on

Lemma 1; we use in the sequel the objects and notation introduced therein. We denote byr = (rk)16k6d

the components of thed–dimensional payoff functionr and introduce, for allk ∈ {1, . . . , d}, the set-valued
mappingm̃k defined by

m̃k : (p, b) ∈ ∆(I)× B 7−→ m̃k(p, b) =
{
rk(p, q) : q ∈ ∆(J ) such thatH̃(q) = b

}
.

The mapping̃m is then defined as the Cartesian product of them̃k; formally, for allp ∈ ∆(I) andb ∈ B,

m̃(p, b) =
{
(z1, . . . , zd) : ∀k ∈ {1, . . . , d}, zk ∈ m̃k(p, b)

}
.

We then linearly extend this mapping into a set-valued mapping m̃ defined on∆(I) × ∆(B) and finally
consider the set-valued mappingm̆ defined on∆(I) ×F by

∀ b ∈ B, ∀p ∈ ∆(I), m̆(p, σ) = m̃
(
p,Φ(σ)

)
=

∑

b∈B

Φb(σ) m̃(p, b) ,

whereΦ refers to the mapping defined in Lemma 1. The lemma below indicates whym̆ is an excellent
substitute tom in the case of the approachability of the orthantRd

−.

Lemma 4 The set-valued mappings̆m andm are linked by the following two properties: for allp ∈ ∆(I)
andσ ∈ F ,

1. the inclusionm(p, σ) ⊆ m̆(p, σ) holds;

2. if m(p, σ) ⊆ Rd
−, then one also has̆m(p, σ) ⊆ Rd

−.

The interpretations of these two properties are that 1.m̆–robust approaching a setC is more difficult than
m–robust approaching it; and 2. that if Condition 1 holds form andRd

−, it also holds form̆ andRd
−.

Proof: For property 1., note that by construction ofm̆,

∀ b ∈ B, ∀p ∈ ∆(I), m(p, b) ⊆ m̃(p, b) ;

Lemma 1 and the linear extension ofm̃ then show that

∀σ ∈ F , ∀p ∈ ∆(I), m(p, σ) ⊆ m̃
(
p, Φ(σ)

)
= m̆(p, σ) .

As for property 2., it suffices to note that (by Lemma 1 again) the stated assumption exactly means
that

∑
b∈B Φb(σ)m(p, b) ⊂ Rd

−. In particular, rewriting the non-positivity constraint for each of thed
components of the payoff vectors, we get

∑

b∈B

Φb(σ) m̃k(p, b) ⊆ R− ,

for all k ∈ {1, . . . , d}; thus, in particular,
∑

b∈B Φb(σ) m̃(p, b) = m̆(p, σ) ⊆ Rd
−.

We can then extend the result of the previous section as announced; note that no bi-piecewise linearity
assumption is needed on the game.
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Theorem 5 If Condition 1 is satisfied form, then there exists a strategy for(r,H)–approachingRd
− at a rate

of the order ofT−1/5, with a constant per-round complexity.

Proof: We will apply the result of the previous section. By checkingthe proof of the main theorem (The-
orem 13) of the original paper, one can see that the only ingredient needed is a strategy form–robust ap-
proachingC = Rd

−. But by Lemma 4, it is therefore enough tõm–robust approachC = Rd
−. Now, a strategy

performing this exists because of the result stated in Theorem 13 and corrected in the previous section, as first,
Condition 1 holds for̆m as well (as indicated by Lemma 4) and second,m̆ is bi-piecewise linear. The latter
fact can be seen by showing —similarly to what was done in the section devoted to regret minimization—
that each̃mk, thus alsom̆, is piecewise linear.

Approachability of Polytopes in the Case of General Games

If that the target setC is a polytope, thenC can be written as the intersection of a finite number of half-planes,
i.e., there exits a finite family

{
(ek, fk) ∈ R

d × R, k ∈ K
}

such that

C =
{
z ∈ Rd : 〈z, ek〉 6 fk, ∀ k ∈ K

}
.

Given the original (not necessarily bi-piecewise linear) game(r,H), we introduce another game(rC , H),
whose payoff functionrC : I × J → RK is defined as

∀ i ∈ I, ∀ j ∈ J , rC(i, j) =
[
〈r(i, j), ek〉 − fk

]
k∈K

.

The following lemma is an exercise of mere rewriting.

Lemma 6 Given a polytopeC, the(r,H)–approachability ofC and the
(
rC , H

)
–approachability ofRd

− are
equivalent in the sense that all strategies for one problem translates to a strategy for the other problem.

In addition, Condition 1 holds for(r,H) andC if and only if it holds for
(
rC , H

)
andRd

−.

Via the lemma above, Theorem 5 indicates that Condition 1 for(r,H) andC is a sufficient condition for
the(r,H)–approachability ofC.

Approachability of General Convex Sets in the Case of General Games

A general closed convex set can always be approximated arbitrarily well by a polytope (where the number of
vertices of the latter however increases as the quality of the approximation does). There, via a doubling trick,
Condition 1 is also seen to be sufficient to(r,H)–approach any general closed convex setC, However, the
computational complexity of the resulting strategy is muchlarger: the per-round complexity increases over
time (as the numbers of vertices of the approximating polytopes do).
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