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In the analyses performed in Section 4 of the original paper,used a linearity property which we
realized was incorrect; all mentioned results still holdto slight twist on the algorithms to be used. We
use below the notation of the original paper without exflligiedefining them.

1 Description of Error

The incorrect statement can be found at the end of the prabkojeometric lemma (Lemma 10):

[...] The proof is concluded by noting that by definition, &ko € F, the applicationp € A(Z) — m(p, o)
are linear.

A similar incorrect property of linearity in the first arguntevas also used in the (warm-up) Section 4.1.
However, with the needed correction, the special case did®et.1 will no longer be much easier to handle
than the general result; hence, this section should sinpbjidgcarded.

The example below illustrates wiy is in general not linear in its first argument (just as it is linear
in its second argument neither).

Example 1 We consider a game in which the second player (when plagimmnd M) can force the first
player to play a game of matching pennies in the dark; in th&ixbelow, the real numbers denote the
payoff while & and? denote the two possible signals.

L M R
T 1/& —-1/& 2/0
B —1/& 1/& 3/Q

A straightforward calculation shows that
. 1 1
m(or, &) =m(dp, &) = [—1,1] while m(§6T + 563, J.) ={0}.

Actually, the inclusion
m(pv U) - sz m(l, U)
icT
is true for all games, alp ¢ A(Z), ando € F, but it is a strict inclusion in general. Therefore, the &ine
extensiorm to A(Z x B) of the restriction ofiz to Z x B considered in the original paper does not coincide
with 7z, contrary to what is stated in Definition 11. Yet, we need stinear set-valued mapping to apply the
general results of Section 3.
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A study of the properties of the mappipg— m(p, &) sheds however some light on a possible patch,
along the same lines as the construction already exhihitégimma 10 to get some linearity fat in its
second argument, up to the extension of the set of pure acfido a finite set of possibly mixed actiots

Indeed,p — m(p, &) is piecewise linear, which can be seen by introducing a4sef possibly mixed
actions extending the sé&t= {T, B} of pure actions and containing

1 1
pp=90r, pp=2~0p, and p;,;= §5T + 553-

Each mixed action i\ (Z) can be uniquely written gs, = Adp + (1 — \) dr for somei € [0, 1]. Now, for
A = 1/2, by definition ofm,

m(py, &) = [1—2), 2\ — 1],
so that we have the convex decomposition

m(py, &) = A —1)(0p, &) + (1 — (2X — 1)) T(py )2, ) ,
which can be restated as

m((2>\ —1)0p+ (1= (2XA=1)) py o, &) =@ =1)m(0p, &)+ (1 — (2X—1)) T(p, /2, ).

That is, (-, &) is linear on the subset @df(Z) corresponding to mixed actiops, with A > 1/2. Since a
similar property holds the subset of distributions with< 1/2, we have proved thafi( -, &) is piecewise
linear onA(Z).

We now prove that —just as in Lemma 10 of the original paperis- émtails a linearity property on a
lifted space.

Outline of this corrigendum

In the next section, we adapt the statement and proof of cgamee of our approachability strategy to the
class of games of partial monitoring such that the mappings, b) are piecewise linear for all € B5; we
also show that the minimization of (external or internafregs fall in this case. In a third and last section,
we will show how the approachability of a general closed exrset for a general game can be handled.

2 Bi-Piecewise Linear Games — Minimization of Regrets

We first state what the proof of Lemma 10 of the original paperectly shows.

Lemma 1 For any game of partial monitoring, there exists a finite Bet F and a piecewise-linear (injec-
tive) mapping® : 7 — A(B) such that

VoeF, VpeAD), m(p,a):Zq)b(U)m(p,b),
beB

where we denoted the convex weight veétar) € A(B) by (@b(a))beg.

The results of this section will rely on the following assuiop.
Assumption 1 A game is bi-piecewise lineariifi( -, b) is piecewise linear o\ (Z) for everyb € 5.

Assumption 1 means that for alle BB there exists a decompositionff{Z) into polytopes each on which
m(-,b)islinear. Sincds is finite, there exists a finite number of such decompositiand thus there exists a
polytopial decomposition that refines all of them. (Thedai$ generated by the intersection of all considered
polytopes as$ varies.) By construction, everyi( -,b) is linear on any of the polytopes of this common
decomposition. We denote by C A(Z) the finite subset of all their vertices: a construction samtb the
one used in the proof of Lemma 10 then leads to a piecewiserliirgective) mappin® : A(Z) — A(A),
where©(p) is the decomposition gb on the vertices of the polytope(s) of the decomposition téctviit
belongs, satisfying

VbeB, VpeA(I), m(p,b)=) Ou(p)mM(a,b),
acA
where we denoted the convex weight vectdip) € A(B) by (@a(p))aeA. Therefore, on a lifted space;
is seen to coincide with a bi-linear mapping.

Definition 2 We denote by the linear extension té\ (A x B) of the restriction ofn to A x B, so that for
all p e A(Z) ando € F,

m(p, o) =m(6(p), ®(0)).



The main argument follows the same lines as Section 4.2tgeaftiginal paper: we construct &n H)—
approachability strategy for the original problem based trategy fofn—robust approachability af. We
do so by considering the following equivalent to Lemma 12hef original paper. Condition 1 refers to the
condition
VoeF, I3pe AD), m(p,o) CC
stated in the original paper; we indicated therein that i wacessary and we need to adapt the proof of its
sufficiency.

Lemma 3 Under Condition 1, the closed convex €ds m—robust approachable.

Proof: We show that Condition (RAC) in Theorem 7 of the original paisesatisfied, that is, that for all
y € A(B), there exists some € A(A) such thatn(z,y) C C. With a given suchy € A(B), we associate
the feasible vector of signals = >, s v, b and letp be given by Condition 1, sahatm(p,o) C C. By
linearity ofm (for the first equality), by definition afz (for the first inclusion), by Lemma 1 (for the second
and fourth equalities), by construction df(for the third equality),

Y) =) 04> wm(ab) S > Oup)la,0) =Y Ou(p)_ ®y(0)m(a,b)

acA beB acA acA beB
= Z(I)b(g)m(pvb):m(pao—) CC,
beB
which concludes the proof. |

We now indicate how our algorithm (stated in Figure 1 of thigiaal paper) should be slightly adapted;
we only write the steps that need a modification.

[-]
Initialization: [...] pick an arbitraryd; € A(A)
For all blocksn =1, 2,. .,

1. definex,, = ZaeAenyaa andp, =(1—7v)zn +yu;
(-]
5. chooS@, 41 — xp(el, ®(61), ..., On, @(an)).

Figure 1: The modifications to perform on the proposed sisate

The proof that this strategy indeed approaahesT ~'/® rate with overwhelming probability is adapted
as follows from the proof of Theorem 13, which can be foundchim ¢xtended arXiv version of the original
paper. The approximation and concentration results stateduations (9)—(11) remain unchanged, so that

T N
%Zr([t,Jt) is close to %Z a:n,qn = ZZemra qn .
t=1 n=1

n=1a€cA
Now, by definition ofm,

N
% Z Z Onar(a, G,)  belongstothe set Z Z 0,070 (a H( qn)) .

n=1a€A n=1a€A

By definition of ® and by linearity ofm

LSS b Hla) = 4

n=1a€A =1 (a,b)e AxB

N

Ona @ (H(3,)) mla,b)

2 |

N
1 — T3/~
= N Z m<9m Dy, (H(qn))) .
n=1
"Note however that we do not necessarily have dhat) andy are equal, a® is not a one-to-one mapping.
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Equation (12) can be adapted along the same lines as in thiearpaper, since its proof only relied on a
Lipschitzness property and a concentration argument:

— Z (97“ <I>( ))) is close to the set % ﬁ:ﬁ(@n, <I>(8n)) .

n=1

Finally, since¥ is a strategy designed for tie-robust approachability af,
— Z (:cn, ) gets closer and closer to the getvhenn — oo,

which concludes this (sketch of) proof.

Minimization of Regrets

It only remains to indicate why the results of Section 5 of ¢iniginal paper (on minimization of regrets)
still hold. For the case of external regret, for instance cave find a convex s&t and a vector-valued payoff
functionr, that first, satisfy Assumption 1 and second, are suchiB4is still upper bounded by (a constant
depending on the game only times) the distance of the aveagsf vector(1/1") >, . r(1, J:) o C.
These are indeed given by
_ s [ () ]
C {(z,a) ERXF: z> max p(p, )} and  r(i,75) [ a6 |

PeA(T)

forall (i,7) € Z x J. That(r, H)—approachability o€ entails minimization of the regrétS is straight-
forward along the same lines as the first part of the proof obary 14 in the original paper.

It only remains to prove that Assumption 1 is satisfied. To dpvee will actually prove the stronger
property that the mappinga(-, o) are piecewise linear for alt € F; we fix such a in the sequel. Only the
first coordinate of- depends o, so the desired property is true if and only if the mappinag - , o) defined

by
peAX) — mi(p,o)= {r(p,q') : g € A(J) such thatﬁ(q) = a}

is piecewise linear. SincH is linear, the set
{q € A(J) such thatf (q) = a}

is a polytope, thus, the convex hull of some finite §@§ ,, ..., g, } C A(J). Therefore, for every
p € Z, by linearity ofr (and by the fact that it takes one-dimensional values),

ml(pao-) = ¢o {T(paqa,l)v SERE) T(pv qo’,]ﬂ)} = |:k€{1 Ib[} (p 9., k) k,er{riaXM}r(paqa,k/) ’

whereco stands for the convex hull. Since all applicatioris, q,, ;) are linear, their minimum and their
maximum are piecewise linear functions, thias( - , o) is also piecewise linear.

For the internal regret, the bi-piecewise linearity of tla (up to the same slight modification of the
payoff functionr and of the definition of) follows from a similar argument.

3 The Case of General Games

Unfortunately, as the example below illustrates, therstegame that are not bi-piecewise linear.

Example 2 Consider the following game.

L M R

T (1,0,0,0) /&% (0,0,1,0)/&% (2,0,4,0)/
B (0,1,0,0)/&% (0,0,0,1)/&% (0,3,0,5)/




We denote mixed actions of the first player{pyl — p), wherep € [0, 1] denotes the probability of playing

T and1 — p is the probability of playingB. It is immediate tham((p, 1-p), &) can be identified with

the set of all product-distributions @nx 2 elements with first marginal distributidip, 1 — p). The proof of

Lemma 1 shows that the sBtassociated with any game always contains the Dirac masseaabnsignal;

that is,da € B. But forp # p’ andX € (0, 1), denotingg = Ap + (1 — A)p, one necessarily has that
m((ﬁv 1 7ﬁ)a *) g )‘m((pa 1 7p)a *) + (1 - )‘)m((plv 1 7p/)a &) ;

the inclusionC holds by definition ofmz but this inclusion is always strict here since the left-haide

is formed by product-distributions while the right-handesialso contains distributions with correlations.
Hence, bi-piecewise linearity cannot hold for this game.

However, we will show that if Condition 1 holds there exigtagtgies with a constant per-round com-
plexity to approach polytopes even when the game is notdaiguvise linear. That is, by considering simpler
convex set€’, no assumption is needed on the pairH). We will conclude this note by indicating that
thanks to a doubling trick, Condition 1 is still seen to befisignt for approachability in the most general
case when no assumption is made neithefrof/ ) nor onC, at the cost however of inefficiency.
Approachability of the Negative Orthant in the Case of Geneal Games

For the sake of simplicity, we start with the case of the negatrthantR? . Our argument will be based on
Lemma 1; we use in the sequel the objects and notation intestitherein. We denote by= (rx)1<k<d
the components of thé-dimensional payoff function and introduce, for alk € {1,...,d}, the set-valued
mappingmy, defined by

ik (o b) € A(Z) x B — fig(p,b) = {rk(p, q): qe A(J) suchthati(q) = b}.
The mappingn is then defined as the Cartesian product ofithe formally, for allp € A(Z) andb € B,

(p,b) = {(zl,...,zd) L Vke{l,....d}, =€ ﬁzk(p,b)}.

We then linearly extend this mapping into a set-valued mappt defined onA(Z) x A(B) and finally
consider the set-valued mappirigdefined onA(Z) x F by

Vbe B, VpeAD), m(p,o) = ﬁz(p, <I>(a)) = Z Dy(0) m(p,b),
beB

where® refers to the mapping defined in Lemma 1. The lemma below atelicwhyrn is an excellent
substitute tam in the case of the approachability of the orth&et.

Lemma 4 The set-valued mappings andm are linked by the following two properties: for alle A(Z)
ando € F,

1. the inclusiormm(p, o) C m(p, o) holds;
2. ifm(p,o) C R, then one also hag (p, o) C RY.
The interpretations of these two properties are that4robust approaching a seis more difficult than
m—robust approaching it; and 2. that if Condition 1 holdsifoandR< , it also holds forn andR? .
Proof: For property 1., note that by constructiorvaf
Vbe B, VpeA(Z), m(p,b)Cm(p,b);
Lemma 1 and the linear extension/afthen show that
VoeF, VpeA(), mlp,o)Cin(p, ®(0)) =m(p,o).

As for property 2., it suffices to note that (by Lemma 1 agai® $tated assumption exactly means
that }-, .5 @ (o) m(p,b) C RZ. In particular, rewriting the non-positivity constraindrfeach of thel
components of the payoff vectors, we get

Z (I)b(o—) mk(pa b) - R_ )
beB
forall k € {1,...,d}; thus, in particulary_, .z ®(c) m(p, b) = m(p,o) C R%. |

We can then extend the result of the previous section as agedynote that no bi-piecewise linearity
assumption is needed on the game.



Theorem 5 If Condition 1 is satisfied fomm, then there exists a strategy for, H)—approachingR? at a rate
of the order of’~'/, with a constant per-round complexity.

Proof: We will apply the result of the previous section. By checkihg proof of the main theorem (The-
orem 13) of the original paper, one can see that the only dignt needed is a strategy forT—robust ap-
proaching = R¢. But by Lemma 4, it is therefore enoughite-robust approaci = R% . Now, a strategy
performing this exists because of the result stated in Téradr3 and corrected in the previous section, as first,
Condition 1 holds forn as well (as indicated by Lemma 4) and secaids bi-piecewise linear. The latter
fact can be seen by showing —similarly to what was done in #utien devoted to regret minimization—
that eachmy, thus alsan, is piecewise linear. [ |

Approachability of Polytopes in the Case of General Games

If that the target sef is a polytope, the@@ can be written as the intersection of a finite number of hkdfies,
i.e., there exits a finite family (ex, fi) € R? x R, k € K} such that

C={zeR*: (zex) < fr, Yk €K}

Given the original (not necessarily bi-piecewise lineaajng (r, H), we introduce another gamiec, H),
whose payoff functiome : Z x J — RX is defined as

vieZ, Vjed. relid)=[0@ie)—h] .

The following lemma is an exercise of mere rewriting.

Lemma 6 Given a polytop€, the (r, H)—approachability of and the(rc, H)—approachability ofR? are
equivalent in the sense that all strategies for one problamdates to a strategy for the other problem.
In addition, Condition 1 holds fofr, H) and( if and only if it holds for(r¢, H) andR®.

Via the lemma above, Theorem 5 indicates that Condition 1sfaf ) andC is a sufficient condition for
the (r, H)—approachability of .

Approachability of General Convex Sets in the Case of Geneft&ames

A general closed convex set can always be approximatedamlyitvell by a polytope (where the number of
vertices of the latter however increases as the qualityeéfproximation does). There, via a doubling trick,
Condition 1 is also seen to be sufficient(tg H )—approach any general closed convex&dtowever, the
computational complexity of the resulting strategy is miarger: the per-round complexity increases over
time (as the numbers of vertices of the approximating pplgsado).



