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Abstract

We consider pipelined real-time systems that consist of a chain of tasks execut-
ing on a distributed platform. The processing of the tasks is pipelined: each
processor executes only one interval of consecutive tasks. We are interested
in minimizing both the input-output latency and the period of the application
mapping. For dependability reasons, we are also interested in maximizing the
reliability of the system. We therefore assign several processors to each inter-
val of tasks, so as to increase the reliability of the system. Both processors and
communication links are unreliable and subject to transient failures. We assume
that the arrival of the failures follows a constant parameter Poisson law, and
that the failures are statistically independent events. We study several variants
of this multiprocessor mapping problem, with several hypotheses on the target
platform (homogeneous/heterogeneous speeds and/or failure rates). We provide
NP-hardness complexity results, and optimal mapping algorithms for polyno-
mial problem instances. Efficient heuristics are presented to solve the general
case, and experimental results are provided.

Keywords: Pipelined real-time systems, interval mapping, multi-criteria
(reliability, latency, period) optimization, complexity results.

1. Introduction

A pipelined real-time system [22, 27] consists of a chain of tasks executing
on a distributed platform. Each task is a block of code with a known amount of
work to be processed. The role of the first task of the chain is to acquire some
data set from the environment (thanks to sensor drivers), to process it, and
finally to transmit its result to the second task. Each subsequent task receives
its input data from its predecessor task, processes it, and transmits its result
to its successor task, except the last task that transmits it to the environment
(thanks to actuator drivers). The whole chain of tasks is executed repeatedly,

1Part of this work has appeared in ICPP’10.

Preprint submitted to Elsevier January 9, 2014



as new data sets enter the system. Each data set is input to the first task and
progresses from task to task until its processing is completed.

Executing a real-time system in a pipelined way is essential to increase the
throughput, by making the best possible usage of available resources in the dis-
tributed execution platform. Tasks are assigned to processors using an interval
mapping, which groups consecutive tasks of the linear chain and assigns them to
the same processor. Interval mappings are more general than one-to-one map-
pings, which establish a unique correspondence between tasks and processors;
they allow communication overheads to be reduced, not to mention the many
situations where there are more tasks than processors, and where interval map-
pings are mandatory. The key performance-oriented metrics to determine the
best interval mapping are the period and the latency. The period is the time
interval between the beginning of the execution of two consecutive data sets.
Equivalently, the inverse of the period is the throughput, which measures the ag-
gregate rate of processing of data. The latency is the time elapsed between the
beginning and the end of the execution of a given data set; hence, it measures
the response time of the system for processing the data set entirely. Therefore,
to minimize the period, we try to create many small intervals so that we can
start processing the next data set as soon as possible, while for minimizing the
latency, we rather try to reduce the sum of communication costs, and hence to
split the chain of tasks in the least possible number of intervals. As a conse-
quence, minimizing the latency is antagonistic to minimizing the period, and
trade-offs should be found between these two criteria.

Each data set has a deadline on the completion time of its execution (the
real-time constraint). The deadlines are related to the period P and latency
L as follows. Data sets periodically enter the system with a given period P .
Data set 0 enters the system at time 0 and has a deadline equal to L. Data set
K enters the system at time K × P and has a deadline equal to K × P + L.
Accordingly, the deadline of each data set will be met as soon as we derive a
schedule whose period does not exceed P , and whose latency does not exceed L.
This model is consistent with those applications found in most safety critical
real-time systems (e.g., avionics, railway or nuclear applications [8, 30]), which
enforce a prescribed processing rate and maximum response time. This leads to
a global deadline for each application instance (data set), but individual tasks
distinct from the output task have no deadlines.

Besides constraints on the performance-oriented criteria, expressed as an
upper bound on the period and/or the latency, pipelined real-time systems
must also meet crucial dependability constraints, which are expressed as a lower
bound on the reliability of the mapping. Increasing the reliability is achieved
by replicating the intervals onto several processors. Augmenting the replication
level (defined as the average number of times each interval is replicated) is good
for reliability, but bad for period and latency, because fewer processors will
be available for executing the task intervals. We thus have three antagonistic
criteria: reliability, period, and latency. This antagonism between the criteria
make the problem very challenging.

A typical example of applications with real-time and reliability constraints
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is encountered in the automotive industry, with the Autosar architecture2. Au-
tosar consists of a hardware architecture made of several processors (called ECUs
– Electronic Computing Units) connected by a bus, and of several software com-
ponents, each one being an embedded automotive function. Each function is
a pipelined real-time system that starts with some input drivers that will gen-
erate a new dataset at each invocation (for instance the wheel angular speed),
followed by several software blocks, and terminated by some actuator driver (for
instance the hydraulic brake pressure). Each such function must meet a latency
(also called the end-to-end timing constraint, from the sensor to the actuator),
a period, and a reliability constraint.

We evaluate the reliability of a single task mapped onto a processor ac-
cording to the classical model of Shatz and Wang [34], where each hardware
component (processor or communication link) is fail-silent and is characterized
by a constant failure rate per time unit λ: the reliability of a task of duration d
is therefore e−λd. For an interval of several tasks mapped onto a single proces-
sor, we just have to sum up the task durations, hence obtaining e−λD, where D
is the sum of task durations in the interval. For a mapping with replication, we
compute the reliability by building the Reliability Block Diagram (RBD) [29, 3]
corresponding to this mapping. Here we face the delicate issue that computing
the reliability is exponential in the size of the mapping (or equivalently the size
of the RBD). To solve this issue, we insert routing operations in the mapping to
guarantee that the RBD is by construction serial-parallel, therefore allowing us
to compute its reliability in linear time. The models are detailed in Section 2
and we discuss related work in Section 3.

Our contribution is multifold. In Section 4, we show how to compute the
different objectives (reliability, expected and worst-case latency, expected and
worst-case period) for a given multiprocessor mapping. Then, we derive com-
plexity results for homogeneous platforms in Section 5. We prove that:

1. computing a mono-criterion mapping that optimizes the reliability is poly-
nomial (Section 5.1);

2. optimizing both the reliability and the period remains polynomial (Sec-
tion 5.2);

3. the problem of optimizing both the reliability and the latency is NP-
complete (Section 5.3);

4. the problem of assigning processors for a given partition of the task chain
into intervals is polynomial (Section 5.5).

Moreover, for homogeneous platforms, we provide a linear program to solve the
problem of optimization of reliability for given bounds on period and latency in
Section 5.4.

2AUTomotive Open System ARchitecture: http://www.autosar.org
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For heterogeneous platforms, we prove that the mono-criterion problem of
optimizing the reliability is NP-complete, and hence all the multi-criteria map-
ping problems that include the reliability in their criteria are also NP-complete
(Section 6).

We provide heuristics in Section 7 for the most general problem of optimiz-
ing the reliability under constraints on period and latency on a heterogeneous
platform, and we conduct experiments on homogeneous and heterogeneous plat-
forms to assess their performance (Section 8). Finally, we state some concluding
remarks and future research directions in Section 9.

2. Framework

In this section, we detail the application model, the platform model, the
failure model, and the replication model. We end with the formal definition of
the mono-criterion and multi-criteria multiprocessor mapping problems.

2.1. Application model

An application is a chain of n tasks C = (τi)1≤i≤n. Each task τi is a block of
code that (1) receives its input from its predecessor τi−1, (2) computes a known
amount of work, (3) and produces an output data set of a known size. Therefore,
each task τi is represented by the pair (wi, oi), where wi is the amount of work
and oi is the output data size. By convention, on = 0 because τn emits its result
directly to the environment through actuator drivers. Specifying the size of the
input data set required by a task is not necessary since, by definition of a chain,
it is equal to the size of the output data set of its immediately preceding task.
Figure 1 shows an example of a chain composed of n tasks.

τ1
o1 o2

τ2 τn
on−1

Figure 1: Example of a chain of n tasks.

Executing τi on a processor of speed s takes wi/s units of time. Transmitting
the result of τi on a link of bandwidth b takes oi/b units of time. Knowing the
values wi and oi is not a critical assumption since worst-case execution time
(WCET) analysis has been applied with success to real-life processors actually
used in embedded systems. In particular, it has been applied to the most critical
existing embedded system, namely the Airbus A380 avionics software running
on the Motorola MPC755 processor [15, 35].

2.2. Platform model

The target platform consists of p processors connected by point-to-point
communication links. Let P be the processor set: P = (Pu)1≤u≤p. We assume
that communication links are homogeneous: this means that all links have the
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same bandwidth b. On the contrary, each processor Pu may have a different
speed su. Such platforms correspond to networks of workstations with plain
TCP/IP interconnects or other LANs.

In order to derive a realistic communication model, we assume that the
number of outgoing point-to-point connections of each processor is limited to K.
A given processor is thus capable of simultaneously sending messages to (and
receiving messages from) K other processors. Indeed, there is no physical device
capable of sending, say, 100 messages to 100 distinct processors, at the same
speed as if it was a single message. The output bandwidth of the sender’s
network card would be a limiting factor. Our assumption of bounded multi-
port communications [21] is reasonable for a large range of platforms, from
large-scale clusters to multi-core System-on-Chips (SoCs).

In addition, we assume that communications are overlapped with compu-
tations, that is, a processor can compute the current instance of task τi and,
in parallel, send to another processor the result of the previous instance of τi.
This model is consistent with current processor architectures where a SoC can
include a main processor and several communication co-processors.

2.3. Interval mapping

The chain of tasks is executed repeatedly in a pipelined manner to achieve
a better throughput. As a consequence, mapping the chain on the platform
involves dividing the chain into m intervals of consecutive tasks, and assigning
each processor to a unique interval. This technique is known as interval mapping.
Figure 2 shows an example of a division of a chain of tasks into m intervals.

21 5 76 13 3534 42

I1 I2
o5 o13

Im
o33

Figure 2: A chain of tasks divided into m intervals.

In a mapping without replication, each interval is assigned to a single pro-
cessor. If the number of processors is greater than the number of tasks, then
each interval can be of size one (that is, one task per interval), but this is rarely
the case for real-life systems. Furthermore, having many small intervals is likely
to decrease the period and the failure probability, but it will also increase the
communication costs, and hence the latency; a trade-off must to be found.

In a mapping with replication, each interval is assigned to several processors.
Replication is crucial to increase the reliability of the system [16], see Section 2.5
for details on the replication model.

For each 1 ≤ j ≤ m, the interval Ij denotes the set of consecutive tasks
between indices fj and lj . Moreover, f1 = 1, fj = lj−1 + 1 for 2 ≤ j ≤ m, and
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lm = n. The amount of work processed by Ij is therefore Wj =
∑

τi∈Ij
wi =

∑lj
i=fj

wi. The size of the output data set produced by interval Ij is that of its
last task, that is, olj .

2.4. Failure model

Both processors and communication links can fail, and they are fail-silent.
Classically, we adopt the failure model of Shatz and Wang [34]: failures are
transient and the maximum duration of a failure is such that it affects only the
current operation executing onto the faulty processor, and not the subsequent
operations (same for communication links); this is the “hot” failure model.
Besides, the occurrence of failures on a processor (same for a communication
link) follows a Poisson law with a constant parameter λ, called its failure rate
per time unit. Modern fail-silent hardware components can have a failure rate
around 10−6 per hour.

Since communication links are homogeneous, we note λℓ their identical fail-
ure rate per time unit. Concerning the processors, we note λu the failure rate
per time unit of processor Pu, for each Pu in P. We assume that failure occur-
rences are statistically independent events. Note that transient failures are the
most common failures in modern processors, all the more when processor volt-
age is lowered to reduce the energy consumption, because in that case, even very
low energy particles are likely to create a critical charge leading to a transient
failure [39].

The reliability of a system measures its continuity of service. It is defined
as the probability that it functions correctly during a given time interval [2].
According to our model, the reliability of the processor P (resp. the communi-
cation link L) during the duration d is r = e−λd, where λ is the failure rate per
time unit of P or L. Conversely, the probability of failure of the processor P
(resp. the communication link L) during the duration d is f = 1− r = 1− e−λd.
Hence, the reliability of the task τi on processor Pu is:

ru,i = e−λu wi / su . (1)

Accordingly, the reliability of the interval I mapped on the processor Pu is:

ru,I = e−λu Wj / su =
∏

τi∈I

ru,i . (2)

Equations (1) and (2) show that platform heterogeneity may come from two
factors: (i) processors having different speeds, and (ii) processors having differ-
ent failure rates. We say that the platform is homogeneous if all the processors
have the same speed s and the same failure rate λ (hence the reliability and the
execution time of an interval no longer depend on the processor it is assigned
to, and we use in that case the notation ri instead of ru,i in Equation (1));
otherwise, we say that the platform is heterogeneous.

Finally, we let rcomm,i = e−λℓ oi / b denote the reliability of the i-th commu-
nication.
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2.5. Replication model

We use spatial redundancy to increase the reliability of a system: in other
words, we replicate the intervals onto several processors. Figure 3 shows an
example of mapping by interval with spatial redundancy: interval I1 is mapped
on processors {P1, P2, P3}, interval I2 is mapped on processors {P4, P5}, and
so on until interval Im, which is mapped on processors {Pp−1, Pp}. Concerning
communications, the data-dependency ol1 is mapped on the point-to-point links
{L14, L15, L24, L25, L34, L35}, and so on (where Luv denotes the link between Pu

and Pv).

Pp−1

I1
ol1 ol2

I2 Im
olm−1

P1

P2

P3

P4

P5 Pp

Figure 3: An example of interval mapping.

To increase the reliability, each processor of a given interval communicates
with each processor of the next interval. Specifically, for any 1 ≤ j ≤ m − 1,
all the processors executing interval Ij send their result to all the processors
executing the next interval Ij+1. Because of the bounded number K of possible
communications (see Section 2.2), the maximum number of replicas per interval
is also limited to K.

2.6. Multiprocessor mapping problem

We study several variants of the multiprocessor interval mapping problem.
The inputs of the problem are a chain of n tasks C = (τi)1≤i≤n, a hardware
platform of p processors P = (Pu)1≤u≤p, and a bound K on the maximum num-
ber of replications for each interval of tasks. The output is an interval mapping
of C onto P, that is, a distribution of C into m intervals and an assignment of
each interval to at most K processors of P, such that each processor executes
only one interval. Each variant of the mapping problem optimizes a different
set of criteria among the following:

• the reliability,

• the expected input-output latency,
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• the worst-case input-output latency,

• the expected period,

• the worst-case period.

3. Related work

Several papers have dealt with workflow applications whose dependence
graph is a linear chain. The pioneering papers [36, 37] investigate bi-criteria
(period, latency) optimization of such workflows on homogeneous platforms.
An extension of these results to heterogeneous platforms is provided in [6, 7].
Yet, all these papers assume the platform to be reliable.

In our previous work [5], we studied the (reliability, latency) mapping prob-
lem with fail-silent processors. The model in [5] is quite different, and much
more crude, than the one of this paper: each processor has an absolute proba-
bility of failing, independent of task durations, and the faults are unrecoverable.

To the best of our knowledge, we are not aware of other published work on
optimizing workflows for reliability focusing on the particular case of pipelined
chain workflows. However, many papers have dealt with a directed acyclic graph
(DAG) instead of a pipelined workflow, be it a fully general DAG [13], a linear
chain [32], or even independent tasks [23, 32]. The closest paper to our present
work is [32]: it contains a short section on linear chains, with a mono-criterion
dynamic programming algorithm for optimizing the reliability, which is simi-
lar to Algorithm 1 (see Section 5.1). Other recent papers have also addressed
the problem of fault-tolerant mapping of streaming applications on multipro-
cessors [33], of lifetime-aware mapping on multiprocessors [20] (lifetime-aware
meaning taking into account the temperature, the supply voltage, the current
density, and the application and architecture characteristics), and remapping
strategies for fault-tolerance [11, 26]. However, all these papers adopt models
(regarding the application, the architecture, or the failures) that differ from our
own models.

Linear chains of tasks are a particular case of DAGs, so existing algorithms
for general DAGs can be used to solve our some of our mono-criterion or
bi-criteria optimization problems. However, no result is available for the tri-
criteria (period, latency, reliability) problems. In addition, on the theoretical
side, our simpler application framework allows us to obtain deeper results (NP-
completeness and optimal algorithms in the homogeneous case); and on the
practical side, it allows us to derive more efficient scheduling algorithms (dy-
namic programming heuristics in the heterogeneous case).

The specific problem of bi-criteria (length, reliability) multiprocessor schedul-
ing has also been addressed in [12, 1, 19, 31, 17, 18] for general DAGs of op-
erations, but except [1, 17, 18], these papers do not replicate the operations
and have thus a very limited impact on the reliability. Moreover, none of them
consider chains of tasks and interval mappings, and therefore they attempt to
minimize the length of the mapping without distinguishing between the period
and the latency (the latter one being equivalent to the schedule length).
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More generally, our application model is quite similar to that presented
in [22]. A formal definition of pipelined real-time systems can be found in [38].
Another pipelined system model is presented in [27, 28], where several chains
of periodic tasks are computed in parallel, and there is a deadline for each
task instance. Real-time systems constituted of chains of tasks with end-to-end
deadlines have also been studied in [9].

4. Evaluation of a given mapping

In this section, we detail the computation of the different objectives (relia-
bility, expected and worst-case latency, expected and worst-case period) for a
given mapping. We compute the reliability of a mapping by building its re-
liability block diagram (RBD) [29, 3]. Formally, a RBD is an acyclic oriented
graph (N,E), where each node of N is a block representing an element of the
system, and each arc of E is a causality link between two blocks. Two particular
connection points are its source S and its destination D. A RBD is operational
if and only if there exists at least one operational path from S to D. A path
is operational if and only if all the blocks in this path are operational. The
probability that a block is operational is its reliability. By construction, the
probability that a RBD is operational is equal to the reliability of the system
that it represents.

In our case, the system is the multiprocessor interval mapping, possibly
partial, of the application on the platform. A mapping is partial if not all
intervals have been mapped yet, but of course those intervals that are mapped
are such that all their predecessors are also mapped. Each block of the RBD
represents an interval Ij placed on a processor or a data-dependency olj between
the two intervals Ij and Ij+1 placed on a communication link. The reliability
of a block is therefore computed according to Equation (2).

Computing the reliability in this way assumes that the occurrences of the
failures are statistically independent events (see Section 2.4). Without this
hypothesis, the fact that some blocks belong to several paths from S to D
makes the computation of the reliability very complex. Concerning hardware
faults, this hypothesis is reasonable, but this would not necessarily be the case
for software faults [25].

The main drawback of this approach is that the computation of the relia-
bility is, in general, exponential in the size of the RBD. When the schedule is
without replication, the RBD is serial (i.e., there is a single path from S to D)
so the computation of the reliability is linear in the size of the RBD. But when
the schedule is with replications, the RBD has no particular form, so the com-
putation of the reliability is exponential in the size of the RBD. The reason is
that processors are heterogeneous: the completion dates of a given interval on
its assigned processors are different, so the reception dates by the processors of
the next interval are different. This is true even when the application is a chain
of intervals rather than a general graph. See Figure 4 for an illustration, where
the RBD corresponding to the mapping has no specific form.
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I1/P1

I1/P2

S

I2/P3

I2/P4

D

ol1/L13

ol1/L14

ol1/L24

ol1/L23

I1

ol1
I2

P1

P2

P3

P4

Figure 4: A mapping of two intervals (I1 and I2) on four processors (P1 to P4) and its RBD
which has no particular form.

One solution for computing the reliability of the mapping of Figure 4 involves
enumerating all the minimal cut sets of its RBD [24]. A cut set in a RBD is
a set of blocks C such that there is no path from S to D if all the blocks of C
are removed from the RBD. A cut C is minimal if, whatever the block that
is removed from it, the resulting set is not a cut anymore. It follows that the
reliability of a minimal cut set is the reliability of all its blocks put in parallel.
The reliability of the mapping can then be approximated by the reliability of
the alternative RBD composed of all the minimal cut sets put in sequence.
Because this RBD is serial-parallel, this computation is linear in the number of
minimal cut sets. The problem is that, in general, the number of minimal cuts
is exponential in the size of the RBD [24].

For this reason, we follow the approach of [17] and we insert routing opera-
tions between the intervals to make sure that the RBD representing a mapping
is always serial-parallel, therefore making tractable the computation of the re-
liability. This is illustrated in Figure 5, where a routing operation R has been
mapped on processor P5 and the RBD corresponding to the mapping is serial-
parallel; as a consequence, the reliability of this mapping can be computed in a
linear time w.r.t. the number of intervals.

Routing operations can be mapped on any processor. For instance, in the
RBD of Figure 5, R could have been mapped on P1 instead of P5, therefore
avoiding the need for the communication (ol1/L15). Also, routing operations
are assumed to be executed in 0 time units [17]. As a consequence, for any
processor Pu, the reliability of the block (R/Pu) is 1.
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I1/P1

I1/P2

S

I2/P3

I2/P4

DR/P5

ol1/L15

ol1/L25

ol1/L53

ol1/L54

Figure 5: The serial-parallel RBD obtained from the same mapping as in Figure 4 but with
an additional routing operation R.

As we have advocated, inserting routing operations yields the huge advan-
tage of making the reliability computation linear in time. This comes at a cost
in the execution time of the system because of the increased number of commu-
nications. For instance, in Figure 5, ol1 is transmitted twice before reaching I2.
However, it has been shown in [17] that the overhead incurred by the routing
operations is reasonable (only +3.88% on average).

For an interval I of weight W mapped on the subset of processors PI , let
ec be its expected time of computation, and let wc be its worst-case execution
time (by the slowest processor of PI). Assume that the processors in PI are
ordered according to their speed, from the fastest P1 to the slowest Pt: that is,
∀1 ≤ u < t, we have su ≥ su+1. Then, the expected and worst-case execution
times of I on PI are expressed in Equations (3) and (4). Equation (3) sums up,
for each Pu, the case where the first u − 1 fastest processors fail, and the u-th
one is successful.

ec(I,PI) = W×

∑t
u=1

(

1
su

ru,I
∏u−1

v=1 (1− rv,I)
)

1−
∏t

u=1(1− ru,I)
; (3)

wc(I,PI) =
W

st
. (4)

Then, for a mapping (I1,P1), . . . , (Im,Pm), the expected latency EL and the
expected period EP are:

EL =

m
∑

i=1

ec(Ii,Pi) +
oi
b

; (5)

EP = max

{

max
1≤i≤m

{oi
b

}

, max
1≤i≤m

ec (Ii,Pi)

}

. (6)

The worst-case latency WL and the worst-case period WP are defined sim-
ilarly, but with the worst-case cost of intervals (Equation (4)) instead of the
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expected cost (Equation (3)):

WL =
m
∑

i=1

wc(Ii,Pi) +
oi
b

; (7)

WP = max

{

max
1≤i≤m

{oi
b

}

, max
1≤i≤m

wc (Ii,Pi)

}

. (8)

Finally, thanks to the routing operations, the reliability of the mapping
(I1,P1), . . . , (Im,Pm) is:

r =
t
∏

i=1

(

1−
∏

Pu∈Pi

(1−rcomm,i−1×ru,Ii×rcomm,i)

)

. (9)

Equation (9) above is computed according to the generic form of the RBD
of Figure 5. To account for the fact that the first interval I1 has no incoming
communication, we just set o0 = 0, hence rcomm,0 = 1. The same occurs for the
outgoing communication of the last interval Im. Finally, routing operations do
not appear in Equation (9) since their reliability is always equal to 1.

5. Complexity results for homogeneous platforms

In this section, we provide optimal polynomial-time algorithms for the mono-
criterion reliability optimization problem, and then for the bi-criteria (reliability,
period) optimization problem. Then, we prove the NP-completeness of the
bi-criteria (reliability, latency) optimization problem. We provide an integer
linear program to solve the tri-criteria problem and a polynomial-time algorithm
to optimally allocate processors for a given partition of the chain of tasks in
intervals. Note that on homogeneous platforms, the expected latency and worst-
case latency are the same. This also holds true for the expected period and
worst-case period.

5.1. Reliability optimization

We present a mono-criterion polynomial-time algorithm that maximizes the
reliability of a given chain of tasks on a given homogeneous platform. Algo-
rithm 1 is a dynamic programming algorithm. It is a simplified version of
Algorithm 2 for bi-criteria (reliability, period) optimization, which we present
in the next section.

Theorem 1. Algorithm 1 computes in time O(n2p2) the optimal mapping for
reliability optimization on fully homogeneous platforms.

Proof. In this algorithm, F (i, k) is the optimal reliability when mapping the
first i tasks on k processors, and it is computed iteratively with the dynamic
programming procedure. The recursive formula can be found on line 10 of
Algorithm 1. For any number of tasks of the last interval, and for any number
of replications of this last interval, the formula computes the optimal reliability
for previous tasks and available processors, and it selects the solution with
optimal reliability.
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Algorithm 1: Optimal algorithm for reliability optimization on fully ho-
mogeneous platforms.

Data: a number p of fully homogeneous processors of failure rate λ, a
chain A of n tasks of sizes wi, and a maximum number K of
replications

Result: a reliability r
for k = 1 to min{K, p} do1

2

F (1, k) = 1− (1− rcomm,0×r1×rcomm,1)
k
;

end3

F (0, 0) = 1;4

for i = 1 to n do5

F (i, 0) = 0;6

end7

for i = 2 to n do8

for k = i to p do9

10

F (i, k) = max
1≤j<i,1≤q≤min{K,k}

{

F (j, k−q)×



1−
(

1−rcomm,j−1×

∏

j≤l≤i

rl×rcomm,i

)q





}

;

end11

end12

r = max1≤q≤p F (n, q);13
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5.2. Reliability/period optimization

We now present a bi-criteria (reliability, period) polynomial-time algorithm
that optimizes the reliability of a mapping given a bound on the period. Recall
that, for homogeneous platforms, the worst-case period and the expected period
are the same.

Algorithm 2: Optimal algorithm for reliability optimization on fully ho-
mogeneous platforms, when a bound on the period is given.

Data: a number p of fully homogeneous processors of failure rate λ, a
chain A of n tasks of sizes wi, a maximum number K of
replications, and an upper bound P on the period

Result: a reliability r
for k = 1 to min{K, p} do1

if max
(

o0
b ,

w1

s , o1
b

)

≤ P then2

3

F (1, k) =
(

1−(1−rcomm,0×r1×rcomm,1)
k
)

;

else4

F (1, k) = 0;5

end6

end7

for i = 1 to n do8

F (i, 0) = 0;9

end10

for i=2 to n do11

for k=i to p do12

13

F (i, k) = max
1≤j<i,1≤q≤min{K,k}

{

F (j, k−q)×



1−
(

1−rcomm,j×

∏

j<l≤i

rl×rcomm,i

)q





|max

(

oj
b
,

∑i
v=j+1 wv

s
,
oi
b

)

≤ P
}

;

end14

end15

r = max1≤q≤p F (n, q);16

Theorem 2. Algorithm 2 computes in time O(n2p2) the optimal mapping for
reliability optimization on fully homogeneous platforms, when a bound on the
period is given.
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Proof. In this algorithm, F (i, k) is again the optimal reliability when mapping
the first i tasks on k processors. The dynamic programming procedure of Al-
gorithm 1 has been modified to account for the period bound. The algorithm
only considers intervals enforcing the period bound.

Finally, we observe that the converse problem, namely optimizing the period
when a bound on the reliability is enforced, is polynomial too. We can simply
perform a binary search on the period and repeatedly execute Algorithm 2 until
the optimal value is found.

5.3. Reliability/latency optimization

We now prove the NP-completeness of the bi-criteria (reliability, latency)
optimization problem on homogeneous platforms. As for the period, there is
no difference between the worst-case latency and the expected latency on such
platforms.

Theorem 3. The problem of optimizing the reliability on homogeneous plat-
forms, with a bound on the latency, is NP-complete.

Proof. Consider the associated decision problem: given a homogeneous plat-
form, a chain of tasks, a bound K on the number of replications, a reliability r,
and a latency L, does there exist a mapping whose reliability is at least r and
whose latency is at most L? This problem is obviously in NP: given a mapping,
it is easy to compute its reliability and latency, and to check that it is valid in
polynomial time.

To establish the completeness, we use a reduction from 2-PARTITION (in-
stance I1): given a set A of n numbers a1, . . . , an, does there exist a subset A′ ⊂
A such that

∑

a∈A′ a =
∑

a/∈A′ a. Let T = 1
2

∑

a∈A a. Let amin = min1≤i≤n{ai}
and amax = max1≤i≤n{ai}. We build the following instance I2 of our problem
with 3n+ 1 tasks and 6n identical processors:

• K = 2 and λ = 10−810−na−3n
max;

• s = b = 1 (unit processor speed and link bandwidth);

• B = 1
2amin

(

n
4 + na2max + T + 2

)

;

• ∀1 ≤ i ≤ n, w3i−2 = B, w3i−1 = 1
2 and w3i = ai;

• w3n+1 = B;

• ∀1 ≤ i ≤ n, ri = e−λwi and rcomm,i = 1;

• ∀1 ≤ i ≤ n, o3i−2 = 0, o3i−1 = ai and o3i = 0;

• L = (n+ 1)B + n
2 + 3T .

It follows that the reliability of the mapping is:

r =
(

1− (1− e−λB)2
)n+1

×
(

1− λ2(n4 +
∑

1≤i≤n a
2
i + T )− λ4

×22n(amax + 1)n
)

15



The size of instance I2 is polynomial in the size of I1. We now show that
I1 has a solution if and only if I2 has a solution. Suppose first that I1 has a
solution A′. Then we propose the following solution for I2:

• all intervals are replicated 2 times;

• any task of size B make up an interval;

• for all 1 ≤ i ≤ n, if ai ∈ A′, then T3i−1 and T3i are assigned to two
different intervals, else they constitute one single interval.

This yields the following costs for the latency:

• the sum of computation costs does not depend of the mapping: (n+1)B+
n
2 + 2T ;

• for each ai ∈ A′, we add a communication cost ai.

We thus obtain a latency L = (n+1)B+ n
2 +3T . Concerning the reliability,

it is the product of the reliability of all intervals:

• the reliability of intervals of size B is (1−(1−e−λB)2);

• for each ai ∈ A′, the product of the reliability of the two intervals for tasks
T3i−1 and T3i−1 is (1−(1−e−

λ
2 )2)(1−(1−e−λai)2), which is greater than

(1− λ2

4 )(1−λ2a2i );

• for each ai /∈ A′, the reliability of the interval for tasks T3i−1 and T3i−1 is
(1−(1−e−λ(ai+

1
2
))2), which is greater than 1−λ2(ai+

1
2 )

2.

We thus obtain, for the product of all these reliabilities,

r′ = (1− (1− e−λB)2)n ×
∏

ai∈A′(1− (1− e−
λ
2 )2)(1− (1− e−λai)2) ×

∏

a−i/∈A′

(

1−
(

1− e−λ(ai+
1
2 )
)2
)

≥ (1− (1− e−λB)2)n ×
∏

ai∈A′(1− λ2

4 )(1− λ2a2i ) ×
∏

a−i/∈A′(1− λ2(ai +
1
2 )

2)

≥ (1− (1− e−λB)2)n ×
(

1−λ2
(

n
4 +
∑

1≤i≤n a
2
i +T

)

−λ422n(amax+1)n
)

Suppose now that I2 has a solution. The exponent in the reliability bound
implies that any interval is replicated at least 2 times, and the bound on replica-
tion is 2. This means that all intervals are replicated exactly 2 times. Suppose
that one of the tasks of size B is computed together with another task in the
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same interval. This yields the bound on reliability:

r′ < (1− (1− e−λB)2)n(1− (1− e−λ(B+amin))2)

< (1− (1− e−λB)2)n+1
×

1−λ2(B+amin)
2

1−λ2B2(1−λB
2

)2

< (1− (1− e−λB)2)n+1(1− λ2(B + amin)
2)

(1 + λ2B2(1− λB
2 )2 + 2λ4B4(1− λB

2 )4)

< (1− (1− e−λB)2)n+1
×(1− 2λ2Bamin + 7λ4B4)

< r

This means that any task of size B makes up an interval. Let A′ be the set
of values i such that T3i−1 and T3i are not in the same interval. We obtain the
following formulas:

• For the reliability:

r ≤ (1− (1− e−λB)2)n ×
∏

ai∈A′(1− (1− e−
λ
2 )2)(1− (1− e−λai)2) ×

∏

ai /∈A′

(

1−
(

1− e−λ(ai+
1
2 )
)2
)

≤ (1− (1− e−λB)2)n ×
∏

ai∈A′(1− λ2

4 (1− λ
4 )

2)(1− λ2a2i (1− λai)
2

×
∏

ai /∈A′(1− (λ2 + λ2

4 + λ2ai)(1−
λ
2 (ai +

1
2 ))

2)

≤ 1− λ2(n4 +
∑

1≤i≤n a
2
i +

∑

ai /∈A′ ai) + λ310na3nmax

• For the latency:

(n+ 1)B +
n

2
+
∑

ai∈A′

ai + 2T ≤ (n+ 1)B +
n

2
+ 3T

This means
∑

ai /∈A′ ai ≤ T and
∑

ai∈A′ ai ≤ T . Hence, A′ is a solution
for I1. This concludes the proof.

We conclude that, on homogeneous platforms, the bi-criteria (reliability,
period) problem is polynomial, while the bi-criteria (reliability, latency) problem
is NP-complete. As a consequence, the tri-criteria (reliability, period, latency)
problem is NP-complete too.

It is striking, and somewhat unexpected, that the bi-criteria (reliability,
period) problem is easier than the (reliability, latency) problem. The intuition
for this difference is the following: when the period bound is given, we know once
and for all which processors are fast enough to be enrolled for a given interval.
Therefore, mapping decisions are local. On the contrary, the computation of
the latency remains global, and its final value, including communication costs,
depends upon decisions that will be made further on.
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5.4. Integer linear program

In this section, we show how to derive an integer linear program (ILP) to
solve the following problem: given an instance with n tasks and p homogeneous
processors, bounds P on period and L on latency, compute the most reliable
schedule respecting both bounds. Despite its high computation complexity, this
ILP will be used on small problem instances to assess the absolute performance
of the heuristics (see Section 8).

The ILP has O(n2 × p) variables: for 1 ≤ i ≤ j ≤ n and 1 ≤ k ≤ min(p,K),
ai,j,k = 1 if the interval τi, ..., τj is allocated onto k processors, and ai,j,k = 0
otherwise. The objective function is the logarithm R of the reliability, which we
want to maximize.

We list below the constraints that need to be enforced.

• Each task τi is included in exactly one interval:

∀1 ≤ i ≤ n,
∑

1≤j≤i

∑

i≤k≤n

∑

1≤ℓ≤p

ai,j,ℓ = 1 .

• At most p processors are used:

∑

1≤i≤j≤n

∑

1≤k≤K

k × ai,j,k ≤ p .

• The latency bound is enforced:

∑

1≤i≤j≤n

∑

1≤k≤K

1

s





∑

i≤ℓ≤j

wℓ



× ai,j,k ≤ L .

• The period bound is enforced:

∀1 ≤ i, j ≤ n,
1

s





∑

i≤ℓ≤j

wℓ



×
∑

1≤k≤K

ai,j,k ≤ P ;

∀1 ≤ i, j ≤ n, oj ×
∑

1≤k≤K

ai,j,k ≤ P .

Finally, the objective function is to maximize the logarithm of the reliability:

max
∑

1≤i≤j≤n

K
∑

k=1

log
(

1− (1− exp
λ
s

∑j
l=i

wl)k
)

× ai,j,k .
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5.5. Allocation of intervals to processors

In this section, we consider that the partition into intervals is given, and
we search for the best allocation of these intervals across the processors. This
sub-problem is used in particular while designing heuristics in Section 7.

Once the intervals are fixed, since the platform is homogeneous, the period
and latency are fixed. The allocation of processors only impacts the reliability.
We derive below an optimal algorithm, Algo-Alloc, which assigns processors
to intervals in order to maximize the reliability. The main idea is to allocate
processors one by one to intervals, and the next interval is greedily chosen
so as to maximize the current reliability. The algorithm Algo-Alloc is the
following:

• initially, we allocate one processor onto each interval;

• then, while there remains an un-allocated processor and an interval repli-
cated less than K times, we allocate a new processor on the interval whose
ratio

reliability with one more replica processor

current reliability

is maximum.

We prove below the optimality of this greedy algorithm:

Theorem 4. Given a partition into intervals, Algorithm Algo-Alloc maxi-
mizes the reliability of the allocation.

Proof. Let I1 → · · · → Ii be the chain of intervals, where Wj (resp. oj) is
the computation cost (resp. communication cost) of interval Ij , for 1 ≤ j ≤
i. Moreover, let kj be the number of processors allocated to interval Ij by
Algorithm Algo-Alloc, and let k′j be the number of such processors in an
optimal solution.

First, note that if i×K ≤ p, Algo-Alloc allocatesK processors per interval,
and this is optimal, i.e., ∀1 ≤ j ≤ i, kj = k′j = K. Otherwise, all processors are

allocated in both solutions (
∑i

j=1 kj =
∑i

j=1 k
′
j = p), because replicating an

interval one more time always increases reliability. To see this, for 2 ≤ k ≤ K,
consider the increase in reliability when assigning a k-th processor to interval Ij :

Rk,j =
reliability of Ij with k processors

reliability of Ij with k − 1 processors
.

We obtain Rk,j =
1−αk

j

1−αk−1

j

, with αj = 1 − exp−λ
Wj
s . Note that this value is

independent of the allocation of the other intervals. We derive:

Rk+1,j −Rk,j =
(1−αk+1

j
)(1−αk−1

j
)−(1−αk

j )
2

(1−αk
j
)(1−αk−1

j
)

=
2αk

j−αk+1

j
−αk−1

j

(1−αk
j
)(1−αk−1

j
)

≤ 0 .
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by convexity of the function x→ αx. The ratio Rk,j is thus decreasing with k.
Now suppose that there exist two values j1 and j2 with kj1 < k′j1 and

kj2 > k′j2 . To simplify notations, assume that j1 = 1 and j2 = 2, hence k1 < k′1
and k2 > k′2. Consider the iteration of Algo-Alloc during which the (k′2+1)-
th processor is added to interval I2. At that point, there were k

∗ ≤ k1 processors
assigned to I1. By construction of Algo-Alloc, since interval I2 is chosen, we
have Rk′

2
+1,2 ≥ Rk∗+1,1. Also, Rk∗+1,1 ≥ Rk′

1
,1 because k∗ ≤ k1 < k′1 and Rk,1

is decreasing with k. We thus have
Rk′

2
+1,2

Rk′
1
,1
≥ 1, but this latter quantity is the

variation of the global reliability when reassigning one processor from I1 to I2.
Hence the allocation (k′1−1, k

′
2+1, k′3, ..., k

′
i) is at least as reliable as the original

optimal allocation (k′1, k
′
2, k

′
3, ..., k

′
i), and therefore they are both optimal.

After a finite number of such reassignments, we obtain the allocation of
Algo-Alloc, thereby establishing its optimality.

6. Complexity results for heterogeneous platforms

In this section, we prove the NP-completeness of the mono-criterion reliabil-
ity optimization problem on heterogeneous platforms.

Theorem 5. The problem of optimizing the reliability on heterogeneous plat-
forms is NP-complete.

Proof. Consider the associated decision problem: given a heterogeneous plat-
form, a chain of tasks, a bound on the number K of replications, and a relia-
bility r, does there exist a mapping of reliability at least r? This problem is
obviously in NP: given a reliability and a mapping, it is easy to compute the
reliability and to check that it is valid in polynomial time.

To establish the completeness, we use a reduction from 3-PARTITION. Con-
sider the following general instance I1 of 3-PARTITION: given 3n numbers
a1, . . . , a3n and a number T such that

∑

1≤j≤3n aj = nT , does there exist n
independent subsets B1, . . . , Bn of {a1, . . . , a3n} such that for all 1 ≤ i ≤ n,
∑

aj∈Bi
aj = T?

We build the following instance I2 with n tasks and p = 3n processors:

• λ = 10−8

nT 2 ;

• K = 3;

• γ = 1 + 1
2(T−1) ;

• ∀1 ≤ i ≤ n,wi = 1/n (all tasks have cost 1/n);

• ru,i = e−λu
wi
su ;

• rcomm,i = 1;

• ∀1 ≤ u ≤ 3n, λu = λ ∗ γau and su = 1.
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It follows that the reliability r of the mapping is r =
(

1− λ3γT
)n

.
The size of I2 is polynomial in the size of I1. We show that I1 has a solution

if and only if I2 has a solution.
Suppose first that I1 has a solution B1, . . . , Bn. We propose the following

solution for I2:

• we have one interval per task;

• the i-th task is replicated three times and allocated to the set of processors
{Pu | u ∈ Bi}.

We obtain the following reliability for task i:

1−
∏

(

1− e−λγai
)

≥ 1−
∏

(λγai) ≥ 1− λ3γT ,

Hence, the overall reliability is r ≥ (1− λ3γT )n.
Suppose now that I2 has a solution. We first show that the optimal mapping

consists of n intervals, one per task, each replicated 3 times. Suppose that we
know the number of intervals in the optimal mapping. There are at most n
intervals, and we have enough processors to replicate all of them 3 times, and
this increases the reliability. We conclude that all intervals will be replicated
3 times. Suppose now that one of these intervals contains t > 1 tasks. There
are enough processors to split this interval into t single-task intervals, each
replicated 3 times. Let r1 be the reliability of the original interval with t tasks,
and rt the reliability of the same tasks assigned to t intervals replicated 3 times.
By hypothesis of optimality, we have:

r1 ≥ rt

⇒ e−λγt
≥ 1− (1− e−λγT

)t

⇒ λγt− 1
2
(λγt)2 ≤ (λγT )t because λγT

≤ 1

⇒ λγ2− 1
2
(λγ2)2 ≤ (λγ2)2 because γT−1

≤ 2

⇒ λγ2 ≤
3
2
(λγ2)2

⇒ λγ2 ≥
2
3

⇒ 4λ ≥
2
3

However, λ ≤ 10−8, which contradicts the hypothesis. This means that, in
the optimal solution, any task constitutes an interval.

Let, for all i, Bi = {aj | Ti mapped on Pj}. We obtain the following relia-
bility:

r =
∏

1≤i≤n

(1−
∏

aj∈Bi

(1− e−λγai
)) ≥ (1− λ3γT )n.

Suppose that, for a value i,
∑

aj∈Bi
aj 6= T . Then,
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r ≤
∏

1≤i≤n
(1−

∏

aj∈Bi
(λγai −

1
2
(λγai)2))

≤
∏

1≤i≤n
(1− λ3γ

∑
aj∈Bi

aj
∏

aj∈Bi
(1− 1

2
λγai))

≤
∏

1≤i≤n
(1− λ3γ

∑
aj∈Bi

aj (1− λ
2

∑

aj∈Bi
γaj ))

≤
∏

1≤i≤n
(1− λ3γ

∑
aj∈Bi

aj (1− 3λ
2
γT ))

≤
∏

1≤i≤n
(1− λ3γ

∑
aj∈Bi

aj + 3λ4

2
γ
T+

∑
aj∈Bi

aj )

≤
∏

1≤i≤n
(1− λ3γ

∑
aj∈Bi

aj )(1 +
3λ4

2
γ
T+

∑
aj∈Bi

aj

1−λ3γ

∑
aj∈Bi

aj
)

≤
∏

1≤i≤n
(1− λ3γ

∑
aj∈Bi

aj )(1 +
3λ4

2
γ4T

1−λ3γ3T )

≤ (1 +
3λ4

2
γ4T

1−λ3γ3T )n×
∏

1≤i≤n
(1− λ3γ

∑
aj∈Bi

aj )

By hypothesis, we have
∑

aj∈Bi
aj 6= T for a value i. Then by convexity,

∏

1≤i≤n

(1− λ3γ
∑

aj∈Bi
aj ) ≤

(1− λ3γT )n−2
×(1− λ3γT−1)×(1− λ3γT+1) .

By hypothesis, we have:

(1− λ3γT )n ≤ r

≤

(

1 +
3λ4

2
γ4T

1−λ3γ3T

)n

(1− λ3γT )n−2

(1− λ3γT−1)(1− λ3γT+1)

⇒ (1− λ3γT )2 ≤

(

1 +
3λ4

2
γ4T

1−λ3γ3T

)n

(1− λ3γT−1)(1− λ3γT+1)

≤

(

1 +
3λ4

2
γ4T

1−λ3γ3T

)n

(

(1− λ3γT )2 − λ3γT−1(γ − 1)2
)

⇒

((

1 +
3λ4

2
γ4T

1−λ3γ3T

)n

− 1

)

×

(1− λ3γT )2 ≥

(

1 +
3λ4

2
γ4T

1−λ3γ3T

)n

λ3γT−1(γ − 1)2

⇒ (1− λ3γT )2 ≥

((

1 +
3λ4

2
γ4T

1−λ3γ3T

)n

− 1

)−1

(

1 +
3λ4

2
γ4T

1−λ3γ3T

)n

λ3γT−1(γ − 1)2

≥
1+ 3λ4

4
nγ4T

3λ4

4
nγ4T

λ3γT−1(γ − 1)2

≥
1+ 3λ4

4
nγ4T

3λnγ3T+1(T−1)2

However, 3λnγ3T+1(T − 1)2 ≤ 1 and 1 + 3λ4

4 nγ4T ≥ 1. This contradicts
the hypothesis. Then, if {B1, . . . , Bn} corresponds to a solution of I2, we have
∑

aj∈Bi
aj = T for 1 ≤ i ≤ n. This shows that B1, . . . , Bn is a solution for I1,

which concludes the proof.
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Because mono-criterion reliability optimization is already NP-complete, all
multi-criteria problems, with period or latency or both, are also NP-complete
on heterogeneous platforms.

7. Heuristics

In this section, we present two heuristics to compute schedules for the multi-
criteria problem discussed above. Since we consider several criteria, each heuris-
tic algorithm returns, for a given problem instance, several possible schedules.
In the experiments of Section 8, both the period and the latency are bounded;
for each instance and each heuristic, we select from the set of computed solu-
tions, the schedule having the best reliability, while still meeting the bounds on
period and latency.

Each heuristic consists of two steps: in a first step, the chain of tasks is
divided into intervals, and in the second step, the processors are allocated to
these intervals. We present the algorithms that are used in these two steps for
both heuristics.

7.1. Computation of the intervals

We consider two possible ways to compute the intervals. In both cases,
we first decide the number of intervals used, and then we compute intervals
according to this value. We can thus compute a set of intervals for any possible
number of intervals. Two heuristics are proposed: one aiming at minimizing
the period, and a second one aiming at minimizing the latency. The idea is to
minimize one criterion, while making sure that the bound on the other criterion
is enforced, by selecting the appropriate number of intervals.

In the first heuristic, we try to minimize the latency. Thus, for i intervals,
we select the intervals yielding the i − 1 smallest communication costs. More
precisely, for i intervals, we consider the output communication costs of all tasks
except the last one. Let u1 < · · · < ui−1 be the i − 1 smallest communication
costs. Then, the first interval contains tasks τ1 to τu1

, the second interval
contains tasks τu1+1 to τu2

, and so on; the last interval contains tasks τui−1+1

to τn. This heuristic, denoted Heur-L, is presented in Algorithm 3.
In the second heuristic, we try to minimize the period. We thus try to

obtain intervals whose amounts of work are as well-balanced as possible. We
use a dynamic programming algorithm to compute the optimal period in the
homogeneous case. More precisely, let F (j, k) be the optimal period that can
be obtained by grouping the j first tasks into k intervals. The initialization is
F (j, 1) = max{

∑

l≤j wl, oj}, and the recurrence writes:
∀k ≥ 2, ∀j ≤ k,

F (j, k) = min
1≤j′<j







max



F (j′, k − 1),
∑

j′<l≤j

wl, oj











.

This Heur-P heuristic is presented in Algorithm 4.
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Algorithm 3: Heuristic Heur-L for the computation of the intervals.

Data: a chain of n tasks of size wi and of output communication cost oi,
a maximum number K of replications and a number i of intervals

Result: a set of intervals
Sort in array A the n− 1 first tasks in increasing order of output1

communication cost;
Sort the i−1 first tasks of A in increasing order of placement in the chain;2

The first interval contains tasks from τ1 to τA[1];3

for j = 2 to i− 1 do4

The jth interval contains tasks from τA[j−1]+1 to τA[j];5

end6

The last interval contains tasks from τA[i−1]+1 to τn;7

Algorithm 4: Heuristic Heur-P for the computation of the intervals.

Data: a chain of n tasks of size wi and of output communication cost oi,
a maximum number K of replications and a number i of intervals

Result: a set of intervals
for j = 1 to n do1

F (j, 1) = (max{
∑

l≤j wl, oj}, 1);2

end3

for k = 1 to i do4

for j = 1 to n do5

Let j′ be the value that minimize the function6

x→ max
{

fst(F (x, k − 1)),
∑

x<l≤j wl, oj

}

;

F (j, k) =
(

max
{

fst(F (j′, k − 1)),
∑

j′<l≤j wl, oj

}

, j′
)

;
7

end8

end9

Let I be an array of size i;10

j = n;11

k = i;12

while j ≥ 1 do13

I[k − 1] = j;14

j ← snd(F (j, k));15

end16

for j = 1 to i− 1 do17

The jth interval contains tasks τI[j−1]+1 to τI[j];18

end19

The last interval contains tasks τI[i−1]+1 to τn;20
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Both heuristics produce min{n, p} possible divisions in intervals of the chain
of tasks. It remains to allocate processors to these intervals. This is presented
in the next section.

7.2. Allocation of processors to intervals

As discussed in Section 5.5, Algorithm Algo-Alloc allocates processors
optimally to intervals in the homogeneous case. We use a variant of algorithm
Algo-Alloc in the general (heterogeneous) case with a bound P on the period:
at the beginning of the algorithm, in increasing order of value λu

su
, a processor

is allocated to the longest possible interval that has no processor allocated to
it. Then, step by step for remaining processors, processor Pu is allocated to the

interval of greatest value
(

reliability with this processor
reliability at current step

)

among the intervals

Ij such that
Wj

su
≤ P . This is a natural extension of algorithm Algo-Alloc:

we first allocate the more reliable processors, and we do not allocate a processor
to an interval if the associated computation time exceeds the period bound.

In algorithm Algo-Alloc, it is also possible to take into account allocation
constraints preventing some task from being executed on some processor, for
instance because some tasks require for their execution a specific hardware driver
that exists only on some processors. To do this, we check those constraints before
allocating any processor to an interval.

8. Experiments

This section reports experimental results assessing the performance of the
heuristics Heur-P and Heur-L, both for homogeneous and heterogeneous plat-
forms. Evaluating only two heuristics may seem too limited. However, to the
best of our knowledge, there are no published heuristics that we could compare
our results with. In the homogeneous case, Heur-P and Heur-L are compared
with the optimal solution computed with the integer linear program presented
in Section 5.4. This comparison is quite important, since it allows us to assess
the absolute performance of the heuristics, and not just their relative behav-
ior. The heuristics are developed in C/C++ and the integer linear program is
implemented with CPLEX [10]. The reader can find the corresponding source
code at [14].

8.1. Experiments on homogeneous platforms

To measure the performance of the Heur-P and Heur-L heuristics, we
randomly generate applications as follows. For 15 tasks and 10 processors,
we randomly generate values of communication and computation costs for 100
different chains of tasks. Then, for a wide range of bounds on period and latency,
we compute the number of solutions found within these bounds. We do this for
both heuristics and for the linear program. In addition, for the optimal solutions
and the heuristics, we compute the average failure probability of the instances
where both heuristics have found a solution.
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Figure 6: Number of solutions for L = 750 on homogeneous platforms.

We set the processor speeds to s = 1 computation per time unit, and compu-
tation costs of tasks are randomly chosen in the interval [1, 100]. The bandwidth
is set to b = 1, and communication costs are randomly chosen in the inter-
val [1, 10]. The failure rate per time unit of processors (resp. communication
links) are set to λp = 10−8 (resp. λℓ = 10−5) per time unit. These values are re-
alistic for modern fail-silent hardware components, where one hour corresponds
to 100 time units [4] (hence a time-unit is 36 seconds).

With these values, as stated above, 100 problem instances are generated with
10 processors and a chain of 15 tasks. The maximum number of replication is
fixed to K = 3. The reasonable period values are found between 70 and 140
time units, and those for latency between 500 and 1000 time units.

In Figure 6, the latency is bounded by 750, and the bound on period is
chosen in the interval [1, 500]. The value selected for the bound on the latency
corresponds to the minimum value such that approximately half of the instances
can be solved when there are no constraints on the period. The Heur-P heuris-
tic finds solutions for most of the instances that have a solution, except for high
values of the period (P > 300). Concerning the Heur-L heuristic, it finds fewer
solutions than Heur-P for low and medium values of the period (P ≤ 300), but
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Figure 7: Average failure rate for L = 750 on homogeneous platforms.
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it obtains more results than Heur-P, and as many as the ILP program, for high
values of the period.

To summarize these results, the Heur-P heuristic obtains good results in
most cases, even though it does not consider latency, hence leading to poorer
results when the period is not constrained at all. However, the Heur-L heuristic
becomes efficient for high values of the period, since it focuses on the latency
criterion. In contrast, Heur-L seems to be less efficient than Heur-P, since
it obtains fewer results for reasonable problem instances with a bound on the
period. Figure 7 presents the average failure probability of solutions obtained in
this experiment. More precisely, it presents the average failure rate of instances
where each heuristic has found a solution. We see that most solutions computed
by heuristic Heur-P are very close to the optimal, while solutions of heuristic
Heur-L are less reliable. The abrupt changes of the curve of Heur-P show
that a little increment of the period bound can have a strong impact on the
reliability of the solutions.

In Figure 8, we now bound the period by P = 250, while the bound on
the latency is chosen in the interval [500, 1100]. The reason is that no solution
is found when L < 500, and no additional solution is found for L > 1100.
In this case, almost all existing solutions are found by both heuristics for low
values of the latency. For higher values of the latency, Heur-P remains efficient,
while Heur-L becomes less efficient. Even without any bound on the latency,
Heur-L fails to find some solutions. This can be explained by the fact that
there are more tasks than processors in the instances that we consider (15 tasks
and 10 processors). Recall that Heur-L does not consider the size of intervals,
but only the cost of communications. Then for some instances, even with the
maximum number of intervals (10 for the instances considered), it can happen
that an interval is too large and exceeds the bound on the period.

Figure 9 presents the average failure rate of solutions computed in this second
experiment. As in the first experiment, solutions of heuristic Heur-L are less
reliable than solutions of heuristic Heur-P, and Heur-P obtains solutions of
reliability close to the optimal. We cannot see this difference in Figure 8, which
presents similar results for both heuristics.

In Figures 6 and 8, we have compared the performance of both heuristics
Heur-L andHeur-P for any bound on the period with an average fixed latency,
and any bound on the latency with an average fixed period. In the last experi-
ment, we consider the case of a linear relationship between the value of period
and the value of latency. In Figure 10, the period is taken in interval [150, 350],
and we fix the latency to be L = 3P . In this case, almost all solutions are
found by both heuristics, regardless of the bound on the period. Note that in
most cases, Heur-P is slightly more efficient than Heur-L, which confirms our
previous observations.

Figure 11 presents the average failure probability for this third experiment.
As in previous cases, solutions of heuristic Heur-P are close to the optimal in
terms of failure rate, while Heur-L obtains less satisfactory results.
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Figure 8: Number of solutions for P = 250 on homogeneous platforms.
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Figure 9: Average failure rate for P = 250 on homogeneous platforms.

29



 5

 10

 15

 20

 25

 30

 35

 40

 45

 50

 160  180  200  220  240  260  280  300

N
u

m
b

e
r 

o
f 

s
o

lu
ti
o

n
s

Bound on period

ILP
Heur-L
Heur-P

Figure 10: Number of solutions for L = 3P on homogeneous platforms.
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Figure 11: Average failure rate for L = 3P on homogeneous platforms.
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Figure 12: Number of solutions for L = 150 on homogeneous and heterogeneous platforms.

8.2. Experiments on heterogeneous platforms

On heterogeneous platforms, we are no longer able to use the ILP to compute
the optimal solution. However, we have performed several experiments, using a
similar set of parameters as for homogeneous platforms. In each experiment, a
chain of 15 tasks, with computation costs randomly chosen in interval [1, 100]
and communication costs in interval [1, 10], has to be executed on a heteroge-
neous platform. Processor speeds are randomly chosen in the interval [1, 100],
while their failure rates per time unit have a constant value 10−8. For each plot,
100 platform and application pairs are generated, and we report results for many
period and latency bounds. For each experiment, a first instance is created with
a chain of tasks and a heterogeneous platform (as described above), and then
a second instance is created with the same chain of tasks and a homogeneous
platform of speed 5.

In the first experiment, the latency is bounded by 150, and the bound on the
period is chosen in interval [1, 150]. Figure 12 presents the number of instances
for which each heuristic finds at least one solution on homogeneous and het-
erogeneous platforms. Both heuristics find far more results with heterogeneous
platforms than with homogeneous platforms. In this experiment, all instances
are solved for large enough period bounds on heterogeneous platforms, while
more than half of the instances are never solved (by any heuristic) with ho-
mogeneous platforms. Note that on heterogeneous platforms, the number of
results is no longer an increasing curve for both heuristics. This is due to the
algorithm used to allocate tasks to processors: this algorithm considers only the
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Figure 13: Average failure rate for L = 150 on homogeneous and heterogeneous platforms.

period bound, thereby making the sum of interval costs too long for the latency
in some cases (while this bound was respected for lower period bounds). As
for homogeneous platforms, Heur-P is the most efficient for small bounds on
period, and Heur-L obtains the largest number of solutions for large values
of the period. The two curves intersect approximatively for the same period
bound.

Figure 13 presents the average failure probability of solutions obtained in
the first experiment. Note that this implies that for a given value of the period
bound, the average values are then not computed on the same set of instances.
We see that both heuristics find solutions with similar failure probabilities on
heterogeneous platforms. Although both heuristics find more solutions on het-
erogeneous platforms than on homogeneous platforms, the computed solutions
are in average more reliable on homogeneous platforms.

In the second experiment, the period is bounded by 50, and the bound on
the latency is chosen in interval [50, 250]. Figure 14 presents the number of in-
stances on which each heuristic finds at least one solution on homogeneous and
heterogeneous platforms. In this experiment, the plots for heterogeneous plat-
forms seem closer to the plots for homogeneous platforms than in the previous
experiment. For a given value of the latency bound, the number of solutions for
homogeneous platforms is clearly smaller than for heterogeneous platforms.

Figure 15 presents the average failure probability of solutions obtained in
this second experiment. As in Figure 13, the set of instances is not the same
for a given value on the latency bound. Here, for latencies greater than 125,
heuristic Heur-P obtains more reliable solutions on homogeneous platforms
while the other three curves are very close to each other.
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Figure 14: Number of solutions for P = 50 on homogeneous and heterogeneous platforms.
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Figure 15: Average failure rate for P = 50 on homogeneous and heterogeneous platforms.
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9. Conclusion

This paper has addressed difficult multi-criteria optimization problems re-
lated to the mapping of pipelined real-time systems onto homogeneous and
heterogeneous distributed platforms. The main goal was to optimize the re-
liability of the mapping through task replication, while enforcing bounds on
performance-oriented criteria, namely the period and the latency. The period is
a system-oriented criterion, as it measures the aggregate yield of the platform.
On the contrary, the latency is a user-oriented criterion, as it characterizes the
response time of each individual data set. Period and latency are antagonistic
criteria, and achieving good trade-offs for these two objectives is known as a
difficult task.

However, performance itself is not enough on failure-prone platforms, and a
challenging question is how to achieve application resilience without sacrificing
efficiency? But adding reliability to the picture dramatically complicates the
mapping problem: one has to decide which computing resources will be kept
for performance, and which will be spared (replicated) for coping with failures.
Even for homogeneous platforms, deciding how many processors must be as-
signed to each set of tasks turns out a difficult resource selection problem when
three different objectives are considered simultaneously.

Altogether, the results presented in this paper provide a solid theoretical
foundation for the study of tri-criteria mappings of pipelined real-time systems.
We have derived a comprehensive set of NP-hardness complexity results, to-
gether with optimal algorithms for polynomial instances. Another contribution
of this paper is the introduction of a realistic communication model that nicely
accounts for the inherent physical limitations on the communication capabilities
of state-of-the-art processors.

In addition, communication failures have been incorporated in the model
through routing operations, which guarantee that evaluating the system reli-
ability remains computationally tractable. An interesting future research di-
rection would be to investigate whether it is feasible to remove this routing
procedure, and accurately approximate the reliability of general systems (non
serial-parallel).

On homogeneous platforms, we have presented an integer linear program to
solve the problem of maximizing the reliability with bounds on period and on
latency, while polynomial-time heuristics are derived for the most general prob-
lems. We have proposed two heuristics: Heur-L that attempts to minimize the
latency and Heur-P that attempts to minimize the period. Our experiments
demonstrate the efficiency of the heuristics, and the supremacy of Heur-P in
most cases. It would be interesting to address the approximability of the prob-
lems with heterogeneous instances, either establishing approximation factors or
proving negative results.

Another direction for future work involves the design of heuristics for even
more difficult problems that would mix performance-oriented criteria (period,
latency) with several other objectives, such as reliability, resource costs, and
power consumption.
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