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Introduction

- Data Fusion aims at combining several sensors data to:
- provide an accurate estimation of its state,
- allow to take the best decision.
- We mainly concentrate here on the estimation and we'll address:
- Bayesian estimation,
- Kalman filtering,
- Data fusion for estimation,
- Fusion and Graphical Models.


## Bayesian Estimation

## Introduction

Robots usually embed many sensors.

- How can it make the best use of the data from these embedded sensors?
- It depends on applications: pose estimations, control ?
- Here we mainly concentrate on the data fusion aiming at giving an estimation of an unknown vector state $x$ thanks to the sensors data
- We look for a general framework not dedicated to a specific applications.
- The Bayesian Framework offers this possibility.


## Bayesian estimation principles

- Bayesian estimation is the basis for parametric data fusion.
- We are looking for an estimation $\hat{x}$ of an unknown parameter $x$ having a noisy measurement $z$ that is linked to $x$ by:

$$
\begin{equation*}
z=h(x, v) \tag{1}
\end{equation*}
$$

Notice $x$ is usually a vector as well as $z$. However we keep this notation for sake of simplicity. $v$ is the noise on $z$.

- We only concentrate (at the moment) on the estimation of $x$ at a given time regardless the eventual dynamic evolution of the robot.


## Example

We wish to estimate $f_{0}, \phi$ and $A$ of a noised signal using the first $z_{n}$ $\left(z \in\left[0, N[)\right.\right.$ measurements: $z_{n}=A \sin \left(2 \pi f_{0} n+\phi\right)+v_{n}$ with $n \in[0, N[$


- We can write: $z=h(x, v)$
- With: $z=\left(z_{0}, z_{1}, \cdots, z_{N-1}\right)^{\top}, x=\left(f_{0}, \phi, A\right)^{\top}$ and $v=\left(v_{0}, v_{1}, \cdots, v_{N-1}\right)^{\top}$.
- We look for an estimation $\hat{x}=\left(\hat{f_{0}}, \hat{\phi}, \hat{A}\right)^{\top}$ of $x=\left(f_{0}, \phi, A\right)^{\top}$ using $z=\left(z_{0}, z_{1}, \cdots, z_{N-1}\right)^{\top}$.
- The estimation problem can be formulated as follows: what is the best estimation $\hat{x}$ of $x=\left(f_{0}, \phi, A\right)^{\top}$ having $z$ and knowing the statistical properties of the noise $v$ ?
- Because of this noise, we'll need to use probability tools to solve this problem.


## Bayes rules

- We only consider the continuous variables Bayes Rule here. Consider $x$ and $y$ random values, we'll use their $p d f^{1}$ :
$-p(x)$ and $p(y):$ pdf of $x$ and $y$,
$-p(x, y)$ : joint pdf of $x$ and $y$,
$-p(x \mid y)$ : conditional pdf of $x$ having $y$
- We have:

$$
p(x, y)=p(x \mid y) p(y)=p(y \mid x) p(x)
$$

${ }^{1}$ Probability Density Function
and:

$$
\begin{equation*}
p(x \mid y)=\frac{p(x, y)}{p(y)}=\frac{p(y \mid x) p(x)}{p(y)} \tag{2}
\end{equation*}
$$

- Since $p(y)=\int_{-\infty}^{+\infty} p(y \mid x) p(x) d x$, we'll have:

$$
p(x \mid y)=\frac{p(y \mid x) p(x)}{\int_{-\infty}^{+\infty} p(y \mid x) p(x) d x}
$$

- That can be generalized to multiple variables $x_{i}$ for $i \in[1, n]$ and $y_{j}$ for $j \in[1, m]$ :

$$
p\left(x_{1}, \cdots, x_{n} \mid y_{1}, \cdots, y_{m}\right)=\frac{p\left(x_{1}, \cdots, x_{n}, y_{1}, \cdots, y_{m}\right)}{p\left(y_{1}, \cdots, y_{m}\right)}=\frac{p\left(y_{1}, \cdots y_{m} \mid x_{1}, \cdots, x_{n}\right) p\left(x_{1}, \cdots, x_{n}\right)}{p\left(y_{1}, \cdots, y_{m}\right)}
$$

## Likelihood function

- Actually we are looking for $x$ having $z$ measurement.
- So we wish to know $p(x \mid z)$.
- Considering Bayes Equation, it is straightforward to obtain $p(x \mid z)$ :

$$
p(x \mid z)=\frac{p(z \mid x) p(x)}{p(z)}
$$

- This is exactly what we want: getting $x$ having $z$
- $x$ and $z$ are most of the time vectors
- However, we wish to get an estimation $\hat{x}$ of $x$ (we'll see later),

$$
p(x \mid z)=\frac{p(z \mid x) p(x)}{p(z)}
$$

We have three parts: $p(z \mid x), p(x)$ and $p(y)$.

- $p(z \mid x)$ is the link between the measurement $z$ and the unknown $x$, this term is named prior likelihood,
- $p(x)$ is prior knowledge we have on $x$,
- $p(z)$ is the knowledge we have on $z$ whatever $x$. Since $p(z)$ is no linked to $x, p(z)$ is rarely used in practice.


## Likelihood function

$$
p(x \mid z)=\frac{p(z \mid x) p(x)}{p(z)}
$$

$p(z \mid x)$ can represent two things:

1. the pdf of measurement $z$ knowing $x$.

- Here $z$ is a random variable while $x$ is known, it is actually the measurement characterization knowing $x$.
- $p(z \mid x)$ is typically given by eq. $z=h(x, v)$

2. $p(z \mid x)$ can also represent $x$ while we have $z$ :

- In this case $p(z \mid x)$ is the likelihood function of $x$. Here $x$ is the random value and $z$ is known.
- In order to mention explicitly that $x$ is the random value, we write the likelihood function as:

$$
p(x ; z \mid x)
$$

- Some authors [7] even write:

$$
I(x ; z) \triangleq p(x ; z \mid x)
$$

## Example 1

Suppose the room temperature is $\theta=20^{\circ}$. A sensor provides noised measurement $z$ with a $\pm 1^{\circ}$ uniform error.

- We can write: $\theta=h(z, v)=z+v$
- We'll have the following figures for $p(v), p(z \mid \theta)$ and $p(\theta ; z \mid \theta)$ :



## Example 2

Consider now a localization problem. We wish to know a vehicle pose $X=(x, y)^{\top}$ thanks to a GPS measurement $z=\left(x_{g p s}, y_{g p s}\right)^{\top}$.
The figure gives $p(z \mid X)$ and $p(X ; z \mid X)$ :



## Subsidiary remarks

- since the random value in $p(x ; z \mid x)$ is no longer $z$ but $x$, then $p(x ; z \mid x)$ is no longer a pdf. Hence :

$$
\int p(z \mid x) d z=1 \quad \text { but } \int p(x ; z \mid x) d x \neq 1
$$

- Actually, $p(z \mid x)$ is necessary to characterize the sensor having a given value of $x$ but the estimation will require $p(x ; z \mid x)$.
- Now the Bayesian Estimation given in can be rewritten as equation:

$$
\begin{equation*}
p(x \mid z)=\frac{p(x ; z \mid x) p(x)}{p(z)} \tag{3}
\end{equation*}
$$

## Estimators

- Even if we know $p(x \mid z)$ thanks to equation (3), we need more likely a good estimation $\hat{x}$ of $x$.
- But how can we deduce $\hat{x}$ from $p(x \mid z)$ ?



## Estimator Bias and Variance

Usually we characterize an estimator $\hat{x}$ of $x$ by:
Its bias: $B_{\hat{x}}=\mathbf{E}[\hat{x}-x]=\mathbf{E}[\hat{x}]-x$

- the bias should be null if possible,
- An estimator having a null bias is unbiased.

Its variance: $\operatorname{Var}[\hat{x}]=\mathbf{E}\left[(\hat{x}-x)^{2}\right]=\mathbf{E}\left[\hat{x}^{2}\right]-\mathbf{E}[x]^{2}$

- The variance should be as small as possible,
- The minimum variance of an estimation problem can theoretically be known: it is the CRLB (Cramer-Rao Lower Bound) [13],


## Usual estimators

## MAP estimator

The MAP (Maximum A Posteriori) $\hat{x}_{M A P}$ is the value $x$ such as $p(x \mid z)$ reaches its maximum:

$$
\begin{equation*}
\hat{x}_{M A P}=\underset{x}{\arg \max } p(x \mid z) \tag{4}
\end{equation*}
$$



## MMSE estimator

The main principle of the MMSE (Minimum Mean-Square Error) is to minimize the square errors sum.

$$
\begin{equation*}
\hat{x}_{M M S E}=\underset{\hat{x}}{\operatorname{argmin}} \mathbf{E}\left[(\hat{x}-x)^{\top}(\hat{x}-x) \mid z\right] \tag{5}
\end{equation*}
$$

We can demonstrate that : $\hat{x}_{M M S E}=\mathbf{E}[x \mid z]=\int x p(x \mid z) d x$

$$
p(x \mid z)
$$



## Bayesian estimators: conclusion

- The behaviour of most of the estimators is approximately the same for symmetrical distributions $p(x \mid z)$.,
- In the case of multi-modal distributions, the behaviour can lead to strong errors.
- Usually the MAP estimator can be easily numerically computed,
- In the case of the MAP and the MMSE, the denominator $p(z)$ of equation (3) does no longer matter since it doesn't depend on $x$. So for example for the MAP estimator will be:

$$
\begin{equation*}
\hat{x}_{M A P}=\underset{x}{\arg \max } p(x \mid z)=\underset{x}{\arg \max }\{p(x ; z \mid x) \cdot p(x)\} \tag{6}
\end{equation*}
$$

## Exercise

Consider a scalar measurement $z$ such as $z=\theta+w$ with:

- $w$ : noise such as $w \sim \mathcal{N}\left(0, \sigma_{w}^{2}\right)$
- the prior knowledge on $\theta \sim \mathcal{N}\left(\theta_{0}, \sigma_{\theta}^{2}\right)$.

Determine the Bayesian estimator $\hat{\theta}$ of $\theta$.

## Solution

We need first to compute $p(z \mid \theta) p(\theta)$. Actually, we'll need to find its maximum on $\theta$, this means that we are looking for $p(\theta ; z \mid \theta) p(\theta)$. Since $z=\theta+w$ and $w \sim \mathcal{N}\left(0, \sigma_{w}^{2}\right)$, we therefore have $z \sim \mathcal{N}\left(\theta, \sigma_{w}^{2}\right)$ :

$$
p(z \mid \theta)=\mathcal{N}\left(\theta, \sigma_{w}^{2}\right)
$$

and so:

$$
p(\theta ; z \mid \theta)=\mathcal{N}\left(\theta, \sigma_{w}^{2}\right)
$$

We also know:

$$
p(\theta)=\mathcal{N}\left(\theta_{0}, \sigma_{\theta}^{2}\right)
$$

The product of two Gaussian functions $\mathcal{N}\left(\underline{\mu}_{1}, \mathbf{C}_{1}\right)$ and $\mathcal{N}\left(\underline{\mu}_{2}, \mathbf{C}_{2}\right)$ will be a Gaussian function given by $\mathcal{N}\left(\underline{\mu}_{1}, \mathbf{C}_{1}\right) \times \mathcal{N}\left(\underline{\mu}_{2}, \mathbf{C}_{2}\right)=k \mathcal{N}(\underline{\mu}, \mathbf{C})$

With:

$$
\mathbf{C}=\left[\mathbf{C}_{1}^{-1}+\mathbf{C}_{2}^{-1}\right]^{-1} \quad \text { and } \mu=\left[\mathbf{C}_{1}^{-1}+\mathbf{C}_{2}^{-1}\right]^{-1}\left[\mathbf{C}_{1}^{-1} \underline{\mu}_{1}+\mathbf{C}_{2}^{-1} \underline{\mu}_{2}\right]
$$

So $p(\theta ; z \mid \theta) p(\theta)$ will be an un-normalized Gaussian function:

$$
p(\theta ; z \mid \theta) p(\theta) \propto \mathcal{N}\left(\mu, \sigma^{2}\right) \propto \mathcal{N}\left(z, \sigma_{w}^{2}\right) \times \mathcal{N}\left(\theta_{0}, \sigma_{0}^{2}\right)
$$

With:

$$
\begin{gathered}
\sigma^{2}=\left[\sigma_{w}^{-2}+\sigma_{\theta}^{-2}\right]^{-1}=\frac{1}{\sigma_{w}^{-2}+\sigma_{\theta}^{-2}}=\frac{\sigma_{w}^{2} \cdot \sigma_{\theta}^{2}}{\sigma_{w}^{2}+\sigma_{\theta}^{2}} \\
\mu=\left[\sigma_{w}^{-2}+\sigma_{\theta}^{-2}\right]^{-1}\left[\sigma_{w}^{-2} z+\sigma_{0}^{-2} \theta_{0}\right]=\frac{\sigma_{\theta}^{2} z+\sigma_{w}^{2} \theta_{0}}{\sigma_{w}^{2}+\sigma_{\theta}^{2}}
\end{gathered}
$$

Since the result is a Gaussian function, taking the MAP or the MMSE will lead to the same result: $\hat{\theta}=\mu$

## Dynamic Estimation

## Introduction

- The goal of the dynamic estimation is to provide an estimation of the state vector of a given system.
- The problem here is much more complicated: we have to take into account the evolution on the system.
- We had:

$$
\begin{equation*}
p(x \mid z)=\frac{p(x ; z \mid x) p(x)}{p(z)} \tag{7}
\end{equation*}
$$

- The dynamic estimation will take advantage of that term $p(x)$ that will stem from the previous estimation.

We'll use the following notations:

- $x_{k}$ : real state vector for time $k$,
- $z_{k}$ : measurement achieved for time $k$
- $Z_{k}$ : set of measurements achieved until time $k$.

$$
Z_{k}=\left\{z_{0}, \cdots, z_{k}\right\} \quad \text { and } \quad Z_{k-1}=\left\{z_{0}, \ldots, z_{k-1}\right\}
$$

Actually wish to know $x_{k}$ taking benefit of all measurements $z_{k}$, so:

$$
\begin{equation*}
p\left(x_{k} \mid Z_{k}\right)=\frac{p\left(x_{k} ; Z_{k} \mid x_{k}\right) \times p\left(x_{k}\right)}{p\left(Z_{k}\right)} \tag{8}
\end{equation*}
$$

## Stochastic state equations

The State Systems theory provides two equations:

$$
\left\{\begin{array}{l}
x_{k}=f\left(x_{k-1}, u_{k}, w_{k}\right)  \tag{9}\\
z_{k}=h\left(x_{k}, v_{k}\right)
\end{array}\right.
$$

- The Evolution equation: defines how the state vector evolves with time and with input $u_{k}$ and with a noise evolution $w_{k}$.

Since $x_{k}$ is linked to $x_{k-1}$ but not directly to $x_{k-2}$ we use here the One order Markovian assumption.

- The Measurement equation: is actually the one we saw linking $z$ measurement to $x_{k}$ state ; $v_{k}$ is the observation noise.

In order to take benefit of the Bayesian formulation, we prefer to use pdf representation of both equations in the State System:

$$
\left\{\begin{array} { l } 
{ x _ { k } = f ( x _ { k - 1 } , u _ { k } , w _ { k } ) }  \tag{10}\\
{ z _ { k } = h ( x _ { k } , v _ { k } ) }
\end{array} \Rightarrow \left\{\begin{array}{l}
p\left(x_{k} \mid x_{k-1}\right) \\
p\left(x_{k} ; z_{k} \mid x_{k}\right)
\end{array}\right.\right.
$$

Exercise : Consider the linear state model defined by system (11):

$$
\left\{\begin{array}{l}
x_{k}=\mathbf{A} x_{k-1}+\mathbf{B} u_{k}+w_{k}  \tag{11}\\
z_{k}=\mathbf{C} x_{k}+v_{k}
\end{array}\right.
$$

- A, B, C are constant matrices and $v_{k}, w_{k}$ centred Gaussian noises with covariance matrices: $\operatorname{Cov}\left[v_{k}\right]=\mathbf{R}_{k}$ and $\operatorname{Cov}\left[w_{k}\right]=\mathbf{Q}_{k}$.
- Give $p\left(x_{k} \mid x_{k-1}\right)$ and $p\left(x_{k} ; z_{k} \mid x_{k}\right)$.


## Equations for Dynamic Bayesian Estimation

We had the following equation:

$$
\begin{equation*}
p\left(x_{k} \mid Z_{k}\right)=\frac{p\left(x_{k} ; Z_{k} \mid x_{k}\right) \times p\left(x_{k}\right)}{p\left(Z_{k}\right)} \tag{12}
\end{equation*}
$$

- Our goal is now to provide $p\left(x_{k} \mid Z_{k}\right)$ using the previous estimation $p\left(x_{k-1} \mid Z_{k-1}\right)$ in order to both use all the measurements $Z_{k}$ but also to avoid to increase the computational cost after each time $k$.
- We need therefore to modify eq. (12) in order to take into account not $p(x)$ but this previous estimation $p\left(x_{k-1} \mid Z_{k-1}\right)$.
- Actually we'll split the problem in two parts: Prediction and Updating.


## Prediction

Starting from $p\left(x_{k-1} \mid Z_{k-1}\right)$ we'll try to obtain $p\left(x_{k} \mid Z_{k-1}\right)$ : this is the prediction of $x_{k}$ without the last measurement $z_{k}$.
For two random variables $x$ and $y$ we have:

$$
p(x)=\int_{-\infty}^{+\infty} p(x, y) d y \quad \text { and } p(x, y)=p(x \mid y) p(y)
$$

So:

$$
p\left(x_{k} \mid Z_{k-1}\right)=\int p\left(x_{k}, x_{k-1} \mid Z_{k-1}\right) d x_{k-1}
$$

Hence:

$$
p\left(x_{k} \mid Z_{k-1}\right)=\int p\left(x_{k} \mid x_{k-1}, Z_{k-1}\right) p\left(x_{k-1} \mid Z_{k-1}\right) d x_{k-1}
$$

Since all the past of $x_{k}$ is stored in $x_{k-1}$ (Markovian assumption), $Z_{k-1}$ doesn't bring any news to $x_{k}$, so:

$$
\begin{equation*}
p\left(x_{k} \mid Z_{k-1}\right)=\int p\left(x_{k} \mid x_{k-1}\right) p\left(x_{k-1} \mid Z_{k-1}\right) d x_{k-1} \tag{13}
\end{equation*}
$$

This the Chapman-Kolmogorov relation [19]. We can notice this equation provides the prediction $x_{k}$ having all the data until $k-1$ and taking into account:

- the evolution model $p\left(x_{k} \mid x_{k-1}\right)$ (see eq. (10),
- the previous estimation $p\left(x_{k-1} \mid Z_{k-1}\right)$ in a recursive process as we wanted.


## Updating

Having $p\left(x_{k} \mid Z_{k-1}\right)$ we'll try to get $p\left(x_{k} \mid Z_{k}\right)$ : here we'll take into account the last measurement $z_{k}$ to provide the wished pdf $p\left(x_{k} \mid Z_{k}\right)$. Since $Z_{k}=\left\{z_{0}, \cdots, z_{k}\right\}$ and $Z_{k-1}=\left\{z_{0}, \ldots, z_{k-1}\right\}$, we'll have:

$$
p\left(x_{k} \mid Z_{k}\right)=p\left(x_{k} \mid z_{0}, \ldots, z_{k}\right)=\frac{p\left(z_{k} \mid x_{k}, z_{0}, \ldots, z_{k-1}\right) p\left(x_{k} \mid z_{0}, \ldots, z_{k-1}\right)}{p\left(z_{k} \mid z_{0}, \ldots, z_{k-1}\right)}
$$

We need to make here a strong assumption: all the measurements $z_{k}$ are statistically independent. Then:

$$
p\left(z_{k} \mid x_{k}, z_{0}, \ldots, z_{k-1}\right)=p\left(z_{k} \mid x_{k}\right) \quad \text { and } p\left(z_{k} \mid z_{0}, \ldots, z_{k-1}\right)=p\left(z_{k}\right)
$$

So:
$p\left(x_{k} \mid z_{0}, \ldots, z_{k}\right)=\frac{p\left(z_{k} \mid x_{k}\right) p\left(x_{k} \mid z_{0}, \ldots, z_{k-1}\right)}{p\left(z_{k}\right)} \propto p\left(z_{k} \mid x_{k}\right) p\left(x_{k} \mid z_{0}, \ldots, z_{k-1}\right)$
And so:

$$
p\left(x_{k} \mid Z_{k}\right) \propto p\left(z_{k} \mid x_{k}\right) p\left(x_{k} \mid Z_{k-1}\right)
$$

Since we'll need to optimize this equation regarding $x_{k}$ we'll need to use the likelihood function $p\left(x_{k} ; z \mid x_{k}\right)$ and therefore:

$$
\begin{equation*}
p\left(x_{k} \mid Z_{k}\right) \propto p\left(x_{k} ; z_{k} \mid x_{k}\right) p\left(x_{k} \mid Z_{k-1}\right) \tag{14}
\end{equation*}
$$

- (13) makes it possible to update the estimation having the last measurement $z_{k}$ and using the prediction equation,
- In a same way eq. (14) will be the input pour next time $k+1$ equation (13).

Hence, we obtain a recursive algorithm that has a constant computational load:


## Bayesian Estimation: subsidiary remarks

- We made two assumptions:
- the one order Markov assumption, that can always be satisfied by choosing a suitable state vector $x$
- the independence of the random noises $v_{k}$ and $w_{k}$. This last assumption can be an issue however
- We need to use an estimator to provide the estimation $\hat{x}_{k}$ of $x_{k}$,
- Making a linear assumption for $f$ and $h$ functions in eq (9) and white, independent and Gaussian assumptions for $w_{k}$ and $v_{k}$ noises will provide a tractable solution: this is the Kalman Filter.


## Kalman filtering

- The main goal of the Kalman filter is to provide a solution to dynamic estimation equations (13) and (14) assuming several hypothesis.
- The Kalman filter has been developed by Kalman [11] for discrete time then by Kalman and Bucy [12] for continuous time [8].

The Kalman filter follows the same steps than the generic Bayesian Estimation:

- Prediction of the future state value,
- Estimation of the current state value.


## Linear Stochastic Modelling

The general equations of a stochastic state system are:

$$
\left\{\begin{array}{l}
x_{k}=f\left(x_{k-1}, u_{k}, w_{k}\right)  \tag{15}\\
z_{k}=h\left(x_{k}, v_{k}\right)
\end{array}\right.
$$

We'll assume here the following linear state system:

$$
\left\{\begin{array}{l}
x_{k+1}=\mathbf{A} x_{k}+\mathbf{B} u_{k}+w_{k}  \tag{16}\\
z_{k}=\mathbf{C} x_{k}+v_{k}
\end{array}\right.
$$

- $x_{k}, x_{k-1}$ : State vector for times $k$ and $k-1$,
- $u_{k}$ : input vectors, $z_{k}$ : measurement at time $k$,

We have noises:

- $w_{k}$ : additive state noise vector,
- $v_{k}$ : noise measurement vector.
$v_{k}$ and $w_{k}$ noises are supposed to be Gaussian, white and uncorrelated:

$$
\begin{aligned}
p\left(w_{k}\right) & =\mathcal{N}\left(0, \mathbf{Q}_{k}\right) \\
p\left(v_{k}\right) & =\mathcal{N}\left(0, \mathbf{R}_{k}\right)
\end{aligned}
$$

- $\mathbf{Q}_{k}$ and $\mathbf{R}_{k}$ are the covariance matrices associated to these noises.


## Notations

We use the following notations:

- $x_{k}$ : real value of $x$ for time $k$,
- $x_{k \mid k}$ : estimation of $x_{k}$ taking into account measurements until $k$,
- $x_{k \mid k-1}$ : prediction of $x_{k}$ with measurements until $k-1$,
- $\mathbf{P}_{k \mid k}=E\left[\left(x_{k \mid k}-x_{k}\right)\left(x_{k \mid k}-x_{k}\right)^{\top}\right]$ : a posteriori covariance matrix on estimation vector $x_{k \mid k}$,
- $\mathbf{P}_{k \mid k-1}=E\left[\left(x_{k \mid k-1}-x_{k}\right)\left(x_{k \mid k-1}-x_{k}\right)^{\top}\right]$ : a priori covariance matrix on prediction vector $x_{k \mid k-1}$.


## Linear Kalman Filter algorithm

1. Initialization: we assume a Gaussian initial estimation $p\left(x_{0}\right)$

$$
p\left(x_{k}\right)=\mathcal{N}\left(x_{k \mid k}, \mathbf{P}_{k \mid k}\right) \text { for } k=0
$$

2. $k=k+1$
3. Prediction: of the Gaussian pdffor the next time $k$ :

$$
p\left(x_{k} \mid y_{0}, \ldots, y_{k-1}\right)=\mathcal{N}\left(x_{k \mid k-1}, \mathbf{P}_{k \mid k-1}\right)
$$

4. Updating: the state estimation having the measurement $y_{k}$

$$
p\left(x_{k} \mid y_{0}, \ldots, y_{k}\right)=\mathcal{N}\left(x_{k \mid k}, \mathbf{P}_{k \mid k}\right)
$$

5. goto 2

## Linear Kalman Filter equations

## Evolution Equation

- We wish to compute $p\left(x_{k} \mid y_{0}, \cdots, y_{k-1}\right)=\mathcal{N}\left(x_{k \mid k-1}, \mathbf{P}_{k \mid k-1}\right)$,
- Since we assume a Gaussian law, we only have to compute $x_{k \mid k-1}$ and $\mathbf{P}_{k \mid k-1}$,
- The solution is (see [11, 12, 2]):

$$
x_{k \mid k-1}=\mathbf{A} x_{k-1 \mid k-1}+\mathbf{B} u_{k} \quad ; \quad \mathbf{P}_{k \mid k-1}=\mathbf{A} \mathbf{P}_{k-1 \mid k-1} \mathbf{A}^{\top}+\mathbf{Q}_{k-1}
$$

Notice these relationships are recursive.

## Updating Equation

- We wish now to estimate the Gaussian law $p\left(x_{k} \mid y_{0}, \cdots, y_{k}\right)=\mathcal{N}\left(x_{k \mid k}, \mathbf{P}_{k \mid k}\right)$
- so we only need to compute $x_{k \mid k}$ and its covariance matrix $\mathbf{P}_{k \mid k}$.
- The solution is:

$$
\begin{gathered}
x_{k \mid k}=x_{k \mid k-1}+\mathbf{K}_{k}\left(z_{k}-\mathbf{C} x_{k \mid k-1}\right) \\
\mathbf{P}_{k \mid k}=\left(\mathbf{I}-\mathbf{K}_{k} \mathbf{C}\right) \mathbf{P}_{k \mid k-1}
\end{gathered}
$$

$\mathbf{K}_{k}$ is the Kalman gain:

$$
\mathbf{K}_{k}=\mathbf{P}_{k \mid k-1} \mathbf{C}^{\top}\left[\mathbf{C} \mathbf{P}_{k \mid k-1} \mathbf{C}^{\top}+\mathbf{R}_{k}\right]^{-1}
$$

## Linear Kalman Filter Equations

The equations are summarized here:

$$
\left\{\begin{align*}
x_{k \mid k-1} & =\mathbf{A} x_{k-1 \mid k-1}+\mathbf{B} u_{k}  \tag{17}\\
\mathbf{P}_{k \mid k-1} & =\mathbf{A} \mathbf{P}_{k-1 \mid k-1} \mathbf{A}^{\top}+\mathbf{Q}_{k} \\
x_{k \mid k} & =x_{k \mid k-1}+\mathbf{K}_{k}\left(z_{k}-\mathbf{C} x_{k \mid k-1}\right) \\
\mathbf{P}_{k \mid k} & =\left(\mathbf{I}-\mathbf{K}_{k} \mathbf{C}\right) \mathbf{P}_{k \mid k-1} \\
\mathbf{K}_{k} & =\mathbf{P}_{k \mid k-1} \mathbf{C}^{\top}\left(\mathbf{C} \mathbf{P}_{k \mid k-1} \mathbf{C}^{\top}+\mathbf{R}_{k}\right)^{-1}
\end{align*}\right.
$$

Remark: $\left(z_{k}-\mathbf{C} x_{k \mid k-1}\right)$ is called Innovation, and this term is weighted by the Kalman gain K ,

## Exercise

We wish to estimate the pose and speed of a vehicle running on a road. This vehicle is seen by a camera embedded in a satellite.

- From the images we can extract the position of the vehicle with a 2 pixels standard deviation Gaussian error.
- The position $(u, v)$ in the image is linked to vehicle position $(x, y)$ by: $u=e_{u} \frac{\chi}{h}$ and $v=e_{v} \frac{y}{h}$, ( $h$ : satellite altitude, $e_{u}$ and $e_{v}$ : constants).
- We consider a sampling time $T_{s}=1 s$ and the vehicle speed is approximately constant (with a $1 \mathrm{~km} / \mathrm{h} /$ s standard dev. error).

Determine the Kalman filter parameters allowing to solve this problem.

## Evolution

We have : $\underline{X}=(x, \dot{x}, y, \dot{y})^{\top}$ and a constant speed model, so :
$\underline{x}_{k+1}=\left(\begin{array}{cccc}1 & T_{s} & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & T_{s} \\ 0 & 0 & 0 & 1\end{array}\right)\left(\begin{array}{c}x \\ \dot{x} \\ y \\ \dot{y}\end{array}\right)+\binom{\underline{w}_{k x}}{\underline{w}_{k y}}$ with $\underline{w}_{k x}=\binom{w_{k x}}{w_{k \dot{x}}}$ and $\underline{w}_{k y}=\binom{w_{k y}}{w_{k \dot{y}}}$
Noises on $x$ and $y$ are assumed to be uncorrelated, so we have :

$$
\mathbf{Q}=\left(\begin{array}{cc}
\mathbf{C}_{k x} & \mathbf{0} \\
\mathbf{0} & \mathbf{C}_{k y}
\end{array}\right) \quad \text { with } \mathbf{C}_{k x}=\mathbf{C}_{k y}=\sigma_{w}^{2}\left(\begin{array}{cc}
\frac{T_{s}^{3}}{3} & \frac{T_{s}^{2}}{2} \\
\frac{T_{s}^{2}}{2} & T_{s}
\end{array}\right)
$$

With $\sigma_{w}=1 \mathrm{~km} / \mathrm{h} / \mathrm{s}=\frac{1000}{3600}=0.27 \mathrm{~m} / \mathrm{s}^{2}$.

## Updating

We know that :

$$
\hat{u}=e_{u} \frac{x}{h}+\epsilon_{u} \quad \text { and } \quad \hat{v}=e_{v} \frac{y}{h}+\epsilon_{v}
$$

We will have :

$$
z=\binom{\hat{u}}{\hat{v}}=\mathbf{C} \underline{X}+\underline{v}_{k} \quad \text { with } \underline{v}_{k}=\binom{\epsilon_{u}}{\epsilon_{v}} \quad \text { and } \mathbf{C}=\left(\begin{array}{cccc}
\frac{e_{u}}{h} & 0 & 0 & 0 \\
0 & 0 & \frac{e_{v}}{h} & 0
\end{array}\right)
$$

Since $\hat{u}$ and $\hat{v}$ are assumed to be uncorrelated and having a 2 pixels noise, we can write :

$$
\mathbf{R}=\left(\begin{array}{cc}
\sigma_{u}^{2} & 0 \\
0 & \sigma_{v}^{2}
\end{array}\right)=\left(\begin{array}{ll}
4 & 0 \\
0 & 4
\end{array}\right)
$$

## Linear Kalman filter: remarks

- In the case where the Gaussian hypothesis is not verified, the filter provides a sub-optimal estimation,
- The Kalman Filter can cope with non-stationnary noises,
- However the white noise constraint (on both $v_{k}$ and $w_{k}$ ) can be a problem prone to lead to over-convergences,
- The computational cost of the filter is due mainly to the matrix inversion (size $N \times N, N$ is $z$ size),
- The linearity constraint is probably the main issue,
- Several approaches exist: EKF, UKF, Particles Filters, etc.


## Extented Kalman Filter

## Introduction

- In order to solve the estimation problem even in non-linear, we need to linearize the equations.
- The general stochastic state equations are:

$$
\left\{\begin{array}{l}
x_{k}=f\left(x_{k-1}, u_{k}, w_{k}\right)  \tag{18}\\
z_{k}=h\left(x_{k}, v_{k}\right)
\end{array}\right.
$$

- Since $h$ and $f$ are nonlinear functions, matrices $\mathbf{A}, \mathbf{B}$ and $\mathbf{C}$ disappear.


## Non linear functions mean and variance

- Consider a random vectorial value $x=\left(x_{1}, \cdots, x_{N}\right)^{\top}$ with expected value $\mu_{x}=\mathbf{E}[x]$ and with covariance $\operatorname{Cov}[x]=\mathbf{C}_{x}$,
- Consider the following vectorial equation:

$$
y=\left(\begin{array}{c}
y_{1} \\
\vdots \\
y_{M}
\end{array}\right)=f(x)=\left(\begin{array}{c}
f_{1}\left(x_{1}, \cdots, x_{N}\right) \\
\vdots \\
f_{M}\left(x_{1}, \cdots, x_{N}\right)
\end{array}\right)
$$

- What are the expected value $\mathbf{E}[y]$ and the covariance $\operatorname{Cov}[y]$ ?

Expected value of $y$ : We can write $x=\mu_{x}+\epsilon_{x}$.
Here, $\epsilon_{x}$ is stochastic part of $x$ such as $\mathbf{E}\left[\epsilon_{x}\right]=0$ and $\operatorname{Cov}\left[\epsilon_{x}\right]=\mathbf{C}_{x}$.

$$
y=f\left(\mu_{x}+\epsilon_{x}\right) \approx f\left(\mu_{x}\right)+\left.\frac{\partial f}{\partial x}\right|_{x=\mu_{x}} \epsilon_{x}
$$

With the Jacobian Matrix $\mathbf{J}_{f x}$ :

$$
\mathbf{J}_{f x}=\left.\frac{\partial f}{\partial x}\right|_{x=\mu_{x}}=\left(\begin{array}{ccc}
\frac{\partial f_{1}}{\partial x_{1}} & \cdots & \frac{\partial f_{1}}{\partial x_{N}} \\
\vdots & \vdots & \vdots \\
\frac{\partial f_{M}}{\partial x_{1}} & \cdots & \frac{\partial f_{M}}{\partial x_{N}}
\end{array}\right)
$$

We have: $y \approx f\left(\mu_{x}\right)+\mathbf{J}_{f x} \epsilon_{x}$
So:

$$
\mathbf{E}[y] \approx \mathbf{E}\left[f\left(\mu_{x}\right)\right]+\mathbf{J}_{f x} \mathbf{E}\left[\epsilon_{x}\right]=f\left(\mu_{x}\right)
$$

The Covariance $\mathbf{C}_{y}$ of $y$ will be (since $f\left(\mu_{x}\right)$ is a constant):

$$
\operatorname{Cov}[y] \approx \operatorname{Cov}\left[\mathbf{J}_{f_{x}} \epsilon_{x}\right]=\mathbf{J}_{f x} \operatorname{Cov}\left[\epsilon_{\chi}\right] \mathbf{J}_{f x}^{\top}
$$

So finally:

$$
\operatorname{Cov}[y]=\mathbf{C}_{y} \approx \mathbf{J}_{f x} \mathbf{C}_{x} \mathbf{J}_{f x}^{\top}
$$

If $z=f(x, y)$ with $x$ and $y$ are independent, random values:

$$
\mathbf{E}[z] \approx \mathbf{f}\left(\mu_{x}, \mu_{y}\right) \quad \text { and } \operatorname{Cov}[z] \approx \mathbf{J}_{f x} \mathbf{C}_{x} \mathbf{J}_{f x}^{\top}+\mathbf{J}_{f y} \mathbf{C}_{y} \mathbf{J}_{f_{y}}^{\top}
$$

## Linearized Kalman Filter Equations

The prediction equation is given by: $x_{k}=f\left(x_{k-1}, u_{k}, w_{k}\right)$.

- Suppose input vector $u_{k}$ is only given by a measuremement $\hat{u}_{k}$ with centered noise with covariance $\mathbf{C}_{u k}$ then $u_{k} \sim \mathcal{N}\left(\hat{u}_{k}, \mathbf{C}_{u k}\right)$
- Suppose $w_{k}$ and $\hat{u}_{k}$ are independent.
- the best prediction of $x_{k}$ will be:

$$
x_{k \mid k-1}=f\left(x_{k-1 \mid k-1}, \hat{u}_{k}, 0\right)
$$

- The covariance matrix $\mathbf{P}_{k \mid k-1}$ of $x_{k \mid k-1}$ will be:

$$
\begin{aligned}
\mathbf{P}_{k \mid k-1} & =\mathbf{J}_{f X} \operatorname{Cov}\left[x_{k-1 \mid k-1}\right] \mathbf{J}_{f X}^{\top}+\mathbf{J}_{f u} \mathbf{C}_{u k} \mathbf{J}_{f u}^{\top}+\mathbf{J}_{f w} \operatorname{Cov}\left[w_{k}\right] \mathbf{J}_{f w}^{\top} \\
& =\mathbf{J}_{f X} \mathbf{P}_{k-1 \mid k-1} \mathbf{J}_{f X}^{\top}+\mathbf{J}_{f u} \mathbf{C}_{u k} \mathbf{J}_{f u}^{\top}+\mathbf{J}_{f w} \mathbf{Q}_{k} \mathbf{J}_{f w}^{\top}
\end{aligned}
$$

## Updating equations

In the linear case we had:

$$
\left\{\begin{array}{l}
x_{k \mid k}=x_{k \mid k-1}+\mathbf{K}_{k}\left(z_{k}-\mathbf{C} x_{k \mid k-1}\right)  \tag{19}\\
\mathbf{P}_{k \mid k}=\left(\mathbf{I}-\mathbf{K}_{k} \mathbf{C}\right) \mathbf{P}_{k \mid k-1} \\
\mathbf{K}_{k}=\mathbf{P}_{k \mid k-1} \mathbf{C}^{\top}\left(\mathbf{C} \mathbf{P}_{k \mid k-1} \mathbf{C}^{\top}+\mathbf{R}_{k}\right)^{-1}
\end{array}\right.
$$

We know $z_{k}$ is given by $z_{k}=h\left(x_{k}, v_{k}\right)$.

- The estimated value $z_{k \mid k-1}$ will be approximately given by:

$$
z_{k \mid k-1}=h\left(x_{k \mid k-1}, 0\right)
$$

- Using the linear case, $x_{k \mid k}$ will be:

$$
x_{k \mid k}=x_{k \mid k-1}+\mathbf{K}_{k}\left(z_{k}-h\left(x_{k \mid k-1}, 0\right)\right)
$$

- In a similar way, we can linearize observation equation around $x_{0}$ and 0 for the centered noise $v_{k}$ :

$$
z_{k} \approx h\left(x_{0}, 0\right)+\mathbf{J}_{h x}\left(x_{k-1 \mid k-1}-x_{0}\right)+\mathbf{J}_{h v} v_{k}
$$

$\mathbf{J}_{h x}$ and $\mathbf{J}_{h v}$ are the Jacobian matrices of fonction $h$ :

$$
\mathbf{J}_{h x}=\left.\frac{\partial h}{\partial x}\right|_{x=x_{0}} \text { and } \mathbf{J}_{h v}=\left.\frac{\partial h}{\partial v}\right|_{v=0}
$$

- By analogy with linear systems, we have:

$$
\mathbf{P}_{k \mid k}=\left(\mathbf{I}-\mathbf{K}_{k} \mathbf{J}_{h x}\right) \mathbf{P}_{k \mid k-1}
$$

and :

$$
\mathbf{K}_{k}=\mathbf{P}_{k \mid k-1} \mathbf{J}_{h x}^{\top}\left(\mathbf{J}_{h X} \mathbf{P}_{k \mid k-1} \mathbf{J}_{h X}^{\top}+\mathbf{J}_{h v} \mathbf{R}_{k} \mathbf{J}_{h v}^{\top}\right)^{-1}
$$

## Linearized Kalman filter : Equations

The solution of the Linearized Kalman filter is:

$$
\begin{cases}x_{k \mid k-1} & =f\left(x_{k-1 \mid k-1}, \hat{u}_{k}, 0\right) \\ \mathbf{P}_{k \mid k-1} & =\mathbf{J}_{f X} \mathbf{P}_{k-1 \mid k-1} \mathbf{J}_{f X}^{\top}+\mathbf{J}_{f w} \mathbf{Q}_{k} \mathbf{J}_{f w}^{\top}+\mathbf{J}_{f u} \mathbf{C}_{u_{k}} \mathbf{J}_{f u}^{\top} \\ x_{k \mid k} & =x_{k \mid k-1}+\mathbf{K}_{k}\left(z_{k}-h\left(x_{k \mid k-1}, 0\right)\right) \\ \mathbf{P}_{k \mid k} & =\left(\mathbf{I}-\mathbf{K}_{k} \mathbf{J}_{h X}\right) \mathbf{P}_{k \mid k-1} \\ \mathbf{K}_{k} & =\mathbf{P}_{k \mid k-1} \mathbf{J}_{h X}^{\top}\left(\mathbf{J}_{h X} \mathbf{P}_{k \mid k-1} \mathbf{J}_{h X}^{\top}+\mathbf{J}_{h v} \mathbf{R}_{k} \mathbf{J}_{h v}^{\top}\right)^{-1}\end{cases}
$$

With:

$$
\begin{aligned}
& \mathbf{J}_{f x}=\left.\frac{\partial f}{\partial x}\right|_{x=x_{0}} \quad, \quad \mathbf{J}_{f w}=\left.\frac{\partial f}{\partial w}\right|_{w=0}, \quad \mathbf{J}_{f u}=\left.\frac{\partial f}{\partial u}\right|_{u=\hat{u}} \\
& \mathbf{J}_{h x}=\left.\frac{\partial h}{\partial x}\right|_{x=x_{0}}, \quad, \quad \mathbf{J}_{h v}=\left.\frac{\partial h}{\partial v}\right|_{v=0}
\end{aligned}
$$

## Extended Kalman Filter

- The main problem of the Linearized Kalman Filter is that the linearization is achieved around a fixed value $x_{0}$.
- If this value is far from the real one, the linearization leads to errors and even to instabilities of the filter.
- The EKFilter principle is to linearize the state equation (see [16]):
- around the estimated value $x_{k-1 \mid k-1}$ for prediction step,
- around the prior estimated value $x_{k \mid k-1}$ for updating step,
- around the current measurement $\hat{\underline{u}}_{k}$

This involves the Jacobians computation at each time $k$.

## EKF Equations

Equations of the Extended Kalman Filter are:

$$
\begin{cases}x_{k \mid k-1} & =f\left(x_{k-1 \mid k-1}, \hat{u}_{k}, 0\right) \\ \mathbf{P}_{k \mid k-1} & =\mathbf{J}_{f x} \mathbf{P}_{k-1 \mid k-1} \mathbf{J}_{f X}^{\top}+\mathbf{J}_{f u} \mathbf{C}_{u k} \mathbf{J}_{f u}^{\top}+\mathbf{J}_{f w} \mathbf{Q}_{w k} \mathbf{J}_{f w}^{\top} \\ x_{k \mid k} & =x_{k \mid k-1}+\mathbf{K}_{k}\left(z_{k}-h\left(x_{k \mid k-1}, 0\right)\right)  \tag{20}\\ \mathbf{P}_{k \mid k} & =\left(\mathbf{I}-\mathbf{K}_{k} \mathbf{J}_{h X}\right) \mathbf{P}_{k \mid k-1} \\ \mathbf{K}_{k} & =\mathbf{P}_{k \mid k-1} \mathbf{J}_{h X}^{\top}\left(\mathbf{J}_{h X} \mathbf{P}_{k \mid k-1} \mathbf{J}_{h X}^{\top}+\mathbf{J}_{h v} \mathbf{R}_{k} \mathbf{J}_{h v}^{\top}\right)^{-1}\end{cases}
$$

with:

$$
\begin{gathered}
\mathbf{J}_{f x}=\left.\frac{\partial f}{\partial x}\right|_{x=x_{k-1} \mid k-1} \quad, \quad \mathbf{J}_{f u}=\left.\frac{\partial f}{\partial u}\right|_{u=\hat{u}_{k}} \quad, \quad \mathbf{J}_{f w}=\left.\frac{\partial f}{\partial w}\right|_{w=0} \\
\mathbf{J}_{h x}=\left.\frac{\partial h}{\partial x}\right|_{x=x_{k \mid k-1}} \quad, \quad \mathbf{J}_{h v}=\left.\frac{\partial h}{\partial v}\right|_{v=0}
\end{gathered}
$$

## Exercice

We want to estimate accurately a vehicle position $X=(x, y, \theta)^{\top}$ by using a GPS receiver, an odometer and a wheel angle sensor.

- GPS receiver provides the vehicle position estimation ( $\hat{X}, \hat{y}$ ) with an error assumed to be stationary, white, Gaussian and having a $\sigma^{2}$ variance.
- The odometer is assumed to provide an estimation $\hat{d s}$ of the vehicle displacement between $k$ and $k+1$ with a white gaussian error with variance $\sigma_{d s}^{2}$.
- The wheel angle $\delta$ is given by a sensor that gives an estimation $\hat{\delta}$ of $\delta$ with a white gaussian error with variance $\sigma_{\delta}^{2}$.
- We assume the following Ackermann model:

$$
\left\{\begin{array}{l}
x_{k}=x_{k-1}+d s \cos \left(\theta_{k-1}+d \theta / 2\right) \\
y_{k}=y_{k-1}+d s \sin \left(\theta_{k-1}+d \theta / 2\right) \\
\theta_{k}=\theta_{k-1}+\frac{d s}{L} \sin (\delta)
\end{array} \quad \text { with } d \theta=\frac{d s}{L} \sin \theta\right.
$$

$L$ is the distance between vehicle axles.

- Determine the EKF parameters to solve the problem.



## Solution

## Observation equation

- We have $x_{g p s}=x+v_{x g p s}$ and $y_{g p s}=y+v_{y g p s}$,
- this is a linear equation so:

$$
z_{k}=\binom{x_{g p s}}{y_{g p s}}=\underbrace{\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right)}_{\mathrm{C}} \underbrace{\left(\begin{array}{l}
x \\
y \\
\theta
\end{array}\right)}_{\underline{X}_{k}}+\underbrace{\binom{v_{x g p s}}{v_{y g p s}}}_{v_{k}}
$$

- We have also:

$$
\mathbf{R}=\operatorname{Cov}\left[v_{k}\right]=\left(\begin{array}{cc}
\sigma_{g p s}^{2} & 0 \\
0 & \sigma_{g p s}^{2}
\end{array}\right)=\sigma_{g p s}^{2} \mathbf{I}_{2 \times 2}
$$

## Updating equation

- We look for covariance of $x_{k+1 \mid k}$. We'll have:

$$
\begin{aligned}
\mathbf{P}_{k \mid k-1} & =\operatorname{Cov}\left[x_{k \mid k-1}\right] \\
& =\operatorname{Cov}\left[\mathbf{f}\left(x_{k-1 \mid k-1}, \hat{d s}, \hat{\delta}\right)\right] \\
& =\mathbf{J}_{f x} \mathbf{P}_{k-1 \mid k-1} \mathbf{J}_{f x}^{\top}+\mathbf{J}_{d s} \sigma_{d s}^{2} \mathbf{J}_{d s}^{\top}+\mathbf{J}_{\delta} \sigma_{\delta}^{2} \mathbf{J}_{\delta}^{\top}
\end{aligned}
$$

- $\mathbf{J}_{\delta}$ and $\mathbf{J}_{d s}$ are the Jacobian matrices of fonction $\mathbf{f}$ with respect to $\delta$ and $d s$.
- They are:

$$
\mathbf{J}_{d s}=\left(\begin{array}{c}
\frac{\partial f_{x}}{\partial d s} \\
\frac{\partial f_{f}}{\partial d s} \\
\frac{\partial f_{F}}{\partial d s}
\end{array}\right)=\left(\begin{array}{c}
\cos \left(\theta+\frac{d \theta}{2}\right) \\
\sin \left(\theta+\frac{d \theta}{2}\right) \\
\frac{\sin \delta}{L}
\end{array}\right) \quad ; \quad \mathbf{J}_{\delta}=\left(\begin{array}{c}
\frac{\partial f_{f}}{\partial \delta} \\
\frac{\partial f_{y}}{\partial \delta} \\
\frac{\partial f_{f}}{\partial \delta}
\end{array}\right)=\left(\begin{array}{c}
-\frac{d s^{2}}{L L} \cos \delta \sin \left(\theta+\frac{d \theta}{2}\right) \\
\frac{d s^{2}}{2 L} \cos \delta \cos \left(\theta+\frac{d \theta}{2}\right) \\
\frac{d s}{L} \cos (\delta)
\end{array}\right)
$$

$$
\mathbf{J}_{f x}=\left(\begin{array}{ll}
\frac{\partial f_{x}}{\partial x} & \frac{\partial f_{x}}{\partial y} \\
\frac{\partial f_{x}}{\partial \theta} \\
\frac{\partial f_{y}}{\partial x} & \frac{\partial f_{y}}{\partial y} \\
\frac{\partial f_{y}}{\partial \theta} \\
\frac{\partial f_{\theta}}{\partial x} & \frac{\partial f_{\theta}}{\partial y}
\end{array} \frac{\frac{\partial f_{\theta}}{\partial \theta}}{}\right)=\left(\begin{array}{ccc}
1 & 0 & -d \sin \left(\theta+\frac{d \theta}{2}\right) \\
0 & 1 & d s \cos \left(\theta+\frac{d \theta}{2}\right) \\
0 & 0 & 1
\end{array}\right)
$$

EKF equations

$$
\begin{cases}x_{k \mid k-1} & \left.=f\left(x_{k-1 \mid k-1}, \hat{d s}, \hat{\delta}\right)\right) \\ \mathbf{P}_{k \mid k-1} & =\mathbf{J}_{f x} \mathbf{P}_{k \mid k} \mathbf{J}_{f x}^{\top}+\mathbf{J}_{d s} \sigma_{d s}^{2} \mathbf{J}_{d s}^{\top}+\mathbf{J}_{\delta} \sigma_{\delta}^{2} \mathbf{J}_{\delta}^{\top} \\ x_{k \mid k} & =x_{k \mid k-1}+\mathbf{K}_{k}\left(z_{k}-\mathbf{C} x_{k \mid k-1}\right) \\ \mathbf{P}_{k \mid k} & =\left(\mathbf{I}-\mathbf{K}_{k} \mathbf{C}\right) \mathbf{P}_{k \mid k-1} \\ \mathbf{K}_{k} & =\mathbf{P}_{k \mid k-1} \mathbf{C}^{\top}\left(\mathbf{C} \mathbf{P}_{k \mid k-1} \mathbf{C}^{\top}+\mathbf{R}_{k}\right)^{-1}\end{cases}
$$

With:

$$
\mathbf{J}_{d s}=\left(\begin{array}{c}
\cos \left(\theta+\frac{d \theta}{2}\right) \\
\sin \left(\theta+\frac{d \theta}{2}\right) \\
\frac{\sin \delta}{L}
\end{array}\right), \mathbf{J}_{\delta}=\left(\begin{array}{c}
-\frac{d s^{2}}{2 L} \cos \delta \sin \left(\theta+\frac{d \theta}{2}\right) \\
\frac{d s^{2}}{2 L} \cos \delta \cos \left(\theta+\frac{d \theta}{2}\right) \\
\frac{d s}{L} \cos (\delta)
\end{array}\right), \mathbf{C}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right) \text { and } d \theta=\frac{d s}{L} \sin \delta
$$

## Kalman filter conclusions

The EKF is a very powerful tool, nevertheless:

- The filter can diverge due to the linearization errors,
- The Uncented Kalman Filter (UKF, see [10]) has been developed to reduce this problem by avoiding high jumps of the linearization point.
- The multi-modalities are not taken into account at all in the EKF.
- Several approaches cope with this problem, mainly: Gaussian Mixtures [21, 1] or Particles filters [3, 6].


## Data fusion

## Introduction

The main goal of data fusion is to combine together several measurements to provide a better result. We expect for instance:

- A better estimation (of a robot state for example [9, 22]),
- A decision having multiple binary (possibly opposite) measurements [4].
- The target tracking. In this case we need to combine both precision and decision having multiple incoming data and multiple state to estimate [4, 15].

We only concentrate Centralized Architectures to optimize a state Estimation possibly un-synchronized measurements.

## Centralized Fusion Architecture

- The centralized fusion aims at combining in the same process the incoming data
- Sometimes Estimation and Fusion are grouped in the same block.
- Sometimes, some data can be cancelled before fusion [5].



## Synchronized data

- We suppose here to have $N$ incoming measurements $z_{i k}$ with $(i \in$ $[1, N]$ ) at the same time $k$.
- Each one of these data $z_{i k}$ is linked to the state vector $x_{k}$ by the following equation:

$$
z_{i k}=h_{i}\left(x_{k}, v_{i k}\right) \quad v_{i k} \text { is the noise on } z_{i k}
$$

- Usually the fusion is done with a global Kalman filter. Two approaches can be found:
- Global Fusion
- On the Fly fusion.


## Global Fusion

Here, all the $z_{i k}$ measurements in a same vector $z_{k}=\left(z_{1 k}, z_{2 k}, \cdots, z_{N k}\right)^{\top}$.

- It will be necessary to define the global covariance matrix $\mathbf{R}=$ $\operatorname{Cov}\left[z_{k}\right]$

$$
\mathbf{R}_{k}=\left(\begin{array}{cccc}
\mathbf{R}_{11} & \mathbf{R}_{12} & \ldots & \mathbf{R}_{1 N}  \tag{21}\\
\mathbf{R}_{21} & \mathbf{R}_{22} & \ldots & \mathbf{R}_{2 N} \\
\vdots & \vdots & \vdots & \vdots \\
\mathbf{R}_{N 1} & \mathbf{R}_{N 2} & \ldots & \mathbf{R}_{N N}
\end{array}\right)_{k}
$$

- The problem becomes a classical estimation problem.
- Complexity is $O\left(N^{3}\right)$,
- If measurements are independent, $R_{k}$ will be diagonal.

- The main advantage of this solution is that we can take into account all the relationships (correlation) between the data,
- but the computational load is due to the matrix inversion in the Kalman gain.
- Extend vector $z_{k}$ increases in $O\left(N^{3}\right)$ these times


## On the Fly Fusion

We assume $z_{i k}$ data are uncorrelated, and we use the following algorithm:



1. State $x_{k}$ initialization for time $k$, (i.e $x_{k \mid k}$ and $\mathbf{P}_{k \mid k}$ )
2. $k \longleftarrow k+1$
3. Prediction until $k$ (i.e. $x_{k \mid k-1}$ and $\mathbf{P}_{k \mid k-1}$ evaluation)
4. For each measurement $z_{i k}$ update state :

- $x_{k \mid k_{1}}$ and $\mathbf{P}_{k \mid k_{1}}$ updating with $x_{k-1 \mid k-1}, \mathbf{P}_{k-1 \mid k-1}$ and $z_{1 k}$,
- $x_{k \mid k_{2}}$ and $\mathbf{P}_{k \mid k_{2}}$ updating with $x_{k \mid k_{1}}, \mathbf{P}_{k \mid k-1_{1}}$ and $z_{2 k}$,
-...
- $x_{k \mid k}=x_{k \mid k_{N}}$ and $\mathbf{P}_{k \mid k_{N}}$ updating with $x_{k \mid k-1 N_{N-1}}, \mathbf{P}_{k \mid k-1{ }_{N-1}}$ and $z_{N k}$,
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## Synchronized fusion: Remarks

- This fusion scheme is optimal in the global fusion
- Otherwise, the covariances between $z_{i k}$ measurements are not taken into account: this can lead to sub-optimal estimation or even over-convergences is the related noises are correlated.
- In Global Fusion spurious measurements and non-linearities are smoothed between the whole data set.
- On the Fly fusion is usually easier to implement, and the computational costs are lower. However no smoothing effect can be done here.
- The main issue to these approaches is that the measurements are required to be synchronized. This can be obtained with a prior synchronization step.


## Non-synchronized data fusion

- Most of the time, $z_{i k}$ measurements coming from different sensors are not synchronized...
- Several solutions exist to solve this issue:

Data synchronization : all the data are interpolated or extrapolated in order to fit the required sampling time.

- This approach is however sup-optimal most of the cases because of the extra/interpolation errors and the related noise estimation.
- the latency of the data cannot easily be taken into account.

Delayed processing [22]: data are fused on the fly.

## Data fusion "on the fly"

This approach aims at solving both the synchronization and the latency problems [22].

- It is worth to distinguish data and measurement.

A data $d_{i}$ is the raw information (an image for instance) taken by the sensor at date $t_{d i}$.

A measurement $z_{i}$ is the output of a given processing $g_{i}$ having data $d_{i}$ as input. $z_{i}$ goes in the fusion system at $t_{z i}=t_{d i}+\Delta_{t i}$.

- We therefore have: $z_{i}=g_{i}\left(d_{i}, \Delta_{t i}\right)$
- $\Delta_{t i}$ includes the latency of measurement $z_{i}$, the processing and the routing times.
- Since sensors have different $\Delta_{t i}$ we'll have to face different situations.
- The algorithm presented in [22] is based on an observation list.


Suppose we want to estimate periodically the state at each $T_{i}$.

- For $t=T_{0}$ we achieve an evolution step from the last estimation until time $T_{0}$ in order to get $\hat{x}_{T 0}$.
- At time $t_{z 1}$ measurement $z_{1}$ gets in the fusion system. Its corresponding data $d_{1}$ arrived even before (at time $t_{d 1}$ ), so $z_{1}$ measurement is stored in the observation list with $t_{d 1}$ time stamp.
- At $t=T_{1}$, we need to achieve an evolution step on the estimated state $\hat{x}_{T 0}$ until $t_{d 1}$, update this state with measurement $z_{1}$, and achieve a new evolution step until $T_{1}$ in order to provide $\hat{x}_{T 1}$.

The process is iterated an we always update the estimated state starting from the last state estimation done before the last not yet processed data.

# Data Fusion <br> and Graphical Models 

## Introduction

- Sometimes, a graphical representation can be worth to well represent all the actors of the problem and their dependencies.
- It is especially the case for SLAM where the global state can be composed of thousands of poses and landmarks/



## Bayes Network

- Bayes Network as been developed by Pearl [17]) and adapted later for dynamic systems [18].
- Suppose, the following decision problem:
- A vehicle embeds a camera and a radar to detect other vehicles ahead.
- Both camera and radar provides the following binary detection: a vehicle ahead is on our lane on not.
- Let's name $X_{k}=\{0,1\}$ the binary event "the vehicle ahead is in our lane" and $R_{k}, C_{k}$ the detections of radar and camera.
- The question is: what is the probability a vehicle ahead is really in our lane?
- We can model this problem with a Bayes Network: an acyclic graph: nodes represent events and the oriented links represents the joint probability.

- Suppose we got $R_{k}$ detection but no $C_{k}$ detection,
- what is $P\left(X_{k} \mid C_{k}=0, R_{k}=1\right)$ ?
- This an inference problem: first find the whole global joint probability $P\left(X_{k-1}, X_{k}, C_{k}, R_{k}\right)$ then we deduce $P\left(X_{k} \mid C_{k}=0, R_{k}=1\right)$.
- We can write the Ancestral rule: For $X_{i}$ events $(i \in[1, n])$ we have:

$$
\begin{equation*}
P\left(X_{1}, X_{2}, \cdots, X_{n}\right)=\prod_{i=1}^{n} P\left(X_{i} \mid \operatorname{par}\left(X_{i}\right)\right) \quad \text { par }\left(X_{i}\right): X_{i} \text { parents } \tag{22}
\end{equation*}
$$

- In our case, we'll get:

$$
P\left(X_{k-1}, X_{k}, C_{k}, R_{k}\right)=P\left(X_{k-1}\right) \cdot P\left(X_{k} \mid X_{k-1}\right) \cdot P\left(C_{k} \mid X_{k}\right) \cdot P\left(R_{k} \mid X_{k}\right)
$$

- Then, we get the marginal probability of $P\left(X_{k}, C_{k}=0, R_{k}=0\right)$ :

$$
\begin{aligned}
P\left(X_{k}, C_{k}=0, R_{k}=0\right) & =\sum_{x_{k-1}} P\left(X_{k-1}, X_{k}, C_{k}=0, R_{k}=1\right) \\
& =P\left(X_{k-1}=0, X_{k}, C_{k}=0, R_{k}=1\right) \\
& +P\left(X_{k-1}=1, X_{k}, C_{k}=0, R_{k}=1\right)
\end{aligned}
$$

- And finally using to the Bayes Rule yields:

$$
P\left(X_{k} \mid C_{k}, R_{k}\right)=\frac{P\left(X_{k}, C_{k}, R_{k}\right)}{P\left(C_{k}, R_{k}\right)}
$$

- And so:

$$
P\left(X_{k} \mid C_{k}=0, R_{k}=1\right)=\frac{P\left(X_{k}, C_{k}=0, R_{k}=1\right)}{P\left(C_{k}=0, R_{k}=1\right)}
$$

## Continuous Bayes Network

- RB can manage continuous random variables: we use the pdf
- As an example consider the Toy-SLAM [7])

- Here $x_{k}$ : state value (pose), $l_{i}$ : landmarks and $z_{j}$ : measurements
- Let's define $X=\left(x_{1}, x_{2}, x_{3}, l_{1}, l_{2}\right)$ and $Z=\left(z_{1}, z_{2}, z_{3}, z_{4}\right)$.

Using the ancestral rule we can write:

$$
\begin{align*}
p(X, Z) & =p\left(x_{1}\right) \cdot p\left(x_{2} \mid x_{1}\right) \cdot p\left(x_{3} \mid x_{2}\right)  \tag{23}\\
& \times p\left(I_{1}\right) \cdot p\left(I_{2}\right)  \tag{24}\\
& \times p\left(z_{1} \mid x_{1}\right)  \tag{25}\\
& \times p\left(z_{2} \mid x_{1}, I_{1}\right) \cdot p\left(z_{3} \mid x_{2}, I_{1}\right) \cdot p\left(z_{4} \mid x_{3}, l_{2}\right) \tag{26}
\end{align*}
$$

- eq. (23) is the Markov chain linking the pose states $x_{k}$,
- eq. (24) is the prior pdf on landmarks $I_{i}$.
- eq. (25) refers to the link between $z_{1}$ and $x_{1}$,
- eq (26) represents the relationships between measurements on the landmarks $l_{i}$ from poses $x_{k}$.
- We can write eq (23) to eq. (26) as : $p(X, Z)=p(Z \mid X) \cdot p(X)$ with:

$$
\left\{\begin{array}{l}
p(X)=p\left(x_{1}\right) \cdot p\left(x_{2} \mid x_{1}\right) \cdot p\left(x_{3} \mid x_{2}\right) \times p\left(I_{1}\right) \cdot p\left(I_{2}\right)  \tag{27}\\
p(X \mid Z)=p\left(z_{1} \mid x_{1}\right) \times p\left(z_{2} \mid x_{1}, I_{1}\right) \cdot p\left(z_{3} \mid x_{2}, I_{1}\right) \cdot p\left(z_{4} \mid x_{3}, I_{2}\right)
\end{array}\right.
$$

- Now, we can write the classical Bayes Rule:

$$
\begin{equation*}
p(X \mid Z)=\frac{p(X, Z)}{P(Z)}=\frac{p(Z \mid X) p(X)}{P(Z)} \tag{28}
\end{equation*}
$$

- It is necessary to consider $X$ as an unknown and $Z$ as known data and so we'll use the likelihood function $p(X ; Z \mid X) \triangleq I(X ; Z)$ :

$$
p(X \mid Z)=\frac{p(X ; Z \mid X) p(X)}{P(Z)} \propto I(X ; Z) p(X)
$$

## MAP estimation

$$
p(X \mid Z)=\frac{p(X ; Z \mid X) p(X)}{P(Z)} \propto I(X ; Z) p(X)
$$

- This equation provides the pdf of both pose states and landmarks.
- Most of the time it is necessary to deduce from $p(X \mid Z)$ an estimation $\hat{X}$ of $X$.
- A convenient (and classical) estimator is the MAP that can be written here as:

$$
\hat{X}_{M A P}=\underset{X}{\arg \max } p(X \mid Z)=\underset{X}{\arg \max }\{I(X ; Z) \cdot p(X)\}
$$

## Factor graphs

## From Bayes Networks to Factor Graphs

- Since we have $p(X \mid Z)=\frac{p(X, Z)}{p(Z)}$ we have therefore $p(X \mid Z) \propto p(X, Z)$.
- We can therefore rewrite equation as:

$$
\begin{align*}
p(X \mid Z) & \propto p\left(x_{1}\right) \cdot p\left(x_{2} \mid x_{1}\right) \cdot p\left(x_{3} \mid x_{2}\right) \\
& \times p\left(I_{1}\right) \cdot p\left(I_{2}\right)  \tag{29}\\
& \times I\left(x_{1} ; z_{1}\right) \\
& \times I\left(x_{1}, I_{1} ; z_{2}\right) \cdot I\left(x_{2}, I_{1} ; z_{3}\right) \cdot I\left(x_{3}, I_{2} ; z_{4}\right)
\end{align*}
$$

- We have a set of factors and in order to make the factorization more clear, we use the factor graph.

$$
\begin{aligned}
p(X \mid Z) & \propto p\left(x_{1}\right) \cdot p\left(x_{2} \mid x_{1}\right) \cdot p\left(x_{3} \mid x_{2}\right) \\
& \times p\left(I_{1}\right) \cdot p\left(I_{2}\right) \\
& \times I\left(x_{1} ; z_{1}\right) \\
& \times I\left(x_{1}, I_{1} ; z_{2}\right) \cdot I\left(x_{2}, I_{1} ; z_{3}\right) \cdot I\left(x_{3}, I_{2} ; z_{4}\right)
\end{aligned}
$$



The 9 big black dots represent the 9 factors

- We denote $\phi_{k}\left(x_{i}, x_{j}\right)$ the factor graph $k$ between nodes $x_{i}$ and $x_{j}$ we can define the global factor graph $\phi(X)$ as:

$$
\phi(X)=\prod_{i} \phi_{i}\left(X_{i}\right)
$$

$X_{i}$ are the set of nodes related to factor $\phi_{i}$.

- Hence we can define the global factor $\phi\left(l_{1}, l_{2}, x_{1}, x_{2}, x_{3}\right)$ for the toySLAM example as:

$$
\begin{align*}
\phi\left(I_{1}, l_{2}, x_{1}, x_{2}, x_{3}\right) & =\phi_{1}\left(x_{1}\right) \cdot \phi_{2}\left(x_{2}, x_{1}\right) \cdot \phi_{3}\left(x_{3}, x_{2}\right) \\
& \times \phi_{4}\left(l_{1}\right) \cdot \phi_{5}\left(l_{2}\right)  \tag{30}\\
& \times \phi_{6}\left(x_{1}\right) \\
& \times \phi_{7}\left(x_{1}, l_{1}\right) \cdot \phi_{8}\left(x_{2}, l_{1}\right) \cdot \phi_{9}\left(x_{3}, l_{2}\right)
\end{align*}
$$

## Inference using Factor graphs

- Having the global factor $\phi(X)$ we look for the estimation $\hat{X}$ of $X$ : Taking the MAP yields:

$$
\begin{equation*}
\hat{X}_{M A P}=\underset{X}{\arg \max } \phi(X)=\underset{X}{\arg \max } \prod_{i} \phi_{i}\left(X_{i}\right) \tag{31}
\end{equation*}
$$

- Suppose all factors $\phi_{i}$ are Gaussian forms:

$$
\begin{gather*}
\phi_{i}\left(X_{i}\right) \propto \exp \left\{-\frac{1}{2}\left\|h\left(X_{i}\right)-z_{i}\right\|_{\mathbf{c}_{i}}^{2}\right\} \\
\hat{X}_{M A P}=\underset{X}{\arg \max } \phi(X)=\underset{X}{\operatorname{argmin}} \sum_{i}\left\{\left\|h\left(X_{i}\right)-z_{i}\right\|_{\mathbf{c}_{i}}^{2}\right\} \tag{32}
\end{gather*}
$$

We therefore solve our global problem by usual numerical minimization.

## Remarks

- Factor graphs provide an easy way to solve global fusion problems such as SLAM or others,
- Most of the time factor graphs functions are nonlinear, the minimization requires optimization methods (Gauss-Newton or LevenbergMarquardt),
- The optimization for visual-SLAM needs to deal with 3D rotations. These specific non linear functions require to use nonlinear manifolds [20, 7]),
- The sparsity of the factor graph involves sparse Jacobian matrices in the minimization and leads to very efficient optimizations (see for example the $g^{2} o$ library [14]).
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