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Step by step design of an interior point solver in

semidefinite optimization – Application to the Shor

relaxation of some small OPF problems

Jean Charles Gilbert, INRIA

January 8, 2016

This report presents a project in numerical optimization dealing with the imple-
mentation of an interior point method for solving a semidefinite optimization (SDO)
problem. The project was given in a course entitled Advanced Continuous Optimiza-

tion II at the University Paris-Saclay, in 2015-1016. The solver is designed step by
step during a series of 5 sessions of 4 hours each. Each session corresponds to a chapter
of the report.

The correctness of the SDO solver is verified at each session on small academic
problems, having diverse properties. During the last session, the developed piece of
software is used to solve a few small size Shor relaxations of QCQP (quadratically
constrained quadratic programming) problems, modeling various instances of the OPF
(optimal power flow) problem.

The goal of the course is not to design an SDO solver that would beat the best
existing solver but to help the students to understand and demystify what there is
inside such a solver. Famous SDO solvers include SeDuMi, SDPT3, Gurobi, MOSEK,
and GLPK.
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1 The NT direction

1.1 The problem to solve

1.1.1 Notation

We denote by Sn the vector space of the n × n symmetric real matrices, equipped
with the scalar product

〈·, ·〉 : (A,B) ∈ Sn × Sn 7→ 〈A,B〉 = trAB =
n∑

i,j=1

AijBij ,

where trA :=
∑

iAii denotes the trace of the matrix A ∈ Rn×n. The associated norm
is the so-called Frobenius norm; its value at A ∈ Sn is denoted by

‖A‖F =





n∑

i,j=1

A2
ij





1/2

.

The vector space Sn has dimension n(n+ 1)/2.
We denote by Sn

+ the cone of Sn made of the positive semidefinite matrices and
by Sn

++ the cone of Sn made of the positive definite matrices. We adopt the short
notation

A < B ⇐⇒ A−B ∈ Sn
+,

A ≻ B ⇐⇒ A−B ∈ Sn
++.

Of course, A 4 B means B < A and A ≺ B means B ≻ A.

1.1.2 The primal and dual SDO problems

The primal (P ) and dual (D) semidefinite optimization (SDO) problems read

(P )







inf 〈C,X〉
A(X) = b
X < 0

and (D)







sup 〈b, y〉
A∗(y) + S = C
S < 0,

where C ∈ Sn, A : Sn → Rm is a linear map, b ∈ Rm, and A∗ : Rm → Sn is the
adjoint of A. These problems are therefore convex in the sense that their objective is

5



6 1. The NT direction

convex and their feasible sets are also convex. Constraints like those of problem (P )
or (D) are called linear matrix inequalities (LMI).

The feasible sets of (P ) and (D) are respectively denoted by

FP := {X ∈ Sn
+ : A(X) = b} and FD := {(y, S) ∈ R

m × Sn
+ : A∗(y) + S = C},

and their strictly feasible sets are denoted by

Fs
P
:= {X ∈ Sn

++ : A(X) = b} and Fs
D
:= {(y, S) ∈ R

m × Sn
++ : A∗(y) + S = C}.

Accordingly, a matrix X ∈ Fs
P

is said to be strictly feasible for (P ) and a pair (y, S) ∈
Fs

D
is said to be strictly feasible for (D). We also introduce the following Cartesian

products
F := FP ×FD and Fs := Fs

P
×Fs

D
.

The solution sets of these problems are denoted by

Sol(P ) and Sol(D)

and their optimal values by

val(P ) and val(D).

The duality gap is the nonnegative difference val(P )− val(D) > 0.
In the implementation, it will be assumed that the linear map A is represented

by m matrices Ai ∈ Sn, for i ∈ [1 :m], through the correspondence

A(X) =






〈A1, X〉
...

〈Am, X〉




 . (1.1)

Such a representation is always possible by the Riesz-Fréchet theorem. It will be also
assumed that the Euclidean scalar product is used on Rm, in which case A∗(y) is a
weighted sum of the matrices Ai (see question 1.1):

A∗(y) =

m∑

i=1

Aiyi. (1.2)

1.1.3 The central path

It is known that when Fs 6= ∅, (X, y, S) is a primal-dual solution to (P ) and (D) if
and only if 





A∗(y) + S = C, S < 0
A(X) = b, X < 0
〈X,S〉 = 0.

(1.3)

These may be considered as the NS optimality conditions of the convex problems (P )
or (D).

When A is surjective, the central path is the (image of the) map, which to µ ∈ R++

assigns the unique solution to the perturbed optimality conditions
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





A∗(y) + S = C, S ≻ 0
A(X) = b, X ≻ 0
XS = µI.

(1.4)

When Fs 6= ∅, the central path converges to a primal-dual solution, when µ ↓ 0. The
goal of the path-following algorithms that we shall consider is to follow that path to
reach a solution asymptotically.

1.2 The NT direction

1.2.1 Overview

Given a strictly feasible point z = (X, y, S) ∈ Fs ⊂ Sn × Rm × Sn, the goal of
one iteration of the primal-dual path-following interior point algorithm we consider
is to make a displacement d in Sn ×Rm × Sn towards a central point z(µ), for some
µ > 0, that is “closer” to the solution than the current iterate z. This displacement
d = (dX , dy, dS) ∈ Sn × Rm × Sn is a Newton step on the perturbed system (1.4)
without its conic conditions X ≻ 0 and S ≻ 0 (these will be enforced at each iteration),
namely 





A∗(y) + S = C
A(X) = b
XS = µI.

(1.5)

When z ∈ F is not on the central path, the matrix XS is usually not symmetric,
so that there are more equations than unknowns in (1.5). To tell it otherwise, the
linearization of the system (1.5) reads







A∗(dy) + dS = C −A∗(y)− S
A(dX) = b −A(X)
dXS +XdS = µI −XS.

If dS is symmetric by the first equation, there are examples [12] showing that dX might
be nonsymmetric (because of the nonsymmetry of XdSS

−1 in the third equation).
For this reason a symmetrization operation must be introduced in addition to the
linearization of the system, in order to keep X + dX in Sn. This can be done using
a large number of methods, leading to many different IP directions. The one we
consider in this project is the Nesterov-Todd (NT) direction (called that way because
of [15, 16, 21 ; 1997-1998], but the direction might have been proposed independently
and earlier in the later published paper [20 ; 1999]). It is often implemented and it
has the following advantages:

it preserves the symmetry of the primal-dual variables X and S,
it is uniquely defined for any strictly feasible iterate z,
it is scale invariant,
it is less computation demanding than many other directions, requiring . . . oper-
ations.
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1.2.2 Derivation of the NT direction

The NT direction can be shortly presented as the result of three operations [3].

1. A scaling matrix W ∈ Sn
++ is introduced (a weight), which is the unique matrix

in Sn
++ that satisfies the identity

WSW = X. (1.6)

It is given by the formulas

W := X1/2(X1/2SX1/2)−1/2X1/2 = S−1/2(S1/2XS1/2)1/2S−1/2 (1.7)

and it has the property that

Z := W−1/2XW−1/2 = W 1/2SW 1/2.

2. Symmetrization. If z = (X, y, S) is the current iterate, one would like to find a
displacement d = (dX , dy, dS) such that the third equation in (1.5) is satisfied at
z + d, namely

(X + dX)(S + dS) = µI,

for some µ > 0 to be defined. Left-multiplying by W−1/2 and right-multiplying
by W 1/2, this equation is equivalent to

(Z + d̃X)(Z + d̃S) = µI,

where d̃X = W−1/2dXW−1/2 and d̃S = W 1/2dSW
1/2. We now symmetrize the

lhs of this equation by the transformation M y
1
2 (M +MT):

1

2

[

(Z + d̃X)(Z + d̃S) + (Z + d̃S)(Z + d̃X)
]

= µI.

3. Pseudo-linearization (the term “pseudo” is used because the scaling matrix W ,
which depends on the current iterate, is not linearized). The linearization consists
in dropping the products d̃X d̃S and d̃S d̃X from this equation, which then becomes

Z(d̃X + d̃S) + (d̃X + d̃S)Z = µI − Z2.

This is a Lyapunov equation in the unknown d̃X + d̃S . Its unique solution is

d̃X + d̃S = µZ−1 − Z.

Left and right-multiplying this last equation by W 1/2 yield the symmetric
pseudo-linearization at z of the third equation in (1.5):

dX +WdSW = µS−1 −X.

Therefore, when z ∈ Fs, the NT direction is obtained by solving the following
linear system in d = (dX , dy, dS):

A∗(dy) + dS = 0 (1.8a)

A(dX) = 0 (1.8b)

dX +WdSW = µS−1 −X, (1.8c)

where the value of µ still need to be specified.
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1.2.3 Computation of W

The scaling matrix W given by (1.7) intervenes in the computation of the NT direction
and must be computed explicitly. This can be done using two Cholesky factorizations
and one singular value decomposition (SVD) [21 ; § 4.1].

The Cholesky factorizations are those of X ≻ 0 and S ≻ 0:

X = LXLT

X and S = LSL
T

S ,

where LX and LS are lower triangular nonsingular matrices. The SVD is the one of
LT

SLX :

LT

SLX = UΣV T.

where U and V are orthogonal matrices and Σ is the diagonal matrix formed of the
positive singular values of the nonsingular matrix LT

SLX . Define

Q := L−1
X X1/2,

which is an orthogonal matrix. It needs not be computed.
Now, there holds

X1/2SX1/2 = X1/2L−T

X LT

X
︸ ︷︷ ︸

I

LSL
T

S
︸ ︷︷ ︸

S

LXL−1
X

︸ ︷︷ ︸

I

X1/2

= QT LT

XLS
︸ ︷︷ ︸

V ΣUT

LT

SLX
︸ ︷︷ ︸

UΣV T

Q

= QTV Σ2V TQ.

From this identity and the orthogonality of QTV , it results

(X1/2SX1/2)−1/2 = QTV Σ−1V TQ.

From the first identity in (1.7), we get

W = X1/2QT

︸ ︷︷ ︸

LX

V Σ−1V T QX1/2

︸ ︷︷ ︸

LT

X

= LXV Σ−1V TLT

X .

Finally

W = GGT, where G := LXV Σ−1/2.

1.2.4 Computation of the NT direction

The system (1.8) involves n(n + 1) + m unknowns d = (dX , dy, dS) and as many
equations. A standard way of solving it consists in eliminating first dX using the
second and third equation, to get

A(WdSW ) = A(µS−1 −X)

and eliminating next dS using the first equation:
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A(WA∗(dy)W ) = A(X − µS−1) (1.9)

Once dy is known, dS can be computed by the first equation in (1.8) and then dX by
the third equation in (1.8). So let us concentrate on ways of computing dy by (1.9).
We assume that A is surjective, which implies that (1.9) is a linear system in dy with
a positive definite linear operator, hence having a unique solution.

A first way of computing the solution dy to (1.9) is to write this equation as the
linear system in dy :

M(dy) = A(X − µS−1), (1.10)

where M : dy ∈ Rm 7→ A(WA∗(dy)W ) ∈ Rm is a symmetric positive definite
(hence nonsingular) linear map and to form the “compact” (usually m ≪ n2)
m×m coefficient matrix M by

Mij = 〈Ai,WAjW 〉 = 〈GTAiG,GTAjG〉, for i and j ∈ [1 :n], with i > j,
(1.11)

and to take its Cholesky factorization M = LMLT

M
. Forming M mainly requires

2mn3 operations (for getting the products GTAiG, with i ∈ [1 :m]).

Another way of computing dy is to observe that (1.9) or (1.10) is the normal
equation of the following linear least-squares problem in dy:

min
dy∈Rm

1

2
‖A(dy)−G−1(X − µS−1)G−T‖2F , (1.12)

where A : dy ∈ Rm 7→ GTA∗(dy)G ∈ Sn is a linear map. Indeed, the normal
equation of this least-squares problem reads

A∗A(dy) = A∗(G−1(X − µS−1)G−T) = A(X − µS−1),

where A∗ : M ∈ Sn → A(GMGT) ∈ Rm. Hence

A∗A(dy) = A(GA(dy)G
T) = A(WA∗(dy)W ) = M(dy),

A∗(G−1(X − µS−1)G−T) = A(X − µS−1)

and one recovers (1.10). The linear least-squares problem (1.12) can be solved
thanks to a QR factorization of the associated n2×m large matrix, also denoted A,
whose jth column is the matrix

A:j = GTAjG, for j ∈ [1 :m].

which was already used in (1.11). By the stability of the QR factorization, this
approach should be more precise but more time consuming.

1.3 Implementation

1.3.1 Matrix representation

We suggest taking vector representations of matrices. A symmetric n× n matrix will
also be represented by an n2 vector (not by an n(n+1)/2 one). This has the advantage
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of making the computation of the scalar product 〈X,S〉 easy (it is just x’*s if x is
the vector representing the matrix X and s is the vector representing the matrix S).
Furthermore, the evaluation of A(X) is just A*x and the evaluation of A∗(y) is just
A’*y if the rows of A contains the matrices Ai for i ∈ [1 :m]. Now switching from a
vector to a matrix representation and vice versa can be done with the Matlab functions
mat and vec (see below), probably inexpensively if the result is not safeguarded.

1.3.2 Calling statement

We suggest giving to the sdo solver, the following Matlab function structure

[x,y,infos] = sdo (A,b,c,x0,y0,options)

where

A is an m × n2 real matrix, each row of which gives the entries of a symmetric
matrix Ai of the representation of the linear operator A in (1.1);
b is an m real vector, representing the right hand side of the equality constraint
in (P );
c is an n2 vector representing the n×n symmetric real matrix C, which determines
the linear objective in (P );
x0 is an n2 vector representing the n× n symmetric real matrix X0, which is the
initial guess of the primal solution X ; it must be striclty feasible for the primal
problem, meaning that A(X) = b and X ≻ 0;
y0 is an m real vector, which is the initial guess of the dual solution y; it must
be striclty feasible for the dual problem, meaning that S0 := C −A∗(y0) ≻ 0;
options is a structure of possible options (one could specify whether the NT
direction must be computed with a Cholesky factorization, like in (1.10), or a QR
factorization, like in (1.12));
x is an n2 vector representing the n × n symmetric real matrix X , which gives
the primal solution X if any;
y is an m real vector, giving the dual solution y if any (the dual solution S can
be recovered from y by S = C − A∗(y));
infos is a structure providing information of the run (success, failure, primal/dual
infeasibility, primal/dual unboundedness, duality gap, etc).

1.3.3 Matlab functions

Here are a few useful Matlab functions.

L = chol(A,’lower’) computes the Cholesky factorization of A = LLT, where
L is lower triangular (only the lower triangular part of A is used).
[U,S,V] = svd(A) computes the singular value decomposition (SVD) of the real
n × n matrix A = USV T, where U and V are orthogonal matrices and S is
diagonal with nonnegative entries (the singular values of A).
M = mat(v) converts an n2 vector v into an n×n matrix M, such that the columns
of M are stacked below each other in v. The reverse operation is realized by vec.
[Q,R] = qr(A,0) computes the QR factorization of the real m × n matrix A =
QR, where Q is orthogonal and R is upper triangular. The second zero argument
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is useful when m > n (our case), in which case, only the first n column of Q and
the first n rows of R are computed.
v = vec(M) converts an m×n matrix M into an mn vector v, stacking the columns
of M below each other in v. The reverse operation is realized by mat.

1.3.4 Recommendations

There are various Matlab SDO solvers. Having a look at SeDuMi is probably a good
idea, since sdo may be viewed as a reduced feature version of this solver.

1.3.5 Test case 1: an easy 3 × 3 matrix problem

Consider the problem in standard dual form







sup y1 + y2 + y3



1− y1 −y3 −y2
−y3 1− y2 0
−y2 0 1− y3



 < 0.

It is easily verified that X0 = I3 and (y0, S0) = (0, I3) are strictly feasible for (P )
and (D) respectively, so that the primal and dual problems have a solution without
duality gap. There holds 〈b, y0〉 = 0 < 3 = 〈C,X0〉, so that z0 := (X0, y0, S0) is not a
primal-dual solution.

1.4 Questions

1.1. Adjoint of A. Show that the adjoint of the linear map A : Sn → R
m defined by (1.1) is

indeed given by (1.2) when R
m is equipped with the Euclidean scalar product.

1.2. On test case 1. Let us define

µ̄(z) =
〈X,S〉

n
.

Consider test case 1. Let z1 = z0+d0, where z0 = (X0, y0, S0) and d0 is the NT direction
computed at z0 for some µ = σµ̄(z0) with σ ∈ [0, 1].

1) Is z0 on the central path?
2) Justify the observed value of µ̄(z1) (check the effect of choosing σ = 1 and σ = 0)?
3) Is z1 a primal-dual solution to the problem if σ = 0?
4) Can you get convergence of the sequence {zk} generated by zk+1 = zk + dk, where

dk is the NT direction at zk for some µk = σµ̄(zk) and some σ constant in ]0, 1[?
(Probably not, but this will be done in another session.)

5) Can you compute/guess the solution?
(Probably not, but this will be done in another session.)



2 A predictor-corrector algorithm

2.1 Algorithmic techniques

2.1.1 The closest central point

In a path-following algorithm, the first question that arises deals with the determina-
tion of the central point z(µ) to which the current iterate z := (X, y, S) is the closest.
Indeed, in such an algorithm, the next iterate aims a point on the central path C and
gets close to it by a Newton step, provided this central point is not too far from z.
If we want the iteration to make a progress towards the solution it is necessary that
this aimed central point be closer to the solution than the central point that is the
closest to z, hence the necessity to determine the latter.

Finding the closest central point is not a well defined concept, actually, since the
central path is not a convex set, making the projection on C not well defined. To
overcome the difficulty, we look instead to the closest central point in a transformed
space in which the central path becomes a half-line. The transformation is

τ : z = (X, y, S) ∈ F 7→ XS ∈ R
n×n.

This transformation is certainly not a bijection, but it turns out to be useful, which
is enough to make it appropriate. Since C := {z ∈ F : XS ∈ R++I}, it follows that
τ(C ) = R++I. Then, by the convexity and closedness of τ(C ), it makes sense to look
for the point in τ(C ) that is the closest to τ(z). That problem simply reads

min
µ>0

‖XS − µI‖2F . (2.1)

It has a unique solution, which is

µ̄(z) :=
〈X,S〉

n
. (2.2)

The closest central point is therefore “considered” to be the one on the central path
with the parameter µ = µ̄(z). This is not irrelevant, since when z ∈ C , it is clear that
the closest central point to z in the preceding sense is z itself; reassuring.

2.1.2 Neighborhood of the central path

Experimentation has convinced the algorithmicians that it is not good to let the
iterates going too far from the central path C or, more precisely, too close to the

13
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boundary of the feasible set F . When z is close to that boundary, the stepsize along
the Newton direction may be very small, so much as to prevent any progress to the
solution: the iterates get stuck on the boundary of F . For this reason, the iterates
are maintained in some neighborhood of the central path, often the one that we
now define. Recall that the central path is an analytic concept (not a geometric one,
depending only on the feasible set), so that this is a second best solution.

Observe first that for a point z ∈ Fs:

z ∈ C ⇐⇒ XS = µ̄(z)I ⇐⇒ Z2 = µ̄(z)I ⇐⇒ µ̄(z)1/2Z−1 = µ̄(z)−1/2Z,

where Z := W−1/2XW−1/2 = W 1/2SW 1/2 and W is the unique matrix in Sn
++

satisfying WSW = X (see session 1). Then one defines a “distance” to the central

path by1 ([5] and [3 ; § 7.1]):

δ : z ∈ Fs 7→ δ(z) :=
1

2

∥
∥
∥µ̄(z)1/2Z−1 − µ̄(z)−1/2Z

∥
∥
∥
F
∈ R. (2.3)

Accordingly, for θ ∈ [0, 1[, one introduces the following neighborhood of the central
path

V(θ) := {z ∈ Fs : δ(z) 6 θ}.

We note that

δ(z) =
1

2

∥
∥
∥GT

(

µ̄(z)1/2X−1 − µ̄(z)−1/2S
)

G
∥
∥
∥
F
, (2.4)

so that the distance can be computed efficiently.

2.1.3 A predictor-corrector algorithm

The predictor-corrector algorithms are the most often implemented interior-point
methods. We essentially give the description of the Mizuno-Todd-Ye predictor-corrector

method [14, 3], whose iteration is composed of two phases.

The predictor phase starts with z ∈ V(1/3) and consists in making a displacement
along the NT direction with µ = 0 (known as the affine-scaling direction), say
da. The stepsize α > 0 along that direction is given by the formula (no need of
linesearch)

α =
2

1 + [1 + 13‖d̃aX d̃aS + d̃aS d̃
a
X‖F/(2µ̄(x))]1/2

, (2.5)

where
d̃aX = W−1/2daXW−1/2 and d̃aS = W 1/2daSW

1/2,

in which W is the scaling matrix used to define the NT direction. It can be shown
that

‖d̃aX d̃aS + d̃aS d̃
a
X‖F = ‖G−1daXdaSG+GTdaSd

a
XG−T‖F , (2.6)

where G has been defined to compute the NT direction (there holds W = GGT),
so that the computation of this norm can be done efficiently (in 8n3 operations).

The stepsize (2.5) is small enough to ensure that the intermediate iterate z′ := z+
αda is strictly feasible and large enough to ensure polynomiality of the algorithm
(see below).

1 No square on the norm!
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The corrector phase, which follows the predictor step, aims at putting the next
iterate in V(1/3), since usually z′ /∈ V(1/3). The phase consists in getting closer to
the central path by making a displacement along the NT direction with µ = µ̄(z′)
(known as the centering direction), say dc, and a unit stepsize. It turns out that
a single Newton step of that kind is sufficient to have z+ := z′ + dc in V(1/3).

Algorithm 2.1.1 (Mizuno-Todd-Ye predictor-corrector) A tolerance ε >
0 on µ̄(z) is given to determine when stopping the iterations. The iteration from
z to z+ starts at some z ∈ V(1/3).

1. Stopping test. If µ̄(z) 6 ε, stop.

2. Predictor phase. Compute the NT direction at z with µ = 0, denote it da

(affine-scaling direction), and the stepsize α given by (2.5). Set

z′ := z + αda.

3. Corrector phase. Compute the NT direction at z′ with µ = µ̄(z′), denote it
dc (centering direction). Take as next iterate

z+ := z + dc.

It can be shown [3] that α given by (2.5) satisfies

α >
2

1 + [1 + 13n/2]1/2
,

which implies the polynomiality of the algorithm, with the iteration complexity

K :=

⌈(

1 +

√

1 +
13n

2

)

log
µ̄(z0)

ε

⌉

.

This means that if the algorithm starts with z0 ∈ V(1/3), it ends up with zK satisfying
µ̄(zK) 6 ε, where the number K of iterations is the one given above.

2.2 Implementation

2.2.1 The MTY predictor-corrector algorithm

Implement the MTY predictor-corrector algorithm and use it to find a solution to the
problem in test case 1 (below).

Here is a possible output:

--------------------------------------------------------------------------------
SDO solver (version 0.1, December 2015)

^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^
Description of the problem

Size of the matrices 3
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Nb of constraints 3

--------------------------------------------------------------------------------
it c’*x gap cp dist stepsize

1 3.0000000e+00 1.000e+00 0.0e+00 5.7967e-01
2 2.1192603e+00 4.203e-01 4.4e-03 6.9701e-01
3 1.5919211e+00 1.274e-01 2.0e-03 8.5276e-01

4 1.3805195e+00 1.875e-02 7.3e-04 9.7125e-01
5 1.3442240e+00 5.392e-04 1.2e-04 9.9900e-01

6 1.3431468e+00 5.392e-07 1.8e-06 9.9900e-01
7 1.3431458e+00 5.392e-10 7.7e-08 9.9900e-01

8 1.3431458e+00 5.391e-13 3.4e-05 9.9900e-01
--------------------------------------------------------------------------------
Solution found up to the required precision (1e-10)

--------------------------------------------------------------------------------

The abbreviations are:

it: iteration counter,
c’*x: primal cost,
gap: µ̄(z),
cp dist: distance δ(z) to the central path, computed by (2.4),
stepsize: stepsize α along the affine scaling direction da, computed by (2.5)–(2.6).

2.2.2 Recommendations

It is important to check that the following property holds in the Mizuno-Todd-Ye
predictor-corrector algorithm:

µ̄(z+) = µ̄(z′) = (1 − α)µ̄(z). (2.7)

The value of α given by (2.5) may be very close to one, or even equal to one.
This usually yields matrices X and/or S that are no longer positive semidefinite.
In this case the algorithm gets stuck in a Cholesky factorization. Limiting this
computed value to

options.max_stepsize= 0.999

or so, may help the algorithm to go further and compute a more precise solution.

2.2.3 Test cases 2: minimum matrix norm

We consider the minimum matrix norm problem which reads

min
z∈Rp

‖B(z)‖2 , (2.8)

where B(z) := B0+
∑p

i=1 ziBi, the matrices Bi ∈ Rq×r and ‖·‖2 denotes the ℓ2-norm.
This problem is convex, but nonsmooth. It can be expressed as an SDO problem as
follows.

Problem (2.8) can be rewritten mint,z{t : ‖B(z)‖
2
2 6 t2}. Using the Schur comple-

ment technique, it can be verified that this last problem can also be written as the
following SDO problem in dual form [22]:







max(t,z)∈R×Rp −t
(

tIq B(z)
B(z)T tIr

)

< 0.
(2.9)
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This problem has dimension n = q + r and m = p + 1. One can also easily find a
strictly feasible primal-dual point (question 2.3).

Solve problem (2.9) with, say p = 2, q = 2, r = 2, and random data for the
matrices Bi ∈ Rq×r, with i ∈ [0 : 2].

2.3 Questions

2.1. Formula of µ̄(z). Show that the solution to problem (2.1) is indeed given by (2.2).

2.2. Evolution of µ̄(z) in the MTY algorithm. Show that, in the Mizuno-Todd-Ye predictor-
corrector algorithm, algorithm 2.1.1, (2.7) holds.

2.3. Strictly feasible point for test case 2. Show that, in standard notation, (X0, y0, S0) with

X0 = 1

q+r
Iq+r, y0 = (t0, z0) = (‖B0‖2 + 1, 0), and S0 =

(

t0Iq B0

BT

0 t0Ir

)

is a strictly feasible primal-dual point for problem (2.9).





3 Finding an appropriate starting point

3.1 Getting a feasible point close to the central path

The predictor-corrector algorithm that was presented in section 1.3 of session 2 as-
sumes that the first iterate is in some neighborhood V(θ) of the central path (θ = 1/3).
In this section, we consider a method to get such a point, provided a strictly feasible
primal-dual point z0 = (X0, y0, S0) ∈ Fs is known. The proposed algorithm can get
a point in V(θ) for any prescribed θ > 0, in particular θ = 1/3.

The idea is simple and consists in solving approximately the primal-dual barrier
problem [3 ; § 7.1]

min
z∈Fs

(

ϕµ(z) := 〈X,S〉+ µ ld(XS)
)

, (3.1)

where µ > 0 is a fixed parameter and ld : Rn×n → R̄ is defined at M ∈ Rn×n by

ld(M) =

{
− log detM if detM > 0
+∞ otherwise.

To achieve this goal primal-dual iterates are generated using NT directions with its
parameter µ fixed to the one taken in the definition of ϕµ. A natural value for µ is
µ̄(z0).

This strategy is grounded on the following observations and properties.
It makes sense to minimize ϕµ to get close to the central path, since, when A is

surjective, the unique minimizer of ϕµ is the central point zµ. This is shown in the
next proposition. To see this, we need to compute the gradient of ϕµ. Recall that for
a matrix M ∈ Rn×n (not necessary symmetric, like XS) verifying detM > 0, there
holds

∇ ld(M) = −M−T.

An easy computation then shows that

∇ϕµ(z) =





S − µX−1

0
X − µS−1



 and ∇2ϕµ(z)d =





µX−1dXX−1 + dS
0

dX + µS−1dXs−1



 . (3.2)

19
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Proposition 3.1.1 (solution of the primal-dual barrier) If Fs 6= ∅ and A
is surjective. Then ϕµ is strictly convex on Fs and problem (3.1) has the central

point zµ as unique solution.

Proof. Let z ∈ Fs and z + d ∈ Fs. Then A∗(dy) + dS = 0 and A(dX) = 0, from
which one deduces 〈dX , dS〉 = 0. To prove that ϕµ is strictly convex on the feasible
set of (3.1), we just have to show that 〈∇2ϕµ(x)d, d〉 > 0 when d 6= 0. Now there
holds

〈∇2ϕµ(x)d, d〉 = µ〈X−1dXX−1, dX〉+ 2〈dX , dS〉+ µ〈S−1dXS−1, dS〉

= µ‖X−1/2dXX−1/2‖2F + µ‖S−1/2dSS
−1/2‖2F ,

which is positive when dX 6= 0 or dS 6= 0, which is the case when d 6= 0 and A is
surjective.

Now, the Lagrangian of problem (3.1) can be written

(z, Λ, λ) 7→ 〈X,S〉+ µ ld(XS) + 〈Λ,A∗(y) + S − C〉+ 〈λ,A(X)− b〉,

where Λ ∈ Sn and λ ∈ Rm. If z minimizes ϕµ on Fs, there are multipliers (Λ, λ)
such that the following optimality conditions holds (the constraints ar qualified by
the affinity)







S − µX−1 +A∗(λ) = 0
X − µS−1 + Λ = 0
A(Λ) = 0
A∗(y) + S = C
A(X) = b.

Using the first two identities, one gets

0 = 〈S − µX−1 +A∗(λ), Λ〉 = 〈S − µX−1, Λ〉 = 〈S − µX−1, µS−1 −X〉.

Now the matrices W and Z of session 1 allow us to write X = W 1/2ZW 1/2 and
S = W−1/2ZW−1/2, so that the last identity yields

0 = 〈W−1/2(Z − µZ−1)W−1/2,W 1/2(µZ−1 − Z)W 1/2〉 = −‖Z − µZ−1‖2F .

Therefore Z = µZ−1 or X = µS−1 or XS = µI, meaning that z = zµ. ✷

The previous proposition has for consequence that generating iterates for solving
(3.1) will eventually provide a point in V(θ) for some prescribed θ > 0.

The next result shows that it makes sense to force the decrease of ϕµ along the
NT directions. It also provides in (3.4) the value of the derivative of ϕµ along the NT
direction. The function δ is the “distance” to the central path defined by formula (1.3)
in session 2:

δ : z ∈ Fs 7→ δ(z) :=
1

2

∥
∥
∥µ̄(z)1/2Z−1 − µ̄(z)−1/2Z

∥
∥
∥
F
∈ R. (3.3)
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Proposition 3.1.2 (decrease of the primal-dual barrier along the NT
direction) Let d be the NT direction at a point z ∈ Fs for µ := µ̄(z). Then

〈∇ϕµ(z), d〉 = −4µ δ(z)2, (3.4)

where δ is defined by (3.3). Furthermore the following properties are equivalent:

(i) z 6= zµ,
(ii) d 6= 0,
(iii) 〈∇ϕµ(z), d〉 < 0.

Proof. Using (3.2), one gets

〈∇ϕµ(z), d〉 = 〈S − µX−1, dX〉+ 〈X − µS−1, dS〉.

Using the scaling matrix W ≻ 0 and the scaled directions d̃X = W−1/2dXW−1/2 and
d̃S = W 1/2dSW

1/2, one gets

〈∇ϕµ(z), d〉 = 〈S − µX−1,W 1/2d̃XW 1/2〉+ 〈X − µS−1,W−1/2d̃SW
−1/2〉.

It is known that Z := W−1/2XW−1/2 = W 1/2SW 1/2 and that d̃X + d̃S = µZ−1 −Z,
so that

〈∇ϕµ(z), d〉 = 〈Z − µZ−1, d̃X + d̃S〉

= −‖Z − µZ−1‖2F

= −µ‖µ−1/2Z − µ1/2Z−1‖2F

= −4µδ(z)2,

which is (3.4). The equivalences follow easily. ✷

Proposition 3.1.3 (distance to the central path after a NT step) Let d
be the NT direction at a point z ∈ Fs for µ := µ̄(z). Then the distance δ to the

central path satisfies the inequality

δ(z + d) 6
δ(z)2

√

2(1− δ(z)2)
. (3.5)

Proof. See [3 ; lemma 7.4]. ✷

A consequence of propositions 3.1.1 and 3.1.2 is that, to get closer to the central
path, it makes sense to minimize the function ϕµ, with µ = µ̄(z), along the NT
direction, using a linesearch technique. Furthermore, from (3.5) in proposition 3.1.3,
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δ(z) 6

√

2τ2

1 + 2τ2
=⇒ δ(z + d) 6 τδ(z),

so that, choosing τ < 1, the distance decreases linearly without the need to make
linesearch, as soon as δ(z) 6

√

2τ2/(1 + 2τ2) (less than
√

2/3). Inequality (3.5) also
tells us that the distance δ(z) converges to zero quadratically.

This discussion leads to the following algorithm to geta point in the neighborhood
V(1/3) of the central path, starting from a point z ∈ Fs.

Algorithm 3.1.4 (getting a point in V(1/3)) The algorithm uses two pa-
rameters: a desired linear speed of convergence τ < 1 close to 1 and a linesearch
parameter ω > 0 close to zero. For example τ ≃ 0.99 and ω ≃ 10−4.

Let z ∈ Fs. The iteration computes z+ closer to the central path, ensuring
z ∈ V(1/3) in a finite number of such iterations.

1. Stopping test. If δ(z) 6 1/3, stop.

2. NT direction. Compute the NT direction at z with µ := µ̄(z), denote it dc.

3. Next iterate. If δ(z) 6
√

2τ2/(1 + 2τ2), then compute the next iterate by

z+ := z + dc.

Otherwise, find a stepsize α ∈ ]0, 1] such that

ϕµ(z + αdc) 6 ϕµ(z)− 2ω µα δ(z)2 (3.6)

and set z+ := z + αdc.

The previous algorithm hides a serious difficulty, which may occur during the
linesearch when (3.6), which evaluates the quality of the trial stepsize α. By definition,
the function ϕ(z) = +∞ when X |≻ 0 or S |≻ 0. This fact may not be seen by simply
evaluating det(XS), which may be positive even when X |≻ 0 or S |≻ 0. Therefore,
the correct evaluation of ϕµ requires to check that X ≻ 0 or S ≻ 0 (either by the
computation of the minimum eigenvalues of X and S or by doing their Cholesky
factorizations).

3.2 Implementation

3.2.1 Geting close to the central path

Implement algorithm 3.1.4 and try it on test case 2, with p = 50, q = 50, r = 50, and
random data for the matrices Bi ∈ Rq×r , with i ∈ [0 : p]. The data of this test case
can be recovered by

[A,b,c,x0,y0] = t2(dim);

where dim is the common dimension of p = q = r (here 50).
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One could get an output close to the one below (actually, it depends on the random
number generator, which may depend on the Matlab installation or version), in which
the last column (“type”) gives the type of step realized:

c: corrector step (normally a few steps at the beginning), in which case the
stepsize is the one during the correction phase (linesearch),
pc: predictor-corrector step, in which case the stepsize is the one during the
prediction phase.

--------------------------------------------------------------------------------
SDO solver (version 0.1, December 2015)

^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^
Description of the problem

Size of the matrices 100

Nb of constraints 51
--------------------------------------------------------------------------------

it c’*x gap cp dist stepsize type
1 0.0000000e+00 2.622e-01 2.5e+00 1.0000e+00 c
2 -1.6770204e-01 2.622e-01 2.3e-01 4.6241e-01 pc

3 -2.8823879e-01 1.410e-01 1.8e-03 3.6592e-01 pc
4 -4.5434024e-01 8.939e-02 1.2e-03 3.0170e-01 pc

5 -6.4999992e-01 6.242e-02 1.9e-03 2.5513e-01 pc
6 -8.7034447e-01 4.650e-02 2.9e-03 2.2025e-01 pc

7 -1.1091389e+00 3.626e-02 4.4e-03 1.9557e-01 pc
8 -1.3599149e+00 2.917e-02 6.0e-03 1.8223e-01 pc
9 -1.6185093e+00 2.385e-02 6.6e-03 1.8167e-01 pc

10 -1.8841906e+00 1.952e-02 6.1e-03 1.9323e-01 pc
11 -2.1554869e+00 1.575e-02 5.7e-03 2.1642e-01 pc

12 -2.4278616e+00 1.234e-02 5.0e-03 2.5220e-01 pc
13 -2.6938177e+00 9.227e-03 4.3e-03 2.9890e-01 pc
14 -2.9396556e+00 6.469e-03 4.0e-03 3.5163e-01 pc

15 -3.1479103e+00 4.194e-03 3.7e-03 4.0628e-01 pc
16 -3.3066539e+00 2.490e-03 3.4e-03 4.6228e-01 pc

17 -3.4151253e+00 1.339e-03 3.0e-03 5.2168e-01 pc
18 -3.4814453e+00 6.405e-04 2.6e-03 5.8922e-01 pc

19 -3.5174530e+00 2.631e-04 2.3e-03 6.7596e-01 pc
20 -3.5344772e+00 8.525e-05 1.5e-03 7.9810e-01 pc
21 -3.5410028e+00 1.721e-05 5.7e-04 9.3334e-01 pc

22 -3.5425449e+00 1.147e-06 1.1e-04 9.9470e-01 pc
23 -3.5426544e+00 6.086e-09 3.9e-05 9.9900e-01 pc

--------------------------------------------------------------------------------
Solution found up to the required precision (1e-10)
. c’*x = -3.5426550e+00

. gap = 6.0855161e-12
--------------------------------------------------------------------------------

3.2.2 Test case 3: global minimization of a univariate polynomial

We consider the problem of finding the global minimum of a univariate real polynomial

p ∈ R[x], in the variable x:

min
x∈R



p(x) :=
∑

α∈[0 : d]

pα xα



 , (3.7)

where pα ∈ R and d ∈ N is the degree deg p of the polynomial p. Problem (3.7) can be
rewritten as an SDP problem. First, we write it as a problem with an infinite number
of constraints: {

maxs∈R s
p(x) > s, ∀x ∈ R.
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This infinite number of constraints “disappears” if we trivially express them in terms
of membership to the cone P of univariate nonnegative polynomials:

{
maxs∈R s
p− s ∈ P .

(3.8)

It turns out that membership to P has an LMI representation (this is no longer true
for multivariate polynomials, but there are bypasses [17, 8, 10, 1, 2, 11]). That fact
is based on the following two properties: a univariate nonnegative polynomial can be
written as a sum of squares (SOS) of polynomials (proposition 3.2.1, which is no longer
true for multivariate polynomials) and an SOS polynomial can be represented thanks
to a positive semidefinite matrix (proposition 3.2.2, which is still true for multivariate
polynomials).

Proposition 3.2.1 (nonnegative univariate polynomial) A univariate

polynomial p ∈ R[x] is nonnegative on R if and only if it is of even degree,

say 2m, and reads p = q2 + r2, with q, r ∈ R[x], deg q = m, and deg r 6 m− 1.

Proof. [18 ; VI 44] The given conditions are clearly sufficient. Let us show that they
are necessary.

Being nonnegative on R the polynomial is necessary of even degree, say 2m, and
the leading coefficient is positive. There is therefore no loss of generality in supposing
that this coefficient is 1. Then the polynomial can be decomposed in m factors of the
form

(x− a)2 + b2.

It is indeed the form of (x − r)(x − r̄) when r and r̄ complex conjugate roots a± ib.
On the other hand, any real root has an even multiplicity (otherwise the polynomial
would have positive and negative values around the root) and each double root is of
the form above with b = 0.

The m factors of the form q2 + r2 are then multiplied successively, by using the
following formula

(q2j + r2j )(q
2 + r2) = (qjq + rjr)

2 + (qjr − rjq)
2 =: q2j+1 + r2j+1.

By induction, we see that deg qj = j and deg rj 6 j − 1. It is indeed the case for
j = 1 since deg q1 = 1 and deg r1 6 0. Now, be r vanishing or not, deg qj+1 =
deg qj + 1 = j + 1. Finally, if r = 0, deg rj+1 = deg rj + 1 6 j and, if r 6= 0,
deg rj+1 6 max(deg qj , deg rj + 1) 6 j. ✷

Proposition 3.2.2 (caractérization of SOS polynomials) A polynomial

p ∈ R[x] of degree 6 2m is a sum of r squares of polynomials if and only

if there exists a matrix S < 0 of order m + 1 and of rank 6 r such that

p(x) = vm(x)TSvm(x), where vm(x) is the vector of monomials (1 x x2 . . . xm)T.
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Proof. If p is the sum of r squares of polynomials of degree 6 m, one can find vectors
si ∈ Rm+1 such that

p(x) =

r∑

i=1

(sTi vm(x))2 =

r∑

i=1

vm(x)Tsis
T

i vm(x) = vm(x)TSvm(x),

where S :=
∑r

i=1 sis
T

i < 0 is of rank 6 r.
Conversely, suppose that p(x) = vm(x)TSvm(x), with S < 0 of rank 6 r. The

spectral decomposition of S =
∑r

i=1 sis
T

i allows us to write

p(x) =

r∑

i=1

vm(x)Tsis
T

i vm(x) =

r∑

i=1

(sTi vm(x))2,

showing that p is the sum of the squares of at most r polynomials. ✷

Using the above propositions and setting s = −t, problem 3.8 can be written






min(S,t)∈Sm+1×R t
p(x) + t = vm(x)TSvm(x), ∀x ∈ R

S < 0.
(3.9)

Knowing p, the first constraint in (3.9) is an affine constraint on the unknown t ∈ R

and the unknown real coefficients of S, if we impose equality between the coefficients
of the same monomials in both sides of the equality. Therefore, problem (3.9) is almost
in the primal form of an SDO problem. The difference is the free variable t, which is
only constrained by the affine constraint in (3.9), not by a nontrivial cone.

At least two techniques could be considered to solve this problem, which is not in
the standard form of the primal SDO problem.

1. Redefine the basic problem to solve






inf(x,X)∈Rp×Sn〈c, x〉+ 〈C,X〉
A(x,X) = b
X < 0,

with the “free” variables x ∈ R
p and a linear map A : Rp × Sn → R

m.

2. Write t = u− v and impose u > 0, v > 0 by considering the problem in standard
primal SDP form with X = Diag(S, u, v) ∈ Sm+3:







minX∈Sm+3 〈C,X〉
A(X) = b
X < 0,

(3.10)

where C = Em+2,m+2 −Em+3,m+3 (we have denoted by Eij the matrix having 1
in position (i, j) and 0 elsewhere), the affine constraint A(X) = b contains those
in the affine constraints in (3.9) and constraints imposing X1:m+1,m+2 = 0 and
X1:m+2,m+3 = 0.

We suggest using the second technique, which has the advantage of allowing us to use
the so far developped code without modification.
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3.3 Question

3.1. Getting the global minimizer of a univariate polynomial. Write the dual of problem (3.9)
and show that this one yields the global minimizer of p, provided this one is unique.



4 Starting from an infeasible point

4.1 Starting from an infeasible point

In all this section, we assume that an initial X0 ∈ Sn is known, which satisfies the
equality constraint

A(X0) = b. (4.1)

A way of getting such a starting iterate is given in section 4.1.1. We then discuss the
so-called big M methods for solving the SDO problem from a point z0 = (X0, y0, S0)
satisfying (4.1) but not the conditions X0 ≻ 0 and S0 ≻ 0 that would make z0 strictly
feasible. The contents of this section is adapted from [22 ; § 6].

4.1.1 Getting linear feasibility

If a matrix X0 satisfying (4.1) is not given by the user of the solver, such a matrix
can easily be computed as follows. The first step is to check, using linear algebra
techniques, whether b ∈ R(A). If this is not the case, the primal problem is infeasible
and there is no reason to go further. Otherwise, (4.1) has a solution, which can be
obtained by computing M ∈ Rn×n satisfying the constraint and symmetrizing it:

A(M) = b and X0 =
1

2

(
M +MT

)
. (4.2)

4.1.2 Starting from a strictly primal feasible point

We assume in this section that a strictly feasible primal point X0 ∈ Fs
P

is known,
meaning that

A(X0) = b and X0 ≻ 0,

and determine a modified SDO problem such that it is easy to maintain X0 strictly
feasible and to determine a strictly feasible dual pair (y0, S0).

Consider the following modified dual problem in (y, t, S) ∈ R
m × R× Sn:







sup 〈b, y〉 −Mt
A∗(y)− tI + S = C
S < 0
t > 0,

(4.3)

in which one tries to vanish the nonnegative scalar t by taking M “sufficiently” large,
since if t = 0, the original dual problem (D) is recovered. We claim that

27
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this problem can be cast in the standard dual SDO problem, for which a strictly
feasible point is easy to determine,
its primal-dual solutions are the same as the original problem, provided M is chosen
“sufficiently large” and primal solution set Sol(P ) is bounded.

Let us see this.
One can cast problem (4.3) in the standard dual SDO problem in the variable

(ỹ, S̃) ∈ Rm+1 × Sn+1:






sup 〈b̃, ỹ〉

Ã∗(ỹ) + S̃ = C̃

S̃ < 0.

(4.4)

This problem is identical to problem (4.3) provided the vector ỹ, the vector b̃, the
adjoint linear map Ã∗ : Rm × R → Sn+1, and the matrix C̃ ∈ Sn+1 are defined by

ỹ =

(
y
t

)

, b̃ =

(
b

−M

)

, Ã∗(ỹ) =

(
A∗(y)− tI 0

0 −t

)

, and C̃ =

(
C 0
0 0

)

.

This implies that S̃ = Diag(S, s) ∈ Sn+1 is block diagonal and that there is the
additional constraint −t + s = 0. It is easy to get a strictly feasible point for this
model by taking

y0 arbitrary, t0 = s0 > [λmin(C −A∗(y0))]
−, and S0 := C −A∗(y0) + t0I,

where α− = max(0,−α).
We know that (4.4) is the dual of







inf 〈C̃, X̃〉

Ã(X̃) = b̃

X̃ < 0.

(4.5)

Now, Ã : Sn+1 → Rm × R is defined at X̃ by

Ã(X̃) =

(
A(X)

−〈I,X〉 − x

)

, where X̃ =

(
X v
vT x

)

.

Therefore, problem (4.5) reads







inf 〈C,X〉
A(X) = b
〈I,X〉+ x = M
X < 0
x > 0.

(4.6)

A strictly feasible point for (4.5)-(4.6) can be

the known X0, v0 = 0, and x0 = M − 〈I,X0〉,

provided M > 〈I,X0〉.
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The proposed approach consists in solving (4.6)-(4.3), or equivalently (4.5)-(4.4)
in standard form, from a strictly primal feasible-dual pair hoping that at the primal-
dual solution (X, x, y, t, S) the scalar t vanishes, in which case problem (P ) is actually
solved. If t 6= 0, one increases M and solve problem (4.6)-(4.3) again. The process is
stopped when M is considered as too large, which may occur if (D) is infeasible.

Algorithm 4.1.1 (getting a solution from a strictly primal feasible
point) Let X ∈ Fs

P
and let M > 〈I,X〉. One iteration of the algorithm is as

follows.

1. Solve (4.6)-(4.3) from a primal-dual strictly feasible point to get
(X, x, y, t, S).

2. Successful stopping test. If t = 0 or, equivalently, x > 0, stop and declare
that (X, y, S) is a primal-dual solution to (P ).

3. Increase M .

4. Failure stopping test. If M is too large, stop and declare that it is likely that
either the dual is infeasible or the primal has an unbounded set of solutions.

Note that in none of the situations detected in step 4 of the algorithm, an interior
point method can find a solution.

4.1.3 Starting from a strictly dual feasible point

We assume in this section that a strictly feasible dual pair (y0, S0) ∈ Fs
D

is known,
meaning that

A∗(y0) + S0 = C and S0 ≻ 0,

and determine a modified SDO problem such that it is easy to maintain (y0, S0)
strictly feasible and to determine a strictly feasible primal point X0.

Consider the following modified primal problem in (X, x2) ∈ Sn × R:







inf 〈C,X〉+ x2(M2 − 〈C, I〉)
A(X − x2I) = b
X < 0
x2 > 0

or







inf 〈C,X〉+M2x2

A(X) = b
X + x2I < 0
x2 > 0,

(4.7)

in which one tries to vanish the nonnegative scalar x2 by taking the positive number
M2 “sufficiently” large, since if x2 = 0, the original primal problem (P ) is recovered.
By considering the problem in the right hand side in (4.7), one sees that it is desired
and enough to have M2 > 0 (not M2 > 〈C, I〉 as the problem in the left hand side
may suggest). We claim that

this problem can be cast in the standard primal SDO problem, for which a strictly
feasible point is easy to define,
its primal-dual solutions are the same as the original problem, provided M2 is
chosen “sufficiently large” and dual solution set Sol(D) is bounded.
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Let us see this.
One can cast the problem in the left hand side of (4.7) in the standard primal

SDO problem in the variable X̃ ∈ Sn+1:







inf 〈C̃, X̃〉

Ã(X̃) = b̃

X̃ < 0.

(4.8)

This problem is identical to problem (4.7) provided the matrix C̃, the linear map
Ã : Sn+1 → Rm+n, and the vector b̃ are defined by

C̃ =

(
C 0
0 M2 − 〈C, I〉

)

, Ã(X̃) =

(
A(X − x2I)

v

)

, and b̃ =

(
b
0

)

,

where we have denoted

X̃ =

(
X v
vT x2

)

.

Since v must vanish, the condition X̃ < 0 in (4.8) is therefore equivalent to the
constraints X < 0 and x2 > 0 in (4.7). A strictly feasible point for (4.8) is given by

X̃0 :=

(
X0 + x2,0I 0

0 x2,0

)

,

where

X0 ∈ Sn is an arbitrary solution to A(X0) = b,

x2,0 > [λmin(X0)]
−.

We know that (4.8) has for dual







sup 〈b̃, ỹ〉

Ã∗(ỹ) + S̃ = C̃

S̃ < 0.

(4.9)

Now, Ã∗ : Rm+n → Sn+1 is defined at X̃ by

Ã∗(ỹ) =

(
A∗(y) 1

2z
1
2z

T −〈I, A∗(y)〉

)

, where ỹ =

(
y
z

)

.

Writing

S̃ :=

(
S w
wT s2

)

,

we see that problem (4.9) reads







sup 〈b, y〉
A∗(y) + S = C
1
2z + w = 0
〈I, C −A∗(y)〉+ s2 = M2

S̃ < 0.
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The constraint S̃ < 0 includes S < 0 and s2 > 0 and is equivalent to these two
constraints if w is set to zero, which is permitted by the second constraint since z is
arbitrary. The problem is then simplified by taking z = w = 0. Eliminating also s2,
the dual problem (4.9) becomes







sup 〈b, y〉
A∗(y) + S = C
S < 0
〈I, S〉 6 M2.

(4.10)

It can be shown that the variable x2 in (4.7) is a dual variable associated with the
constraint 〈I, S〉 6 M2 in (4.10). A strictly feasible dual pair for the modified dual
problems (4.9) is deduced from the known strictly feasible dual pair (yo, S0) for (D)
by

ỹ0 =

(
y0
0

)

∈ R
m × R

n and S̃0 =

(
S0 0
0 s2,0

)

in which one sets successively

(y0, S0) ∈ Rm × Sn
++ is given,

M2 > 〈I, S0〉,

s2,0 := M2 − 〈I, S0〉,

where α− = max(0,−α). Note that this setting ensures that M2 > 0 (since S0 ≻ 0),
as desired.

The proposed approach consists in solving (4.7)-(4.10) from a strictly primal
feasible-dual pair (instead of the original problem (P )) hoping that at the solution
(X, x2, y, S) the scalar x2 vanishes, in which case problem (P ) is actually solved. If
x2 6= 0, one increases M2 and solve problem (4.7) again. The process is stopped when
M2 is considered as too large, which may occur if (P ) is infeasible.

Algorithm 4.1.2 (getting a solution from a strictly dual feasible
point) Let (y, S) ∈ Fs

D
and let M2 > 〈I, S〉. One iteration of the algorithm

is as follows.

1. Solve (4.7)-(4.10) from a primal-dual strictly feasible point to get
(X, x2, y, S).

2. Successful stopping test. If x2 = 0 or, equivalently, 〈S, I〉 < M2, stop and
declare that (X, y, S) is a primal-dual solution to (P ).

3. Increase M2.

4. Failure stopping test. If M2 is too large, stop and declare that it is likely that
either the primal is infeasible or the dual has an unbounded set of solutions.

Note that in none of the situations detected in step 4 of the algorithm, an interior
point method can find a solution.
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4.1.4 Starting without a strictly feasible point

If no strictly feasible primal and/or dual point is known, then one considers the
modified primal problem, obtained by combining the ideas of sections 4.1.2 and 4.1.3:







inf 〈C,X〉+ x2(M2 − 〈C, I〉)
A(X − x2I) = b
〈I,X〉+ x1 = M1

X < 0
x1 > 0
x2 > 0

or







inf 〈C,X〉+M2x2

A(X) = b
〈I,X〉+ x1 + nx2 = M1

X + x2I < 0
x1 > 0,
x2 > 0,

(4.11)

in which both M1 and M2 are taken “sufficiently” large (initial values are given below).
By considering the problem in the right hand side in (4.11), one sees that it is desired
and enough to have M2 > 0 (not M2 > 〈C, I〉 as the problem in the left hand side
may suggest).

The problem can be cast in the standard primal SDO problem in the variable
X̃ ∈ Sn+2: 





inf 〈C̃, X̃〉

Ã(X̃) = b̃

X̃ < 0

. (4.12)

The equivalence between (4.11) and (4.12) can be viewed by decomposing the new
variable X̃ into

X̃ =





X v1
v̄T1 x1

v2

v̄T2 x2





and by defining the matrix C̃, the linear map Ã : Sn+2 → R
m+4n+3, and the vector

b̃ ∈ Rm+4n+3 by

C̃ =





C 0
0 0

0

0 M2 − 〈C, I〉



 , Ã(X̃) =











A(X − x2I)
−〈I,X〉 − x1

v1
v̄1
v2
v̄2











, and b̃ =











b
−M1

0
0
0
0











.

A strictly feasible point for the modified primal problems (4.11) or (4.12) is

X̃0 :=





X0 + x2,0I 0
0 x1,0

0

0 x2,0





where

X0 ∈ Sn is an arbitrary solution to A(X0) = b,

x2,0 > [λmin(X0)]
−,

M1 > 〈I,X0〉+ nx2,0,

x1,0 := M1 − 〈I,X0〉 − nx2,0,
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where α− = max(0,−α). Note that 〈I,X0〉 = tr(X0) =
∑

i λi(X0) and x2,0 >
−λmin(X0), so that M1 > 0 and the factor of t in the objective of (4.14) is posi-
tive, a desired property.

We know that the dual of (4.12) reads







sup 〈b̃, ỹ〉

Ã∗(ỹ) + S̃ = C̃

S̃ < 0.

(4.13)

where Ã∗ : Rm+4n+3 → Sn+2 is defined at

ỹ =











y
t
z1
z̃1
z2
z̃2











∈ R
m × R× R

n × R
n × R

n+1 × R
n+1

by

Ã∗(ỹ) =





A∗(y)− tI z1
z̄T1 −t

z2

z̄T2 −〈I, A∗(y)〉



 .

Now decomposing S̃ like X̃ , namely

S̃ =





S w1

wT
1 s1

w2

wT

2 s2



 ,

problem (4.13) becomes







sup 〈b, y〉 −M1t
A∗(y)− tI + S = C
z1 = z̄2 = −w1

−t+ s1 = 0
z2 = z̄2 = −w2

−〈I, A∗(y)〉+ s2 = M2 − 〈C, I〉

S̃ < 0.

The constraint S̃ < 0 includes S < 0, s1 > 0, and s2 > 0 and amounts to these
constraints if w1 and w2 are set to zero, which is allowed since z1, z̄1, z2, and z̄2 are not
constrained. The problem is then simplified by taking w1 = 0 and w2 = 0. Eliminating
also s1 and s2, the dual problem becomes the following problem in (y, t, S):







sup 〈b, y〉 −M1t
A∗(y)− tI + S = C
〈I, S〉 − nt 6 M2

S < 0
t > 0.

(4.14)
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A strictly feasible point for the modified dual problems (4.13) or (4.14) is

ỹ0 =











y0
t0
0
0
0
0











∈ R
m×R×R

n×R
n×R

n+1×R
n+1 and S̃0 =





S0 0
0 s1,0

0

0 s2,0



 ,

in which one sets successively

y0 arbitrary,

t0 = s1,0 > [λmin(C −A∗(y0))]
−,

S0 := C −A∗(y0) + t0I,

M2 > [〈I, S0〉 − nt0]
+,

s2,0 := M2 − 〈I, S0〉+ nt0,

(4.15)

where α− = max(0,−α). The setting of M2 above also ensures its positivity.
The goal of the following algorithm is to solve a sequence of primal dual problems

(4.12)-(4.13) or (4.11)-(4.14) by increasing M1 and M2 at each loop in order to have
t = x2 = 0, which guarantees that the original primal-dual SDO problem has been
solved. The form of the problems (4.11) and (4.14) clearly indicates that one must
increase M1 if t > 0 and one must increase M2 when x2 > 0.

Algorithm 4.1.3 (getting a solution from a linear feasible point) One
loop of the algorithm is as follows.

1. Solve (4.12)-(4.13) or (4.11)-(4.14) from a primal-dual strictly feasible point
to get (X, x1, x2, y, t, S, s1, s2).

2. Successful stopping test. If x2 = 0 and t = 0, stop and declare that (X, y, S)
is a primal-dual solution to (P ).

3. Increase M1 if t > 0.

4. Increase M2 if x2 > 0.

5. Failure on dual infeasibility. If M1 is too large, stop and declare that it is
likely that either the dual is infeasible or the primal has an unbounded set

of solutions.

6. Failure on primal infeasibility. If M2 is too large, stop and declare that it is
likely that either the primal is infeasible or the dual has an unbounded set

of solutions.

Note that in none of the situations detected in steps 5 and 6 of the algorithm, an
interior point method can find a solution.
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4.2 Implementation

4.2.1 Implementation

Implement algorithm 4.1.3 and solve/diagnose the test cases of sections 4.2.3, 4.2.4,
and 4.2.5.

4.2.2 Recommendations

To develop the solver, a good idea is to test it on the easy test cases 1 and 2,
in which the initial values of X and y has been discarded. Once the solver works
correctly on these test cases, you may want to test it on the more special problems
of section ??.

The linear operator Ã does not depend on M1 and M2 and can be set outside the
loop described in algorithm 4.1.3.

Check whether the linear constraints Ã(X̃0) = b̃ and Ã∗(ỹ) + S̃ = C̃ are satisfied
at the beginning of each cycle, after the setting of Ã, X̃0, and b̃.

4.2.3 Test case 4a

If possible, solve with algorithm 4.1.3 the problem






inf x1



0 x1 0
x1 x2 0
0 0 x1 + 1



 < 0.

What is your diagnosis?

4.2.4 Test case 4b

If possible, solve with algorithm 4.1.3 the primal SDO problem written in standard
form with the following data:

C =

(
0 1
1 0

)

, A1 =

(
−1 0
0 0

)

, A2 =

(
0 0
0 −1

)

, and b =

(
−1
0

)

.

What is your diagnosis?

4.2.5 Test case 4c

If possible, solve with algorithm 4.1.3 the primal SDO problem written in standard
form with the following data:

C =

(
0 0
0 0

)

, A1 =

(
1 0
0 0

)

, A2 =

(
0 1
1 0

)

, and b =

(
0
2

)

.

What is your diagnosis?



36 4. Starting from an infeasible point

4.3 Questions

4.1. Getting a linear feasible primal point. Justify the correctness of the procedure (4.2) to
get a matrix X0 ∈ Sn satisfying (4.1).

4.2. Failure diagnosis. Explain the failure diagnosis of steps 5 and 6 of algorithm 4.1.3.



5 Shor relaxation of some small OPF problems

5.1 Relaxation of an OPF problem

One of the emblematic instance of the so-called Optimal Power Flow (OPF) problem,
in alternating current, consists in minimizing the Joule heating losses in an elec-
tricity transmission network, while satisfying the electricity demand, by determining
appropriately the powers of the generators installed at given buses (or nodes of the
network). This optimization problem is NP hard, implying that there is (presently)
no algorithm to find the (global) solution in polynomial time (i.e., in a reasonable
time when the network size is like the one in most countries or union of countries),
while there are several good reasons for being only interested in the global solutions.

5.1.1 QCQP formulation

Structurally, one can view (or reduce) the problem to a nonconvex quadratic opti-
mization problem with nonconvex quadratic constraints (sometimes abbreviated by
the acronym QCQP for Quadratically Constrained Quadratic Programming). Recall-
ing that any polynomial optimization problem can be written that way [19, 4, 13],
one understands the potential difficulty of such a problem.

A QCQP representation of an OPF instance can be obtained by the Matlab func-
tion qcqp_opf [6], which should be available soon in Matpower (a Matlab package for
simulating power systems). This function writes a specified OPF instance as a QCQP
problem in complex numbers:







infz zHCz
zHAkz = ak, for k ∈ [1 :m],
zHBkz 6 bk, for k ∈ [1 : p],

(5.1)

where z ∈ Cn is a complex vector, C, Ak, and Bk ∈ Cn×n are Hermitian matrices1, a
and b are real vectors, and the exponent ·H is used to denote the transposed conjugate.
In this representation, n is the number of buses (or nodes of the network).

To solve (5.1) (more precisely a relaxation of it) by an SDO solver in real numbers,
the first task is to rewrite the problem in real numbers. For M ∈ Cn×n, we write
M = ℜ(M) + iℑ(M), where ℜ(M) and ℑ(M) ∈ Rn×n, and i ∈ C the pure imaginary
number (i2 = −1). Similarly, a vector z ∈ Cn is decomposed in z = ℜ(z)+ iℑ(z), with
ℜ(z) and ℑ(z) ∈ Rn. It is easy to see that

1 Recall that M ∈ C
n×n is Hermitian if MH = M .
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M is Hermitian ⇐⇒

{
ℜ(M) is symmetric,
ℑ(M) is skew symmetric.

With this notation and a Hermitian matric M , there holds

zHMz = z̃TM̃z̃,

where

z̃ :=

(
ℜ(z)
ℑ(z)

)

∈ R
2n and M̃ :=

(
ℜ(M) −ℑ(M)
ℑ(M) ℜ(M)

)

∈ R
(2n)×(2n).

Note that M̃ is symmetric. Then, problem (5.1) becomes the QCQP in real numbers







inf z̃ z̃TC̃z̃

z̃TÃkz̃ = ak, for k ∈ [1 :m],

z̃TB̃kz̃ 6 bk, for k ∈ [1 : p].

(5.2)

The dimension of this problem is twice the one of (5.1).

5.1.2 Shor relaxation

The second task is to define an SDO relaxation of (5.2). Denoting by 〈·, ·〉 the scalar
product on the sapce of symmetric matrices, problem (5.2) reads







inf z̃ 〈C̃, z̃z̃T〉

〈Ãk, z̃z̃
T〉 = ak, for k ∈ [1 :m],

〈B̃k, z̃z̃
T〉 6 bk, for k ∈ [1 : p]

or 





infX̃ 〈C̃, X̃〉

〈Ãk, X̃〉 = ak, for k ∈ [1 :m],

〈B̃k, X̃〉 6 bk, for k ∈ [1 : p]

X̃ < 0

rank(X̃) 6 1.

The rank constraint is very annoying (it takes integer values, hence is discontinous).
The Shor relaxation of the problem drops that constraint and therefore reads







infX̃ 〈C̃, X̃〉

〈Ãk, X̃〉 = ak, for k ∈ [1 :m],

〈B̃k, X̃〉 6 bk, for k ∈ [1 : p]

X̃ < 0.

The obtained relaxation is a convex problem, since the objective is convex and the
feasible set is also convex (it is the intersection of the cone of positive semidefinite
matrices and a convex polyhedron).

We still have to write the relaxed problem in the standard primal SDO form, which
looks like the closest to the present one. This can be realized by enlarging X̃ in
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X :=

(

X̃ 0
0 D

)

,

where D is a diagonal matrix made of nonnegative slack variables:







inf(X̃,D) 〈C̃, X̃〉

〈Ãk, X̃〉 = ak, for k ∈ [1 :m],

〈B̃k, X̃〉+Dkk = bk, for k ∈ [1 : p]

Diag(X̃,D) < 0.

(5.3)

This problem can be written in the standard primal SDO form, in which the affine
equality constraint is formed of those in (5.3) and the one that imposes vanishment
of the elements of X above and in the left hand side of D.

5.2 Test cases

The real SDO relaxation of the problem, namely the standard primal SDO form
deduced from (5.3), is available by

[A,b,c,x0,y0] = t5(testcase);

where testcase is a string giving the name of a Matpower test case (see the table
below for a short list), A, b, and c stand for the data A, b, and C of the standard
primal SDO problem, while x0 and y0 are empty variables (no initial primal-dual
point is suggested).

Table 5.1 lists the Matpower test cases that have been implemented and gives some

Problem name n m p vmips vShor

caseWB2 2 2 8 – 8.9082
caseWB5 5 6 18 13.780 9.9095
case9 9 12 30 373.83 373.83

Table 5.1. Some Matpower test cases.

of their features:

the name of the problem (to put between simple quotes as argument testcase

of the function t5 above),
the dimensions n, m, p of (5.1) (the number n is also the number of buses of the
network),
the optimal value vmips obtained by the Matlab local interior point solver mips

(“–” means that the solver fails),
and the optimal value vShor obtained by the Shor relaxation.

The optimal value of the problem is necessarily in the interval [vShor, vmips]. Therefore
the optimal value is obtained by the local solver mips in case9, but the situation is
uncertain in caseWB5.

http://www.pserc.cornell.edu//matpower
http://www.pserc.cornell.edu//matpower
http://www.pserc.cornell.edu//matpower
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The Shor relaxation of a QCQP can be viewed as the Lasserre [8] (or moment-sos)
relaxation of degree one [9]. For the OPF problem, when the degree one relaxation of
its QCQP formulation is inexact (i.e., it does not provide the solution to the original
QCQP), it is often the case that the degree 2 moment-sos relaxation is exact [7].
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